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Preface

This volume contains the proceedings of the Internet of Things (IOT) Conference
2008, the first international conference of its kind. The conference took place in
Zurich, Switzerland, March 26–28, 2008. The term ‘Internet of Things’ has come
to describe a number of technologies and research disciplines that enable the In-
ternet to reach out into the real world of physical objects. Technologies such as
RFID, short-range wireless communications, real-time localization, and sensor
networks are becoming increasingly common, bringing the ‘Internet of Things’
into industrial, commercial, and domestic use. IOT 2008 brought together lead-
ing researchers and practitioners, from both academia and industry, to facilitate
the sharing of ideas, applications, and research results.

IOT 2008 attracted 92 high-quality submissions, from which the technical
program committee accepted 23 papers, resulting in a competitive 25% accep-
tance rate. In total, there were over 250 individual authors from 23 countries,
representing both academic and industrial organizations. Papers were selected
solely on the quality of their blind peer reviews. We were fortunate to draw on
the combined experience of our 59 program committee members, coming from
the most prestigious universities and research labs in Europe, North America,
Asia, and Australia. Program committee members were aided by no less than
63 external reviewers in this rigorous process, in which each committee member
wrote about 6 reviews. The total of 336 entered reviews resulted in an average
of 3.7 reviews per paper, or slightly more than 1000 words of feedback for each
paper submitted. To ensure that we had quality reviews as well as substantive
deliberation on each paper, a subsequent discussion phase generated 270 discus-
sion items. As a result, some 40 submissions were selected for discussion at the
meeting of the program chairs.

The term ‘Internet of Things’ describes an area with tremendous potential;
where new sensing and communication technologies, along with their associated
usage scenarios and applications, are driving many new research projects and
business models. Three major themes pervade the technical discussions collected
in this volume: novel sensing technologies to capture real-world phenomena; the
evaluation of novel applications using both new and existing technologies; and
the appropriate infrastructure to facilitate communication with (and the local-
ization of) billions of networked real-world objects. While all these technological
developments are exciting, they also bear profound challenges from a social, le-
gal, and economic perspective. The research areas covered at IOT 2008 were
thus not only technical in nature, but reflected the diverse angles from which to
approach this emerging research field.

The scientific papers presented at IOT 2008 were not its only highlight. In
addition to the technical sessions, the conference featured keynote speeches by
leading figures from industry and academia, such as Bob Iannucci (Nokia), Gerd
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Wolfram (Metro Group), Peter Zencke (SAP), and Haruhisa Ichikawa (UEC
Tokyo). IOT 2008 also included an industrial track where industry experts pre-
sented challenges and lessons learned from current technology deployments. The
conference offered a demo reception, as well as a full day of workshops and
tutorials.

Several organizations provided financial and logistical assistance in putting
IOT 2008 together, and we would like to acknowledge their support. We thank
ETH Zurich for the conference organization and for managing the local arrange-
ments. We very much appreciate the support of our Platinum Sponsor SAP, along
with the generous donations from Siemens, Metro Group, Google, ERCIM, and
IBM. We would also like to thank the keynote speakers and industrial experts
who provided a fascinating commercial perspective on current developments to-
wards an ‘Internet of Things’. Lastly, we would like to thank both the authors
who submitted their work to IOT 2008 and the program committee members
and our external reviewers, who spent many hours reviewing submissions, shep-
herding papers, and providing the feedback that resulted in the selection of the
papers featured in these proceedings.

March 2008 Christian Floerkemeier
Marc Langheinrich

Elgar Fleisch
Friedemann Mattern

Sanjay Sarma
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Moritz Köhler, Stamatis Karnouskos, and Domnic Savio

Automation of Facility Management Processes Using
Machine-to-Machine Technologies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

Sudha Krishnamurthy, Omer Anson, Lior Sapir, Chanan Glezer,
Mauro Rois, Ilana Shub, and Kilian Schloeder

The Software Fabric for the Internet of Things . . . . . . . . . . . . . . . . . . . . . . . 87
Jan S. Rellermeyer, Michael Duller, Ken Gilmer,
Damianos Maragkos, Dimitrios Papageorgiou, and Gustavo Alonso

Business Aspects

The Benefits of Embedded Intelligence – Tasks and Applications for
Ubiquitous Computing in Logistics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

Reiner Jedermann and Walter Lang

User Acceptance of the Intelligent Fridge: Empirical Results from a
Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123

Matthias Rothensee

Sensor Applications in the Supply Chain: The Example of Quality-Based
Issuing of Perishables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140

Ali Dada and Frédéric Thiesse



XII Table of Contents

Cost-Benefit Model for Smart Items in the Supply Chain . . . . . . . . . . . . . . 155
Christian Decker, Martin Berchtold, Leonardo Weiss F. Chaves,
Michael Beigl, Daniel Roehr, Till Riedel, Monty Beuster,
Thomas Herzog, and Daniel Herzig

RFID Technology and Regulatory Issues

Generalized Handling of User-Specific Data in Networked RFID . . . . . . . . 173
Kosuke Osaka, Jin Mitsugi, Osamu Nakamura, and Jun Murai

A Passive UHF RFID System with Huffman Sequence Spreading
Backscatter Signals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 184

Hsin-Chin Liu and Xin-Can Guo

Radio Frequency Identification Law Beyond 2007 . . . . . . . . . . . . . . . . . . . . 196
Viola Schmid

Why Marketing Short Range Devices as Active Radio Frequency
Identifiers Might Backfire . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 214

Daniel Ronzani

Applications

Object Recognition for the Internet of Things . . . . . . . . . . . . . . . . . . . . . . . 230
Till Quack, Herbert Bay, and Luc Van Gool

The Digital Sommelier: Interacting with Intelligent Products . . . . . . . . . . 247
Michael Schmitz, Jörg Baus, and Robert Dörr
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Multipolarity for the Object Naming Service

Sergei Evdokimov, Benjamin Fabian, and Oliver Günther

Institute of Information Systems
Humboldt-Universität zu Berlin

Spandauer Str. 1, 10178 Berlin, Germany
{evdokim,bfabian,guenther}@wiwi.hu-berlin.de

Abstract. The Object Naming Service (ONS) is a central lookup ser-
vice of the EPCglobal Network. Its main function is the address retrieval
of manufacturer information services for a given Electronic Product Code
(EPC) identifier. This allows dynamic and globally distributed informa-
tion sharing for items equipped with RFID tags compatible to EPCglobal
standards. However, unlike in the DNS system, the ONS Root is unipo-
lar, i.e., it could be controlled or blocked by a single country. This could
constitute a major acceptance problem for the use of the EPCglobal Net-
work as a future global business infrastructure. In this article we propose
a modification to the ONS architecture called MONS, which offers mul-
tipolarity for ONS and corresponding authentication mechanisms.

The people who can destroy a thing, they control it

Dune
Frank Herbert

1 Introduction

One of the central applications of Radio Frequency Identification (RFID) is
efficient identification of physical objects. As compared to its predecessor, the
barcode, RFID provides extended reading range, does not require a line of sight
between a reader and an RFID tag, and allows for fine-grained identification
due to larger amounts of data that can be stored on a tag. However, since
most RFID tags still have very modest technical characteristics, it will often be
more efficient to let the tag itself only store an identification number. All the
data corresponding to this number is stored in a remotely accessible datastore.
By taking advantage of the Internet this approach renders such data globally
available and allows several parties all over the world to benefit from it.

The future global use of RFID and RFID-related data makes it pivotal to
provide common standards for data formats and communication protocols. Cur-
rently the primary provider of such standards is EPCglobal – a consortium of
companies and organizations set up to achieve worldwide standardization and

C. Floerkemeier et al. (Eds.): IOT 2008, LNCS 4952, pp. 1–18, 2008.
c© Springer-Verlag Berlin Heidelberg 2008



2 S. Evdokimov, B. Fabian, and O. Günther

adoption of RFID. According to already developed standards [1], the global
availability of RFID related data is achieved by having the RFID tags store an
Electronic Product Code (EPC) identifier, while related data is stored in re-
mote datastores accessible via EPC Information Services (EPCIS). For locating
a manufacturer EPCIS that can provide data about a given EPC identifier, EPC-
global proposes the Object Naming Service (ONS) [2] that resolves this identifier
to the address of the corresponding EPCIS. Based on the same principles as the
Domain Name System (DNS), the ONS relies on a hierarchy of namespaces.
EPCglobal is delegating control of the root of this hierarchy to VeriSign [3] – a
U.S.-based company, also known as a major certification authority for SSL/TLS,
one of the DNS root operators, and maintainer of the very large .com domain.

Since RFID tags are foreseen by many to become ubiquitous and play a vital
role in supply chains worldwide, such concentration of power in hands of a single
entity can lead to mistrust in the ONS, and may involve the introduction of pro-
prietary services, increase in fixed costs, and loss of the benefits that an open,
freely accessible, global system could bring. A similar trend can be observed for
Global Navigation Satellite Systems: In spite of the fact that the U.S.-operated
Global Positioning System (GPS) is globally available, free of charge, and even
though deployment and maintenance costs are extremely high, various nations
start or plan to introduce their own navigation systems. To prevent a similar
fragmentation scenario for the ONS, it seems reasonable to modify the initial
design to take the distribution of control between the participating parties into
account, and make the ONS multipolar – in contrast to the existing unipolar de-
sign. In this article we document the unipolar nature of ONS and propose several
modifications to allow for multipolarity without radically changing the existing
design (unlike e.g. [4]). In addition, we discuss approaches that could make the
proposed architecture more secure by ensuring integrity and authenticity of the
data delivered.

Our article is structured as follows. First we discuss the current ONS speci-
fication from the viewpoint of multipolarity in section 2. Next, in section 3 we
discuss DNS principles and procedures, which are also relevant for ONS oper-
ations, followed by a comparison of ONS Root vs. DNS Root multipolarity. In
section 4 we present MONS, our proposal for multipolar ONS, followed in section
5 by a corresponding outlook on multipolarity of ONSSEC, the use of DNSSEC
for ONS data authentication. In section 6 we give a conclusion and discuss future
research.

2 ONS – State of the Art

The Object Naming Service (ONS) is the central name service of the EPCglobal
Network [2], [1]. It is based on DNS to alleviate efforts required for ONS introduc-
tion and operation because DNS is the widely established protocol for name reso-
lution on the Internet [5]. In this section we describe briefly the specifics of ONS,
followed by a discussion of this protocol from the viewpoint of multipolarity.
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Header
8 Bits

Company Prefix
20-40 Bits

Object Class 
4-24 Bits

Serial Number
38 Bits

Filter
3 Bits

Partition
3 Bits

00110000
"SGTIN-96" 200452 5742 5508265101

"24:20 Bits"
001

"Retail"

Fig. 1. Electronic Product Code (SGTIN-96 Example)

2.1 ONS Principles

The task of ONS is the retrieval of dynamic lists of Web addresses of (usually)
manufacturer EPC Information Services (EPCIS) [6] for specific EPC identifiers.
Those identifiers, e.g. the 96 bit SGTIN-96 variant in Fig. 1, uniquely identify
items and are stored on attached RFID tags compatible to the EPC standard
[7] (which we will call EPC tags in the following). The most important parts of
such an EPC are Company Prefix, which corresponds to an EAN.UCC Company
Prefix and identifies the owner of the prefix – the EPC Manger (usually the item
manufacturer), Object Class, which can be assigned by the manufacturer and
describes the item category, and Serial Number, which differentiates between
similar objects of the same category.

Besides SGTIN-96, the EPC standard also defines several other encoding
schemes: GID-96, SGTIN-198, SGLN-96 etc. The choice of a scheme may de-
pend on the application scenario and a company’s preferences. In the rest of
paper we will be referring to the SGTIN-96 scheme, however, due to the struc-
tural similarity of the EPC encoding schemes, proposed solutions are applicable
to all the schemes described in the EPC specification.

The ONS and the related, but not yet fully specified EPCIS Discovery Services
[1], allow for high flexibility in the linking of physical objects equipped with
simple EPC tags and the information about those objects. This information can
be stored in various internal or external databases, and can be shared over the
Internet using EPCIS, especially those offered by the object manufacturer or
by various stakeholders in the supply chain. The list of information sources can
easily be updated to include new EPCIS or to change addresses of existing ones,
without any change to the anticipated masses of EPC tags deployed in the field.

The inner workings of the ONS are described in [2], for an example query
procedure see Fig. 2. Since EPCglobal standards make use of general roles to
describe system functionality, we give a short specific example – the arrival of a
new RFID-tagged good in a shop. An RFID reader located in the delivery area
of the shop reads out the tag and receives an EPC identifier in binary form.
Then it forwards the EPC identifier to a local inventory system. This inventory
system needs to retrieve item information from the manufacturer’s database
on the Internet, e.g. to verify the item is fresh and genuine, and to enhance
smart advertisement throughout the shop. The system hands the EPC identifier
over to a specific software library, the local ONS resolver, which translates the
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Internet

Object with
EPC Tag

RFID Reader

EPC

ONS Hierarchy

EPCIS (company 200452)

EPCIS (third party)

ONS Root
(onsepc.com)

EPC Manager's ONS 
(company 200452)

(200452.sgtin.id.onsepc.com)

Application

EPC Discovery Services 
(to be specified)

VeriSign

Delegation

(logical
 separation)

ONS Resolver
ISP Resolving
ONS Server

?

Fig. 2. ONS Resolution

identifier into a domain name compatible with the Domain Name System (DNS,
for details of its working see Section 3), e.g. 5742.200452.sgtin.id.onsepc.com.
This name, which does not make use of the EPC Serial Number as of now, is an
element of the DNS domain onsepc.com that has been reserved for ONS and is
used for delegation purposes. The resolver queries the resolving ONS server of its
organization or Internet Service Provider (ISP). If the EPCIS address list is not
known yet (as in our example of a new item) or has been retrieved and cached be-
fore, but is now considered as potentially out-of-date, the ONS Root is contacted.
This ONS Root, a service run exclusively by the company VeriSign [3], recognizes
the Company Prefix part of the DNS-encoded EPC identifier, and delegates the
query to the EPC Manager’s ONS server, which has the authoritative address
of the manufacturer EPCIS stored in a DNS record called Naming Authority
Pointer (NAPTR). Once this address has been determined, the shop inventory
system can contact the manufacturer EPCIS directly, e.g. by the use of Web
services. To locate different EPCIS for additional information, the use of so-
called EPCIS Discovery Services is planned, which are not specified at the time
of this writing. However, as is indicated by [1], these search services will (at least
in part) be run by EPCglobal.

2.2 ONS and Multipolarity

The ONS Root will formally be under control of the international consortium
EPCglobal, but practically run by the U.S.-based company VeriSign. We abstract
from these particular circumstances to a more general scenario. Let the ONS
Root, as it is designed today, be controlled by a single company C belonging to
a nation or group of closely allied nations N . At any given time and state of
global politics, there exists the possibility for the government(s) of N to influence
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those actions of C that concern international relationships – this influence can be
exerted either directly via laws, or indirectly via political or economic pressure.
Attack Model: Unilateral ONS Blocking. The current design of the ONS would
allow N the following unilateral blocking attack against another nation F : The
ONS Root can be easily configured to formally deny any information to clients
originating in F (compliant to the ONS protocol), or simply ignore any query
from IP addresses belonging to F . An even more efficient way would be to drop
inbound ONS packets from F at border routers of N . The result of this attack
would be stalled information at all companies in F . Cached addresses of EPCIS
could still be used, but cannot be easily updated anymore. To recover, F may
consider building its own version of an ONS Root answering all local queries.
However, to feed this new root information from alternative external sources
would be tedious and probably very time-consuming. There would be serious
business drawbacks for companies in F during that time. Companies outside of
F , for example in N , would only (and in the worst case for N) be affected if
they heavily rely on business with F (due to retaliate blocking of EPCIS access
from N by F or stale data at the ONS Root) – this corresponds to a virtual
embargo situation. All other companies would not directly be affected, leading
to a comparatively low risk for N . In a highly connected global economy based
on the EPCglobal network this kind of attack, or even its threat, could be highly
effective and more efficient than a simple general disruption of the global system.
This should be prevented already by a design that spreads out the control of the
ONS Root more evenly.
Attack Model: Traffic Eavesdropping and Analysis. ONS queries and responses
are transmitted in plaintext and can easily be read by an adversary who is able
to intercept them [8]. The control over the ONS Root allows N to eavesdrop
on all ONS queries reaching the root nameservers and to gather global business
intelligence about location and movements of items tagged with EPC tags vir-
tually for free and without risk. Such attacks are relatively easy to launch, both
technically and legally1, and could force parties concerned with their privacy to
refuse ONS adoption and to look for alternative solutions.

Before we discuss our design proposals to mitigate these attacks in section 4,
we first have to take a deeper look at the origin and inner workings of DNS in
the next section.

3 ONS vs. DNS Root Control

3.1 DNS Principles

The basic application of the DNS is the resolution of human-memorizable, alpha-
numerical hostnames into the corresponding purely numerical Internet Protocol
1 According to a recently accepted amendment to Foreign Intelligence Surveillance Act

(FISA), U.S. intelligence is allowed to intercept electronic communication between
U.S. and non-U.S. bodies if the communication passes across U.S.-based networks
(Protect America Act of 2007).
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(IP) addresses used for datagram routing. At an early stage of the Internet, the
ARPANET, name resolution was performed by referring to a flat text file that
stored mappings between the hostnames and the IP addresses. Obviously, main-
taining and synchronizing copies of the hosts files on all computers connected to
ARPANET was extremely inefficient. To address this issue, the name resolution
protocol was updated to introduce a central distribution of the master hosts
file via an online service maintained by the Network Information Center. This
architecture worked successfully for about a decade. However, the rapid growth
of the Internet rendered this centralized approach impractical. The increasing
number of changes introduced to the hosts file and its growing size required
hosts to regularly download large volumes of data and often led to propagation
of network-wide errors.

As a reaction, shortly after deployment of TCP/IP, the new Domain Name
System (DNS) was introduced (classical RFCs include 1034, 1035, see [9]). A
hostname now has a compound structure and consists of a number of labels
separated by dots, e.g. www.example.com. (the final dot is often omitted). The
labels specify corresponding domains: the empty string next to the rightmost dot
corresponds to the root domain, the next label to the left to the top-level domain
(TLD), followed by the second-level domain (SLD) and so forth. The resolution
of the hostname into the corresponding IP address is carried out by a tree-
like hierarchy of DNS nameservers. Each node of the hierarchy consists of DNS
nameservers that store a list of resource records (RRs) mapping domain names
into IP addresses of Internet sites belonging to a zone for which the DNS servers
are authoritative. Alternatively, in case of zone delegation, IP addresses of DNS
servers located at the lower levels of the hierarchy are returned. The resolution
of a hostname is performed by subsequently resolving domains of the hostname
from right to left, thereby traversing the hierarchy of the DNS nameservers until
the corresponding IP address is obtained.

In practice, not every resolution request has to traverse the whole hierarchy. To
reduce the load on the DNS, nameservers use a caching mechanism. For a limited
period of time called time to live (TTL), DNS resolvers and servers store results
of successful DNS queries in a local cache and, when possible, reuse those instead
of delegating or issuing queries to other DNS servers. The detailed coverage of
DNS mechanism and operations is out of scope of this paper. The interested
reader can consult the plethora of existing DNS-related RFCs compiled in [9]
and standard literature [5] for more details.

3.2 DNS and Multipolarity

As we outlined above, the DNS is a hierarchy of DNS nameservers, each respon-
sible for resolving hostnames of Internet sites belonging to its zone or point-
ing to another DNS nameserver if delegation takes place. DNS nameservers
authoritative for TLDs (e.g. .eu, .com) are operated by domain name reg-
istries – organizations responsible for managing and technical operation of the
TLDs. The root nameservers are operated by governmental agencies, commercial
and non-profit organizations. The root zone is maintained by the U.S.-based,
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non-profit Internet Corporation for Assigned Names and Numbers (ICANN).
ICANN was contracted for this purpose by the U.S. Department of Commerce,
which thereby holds de jure control over the root namespace. Currently the root
zone is served by only 13 logical root nameservers, whose number cannot be
increased easily due to technical limitations. However, many of those servers
are in fact replicated across multiple geographical locations and are reachable
via Anycast2. As a result, currently most of the physical root nameservers are
situated outside of the U.S. [10].

However, the concentration of de jure control over the root namespace in
hands of a single governmental entity is subject to constant criticism from the
Internet community. In theory, this entity has the power to introduce any changes
to the root zone file. However, due to the de facto dispersal and replication of
the root zone, such changes have to be propagated among all the other root
nameservers, many of which are beyond the authority of the entity controlling
the root zone. In case the entity decides to abuse its power and introduces
changes in the root zone by pursuing solely its own benefits, some of the root
nameservers may refuse to introduce the changes into their root zone files, which,
in the end, may lead to the uncontrolled and permanent fragmentation of the
Internet, undermining its basic principles and increasing business risk globally.

These consequences, as well as the fact that such changes have not occurred
until now, allow to assume that the Internet is not directly dependant on the
entity managing the root namespace, and that it is highly unlikely for this entity
to introduce any changes impeding fair and global Internet access. As a conse-
quence, the Blocking Attack is not realistic with DNS without severe risks to
the initiating country.

4 MONS – Multipolar ONS

In this section we propose modifications of the current ONS architecture that
would allow to distribute the control over the ONS root between several inde-
pendent parties, thus, solving the issue of unilateral root control.

4.1 Replicated MONS

One of the main reasons why the DNS was chosen for implementing the EPC
resolution is, probably, the alleviation of effort required to introduce the ONS
on a global scale: The DNS is considered by many practitioners as a mature and
time-proven architecture.3 Its choice allows to deploy the ONS using existing
DNS software and rely on best practices accumulated during decades of the
DNS being in use. As a result, the deployment of a local ONS nameserver can
be relatively easily performed by a system administrator with DNS experience
2 Anycast is a routing scheme that allows to set up one-to-many correspondence be-

tween an IP address and several Internet sites so that when an actual communication
takes place the optimal destination is chosen (for DNS use cf. RFC 3258).

3 For dissenting arguments, however, see e.g. [11], [8].



8 S. Evdokimov, B. Fabian, and O. Günther

using freely available software. Thus, if we want to modify the existing ONS
architecture, it makes sense to stay consistent with the DNS protocol.

The ONS root will run on six locally distributed server constellations, all
operated by VeriSign [3] (Fig. 3(a)). This strongly contrasts with the DNS ar-
chitecture, where the root nameservers are operated also by numerous other
entities [10]. A straightforward approach to avoid the unipolarity of the ONS is
to replicate the ONS root between a number of servers operated by independent
entities, and to synchronize the instances of the root zone file with a master copy
published by EPCglobal. To restrict the amounts of incoming queries, each root
nameserver could be configured to cover a certain area in the IP topology and
respond only to queries originating from there.

Such replicated ONS root nameservers could provide their services in parallel
with the global ONS root operated by VeriSign. The resolving ONS servers of or-
ganizations and Internet Service Providers (ISP) should be configured on the one
hand with the domain name or IP address of the global ONS root (onsepc.com),
or, more efficiently, the server responsible for SGTIN (sgtin.id.onsepc.com),
on the other hand also with the corresponding replicated ONS server (e.g.
sgtin.id.onsepc-replication.eu), potentially avoiding Anycast constructi-
ons like those used as later add-ons for DNS.

To evaluate the feasibility of this approach and the amount of data that has
to be replicated, we approximately calculate the size of the ONS root zone file
by estimating the number of RRs stored there, which define mappings between
Company Prefixes and domain names of the corresponding ONS nameservers.
Today, there are about one million registered Company Prefixes.4 We assume
that at a certain time in future most of them will have corresponding EPCIS
services. The ONS root zone file is a plain text file consisting of a number of NS
RRs. As an example, consider an EPC number 400453.1734.108265 that can
be resolved into one of two ONS nameservers:

1737.400453.sgtin.onsepc.com IN NS ons1.company.com
1737.400453.sgtin.onsepc.com IN NS ons2.company.com

IN stands for Internet, and NS indicates that the record defines a nameserver
authoritative for the domain. The number of nameservers responsible for the
same zone cannot exceed thirteen, and the DNS specification recommends having
at least two. In practice, however, their number usually varies from two to five.

Assuming the average number of ONS nameservers per company (N) as four,
the average length of an NS record (L) as 60 symbols, and that one symbol
takes one byte, and the number of registered Company Prefixes (P ) as one
million, we can roughly estimate the size of the ONS root zone file containing
the RRs for all currently registered EAN.UCC Company Prefixes as N ×L×P ,
which is slightly above 200 megabytes. By using compression a text file may be
reduced to 10-20% of its original size. Thus we conclude that the distribution
and regular renewal of the root file presents no technical difficulties. The master
root file can be shared between ONS roots by the means a simple file transfer or a
4 http://www.gs1.org/productssolutions/barcodes/implementation/ (09/2007).
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Fig. 3. MONS Architectures

peer-to-peer file sharing protocol. The architecture is illustrated at Fig. 3(b) and
will be further referred to as Replicated MONS.

The key requirement of Replicated MONS is the public availability of the
ONS root file. As soon as the root file is published and regularly updated, the
replicated roots can be deployed independently from each other. In case those
new roots will be configured to cover only certain areas, locations beyond their
bounds will still be able to use VeriSign’s nameservers, remaining vulnerable to
the Blocking Attack.

4.2 Regional MONS

The architecture described in the previous section provides a solution which
allows any entity to maintain a copy of an ONS root nameserver, enhancing
the availability of the ONS. However, due to the necessity to cope with a high
load, such nameservers might not be accessible globally, potentially resulting in
a (from a global perspective) unstructured patchwork of areas with ONS root
redundancy. The high load on the root nameservers will be mainly caused by the
size and frequent updates of the root zone file. Compared to the DNS root zone
file, which contains RRs on about 1500 TLD nameservers and currently has a
size of about 68 kilobytes5, the ONS root zone file will contain RRs for all EPC
Managers’ ONS nameservers registered at EPCglobal. With RFID becoming
ubiquitous, their number is expected to grow rapidly, resulting in millions of
RRs. Also, due to a higher volatility of ONS root RRs, their TTL parameters
5 http://www.internic.net/zones/ (09/2007)
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might be assigned lower values as compared to the RRs of the DNS root. As
a result, the ONS RRs will be cached for shorter periods of time and a larger
number of queries will be reaching the ONS root nameservers.

In this section we suggest a more radical alteration of the existing ONS archi-
tecture that will allow to reduce the size of the root zone file and the frequency
of its updates by splitting it between a number of regional root nameservers,
at the same time offering a structured way to achieve area coverage for redun-
dancy. A zone file of each regional nameserver contains RRs that correspond to
EPC Managers belonging to a region for which a nameserver is authoritative.
The membership to a region might be determined by a company’s registration
address, regional GS1 department that issued the Company Prefix, or other
properties.

The architecture is depicted in Fig. 3(c), while the resolution process is pre-
sented in Fig. 4. In case the resolving nameserver and the EPC Manager (who
corresponds to the EPC being resolved) belong to the same region (n = m),
the step 2 is omitted and the resolution process is almost identical to the
one depicted in Fig. 2: The regional root nameserver delegates the query to
the nameserver of the EPC Manager which returns the address of the EP-
CIS. However, if n �= m, the query is redirected to the regional root name-
server authoritative for the Region n (step 2), which in turn delegates it to the
nameserver of the EPC Manager. We will refer to this architecture as Regional
MONS.

Compared to the ONS resolution process described in Section 2.1, the case
of the delegation of a query from one regional ONS nameserver to another
(step 2) introduces an additional resolution step. Consequently, this requires
an extension of the EPC scheme and the introduction of a new prefix that will
be resolved at this step. Following the approach for constructing an EPC, a nat-
ural choice would be a regional prefix pointing to a country or a region of origin
for a given product. The introduction of this regional prefix requires an update of
the EPC encoding standards, which might result in a lengthy and costly process.
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However, the EPC encoding schemes defined in [7] already contain enough infor-
mation to unambiguously associate an EPC with a certain region. The first three
digits of the EAN.UCC Company Prefix identify the country of GS1 member-
ship for the company (e.g. codes 400-440 are reserved for Germany). Therefore,
an alternative to the introduction of a new regional prefix field would be to use
these digits for associating EPC identifiers with corresponding regions. Each re-
gional root nameserver will be responsible for one or several regional prefixes.

Note that a resolver still sees the Regional MONS architecture as a hierarchy:
The MONS root of its region is being perceived as the root of the whole hierarchy
(Fig. 5). We call such a structure a relative hierarchy. A regional nameserver
authoritative for a region from which the resolution takes place is called its
relative root. This allows to implement the Regional MONS within the DNS
framework, reflecting the approach described in the ONS specification.

In the following, we assume that the regional prefix is defined as the first three
digits of the Company Prefix. To access an EPCIS that could provide data about
a given EPC identifier, the identifier is again translated into a DNS-compatible
address, but now the first three digits of the Company Prefix have to be explicitly
separated by dots and placed to the right of the rest of the inverted EPC identi-
fier (e.g. 1734.453.400.sgtin.id.onsepc.com). Assume that the domain name
of the regional nameserver authoritative for zone 400.sgtin.id.onsepc.com is
ns1.mons.eu. An ONS client physically located at the same region is configured
to sends all its ONS queries to ns1.mons.eu (step 1 at Fig. 4), which it views
as the relative root of the Regional MONS. Correspondingly, a resolver that
belongs to a different region will be configured with the address of a different
regional root, also viewed as relative root. In this example we deliberately choose
the domain name of the regional root to have the TLD (.eu) corresponding to
the region of its authority. This avoids the dependency on entities administering
regional nameservers domains and excludes the possibility of a Blocking Attack
from their side. Note, that the resolution process described above does not re-
quire an EPC identifier to be translated to the domain name resolvable by the
DNS of the Internet. The only domains relevant to the ONS resolution are the
dot-separated EPC identifier and the domain pointing out in which format an
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EPC number is stored. This makes the three rightmost domains abundant since
1734.453.400.sgtin is already sufficient for unambiguous ONS resolution.

By appointing specific nameservers to regions, Regional MONS naturally
shifts the load to nameservers authoritative for economically developed or indus-
trial countries, since regional prefixes of such regions will occur on the majority
of the EPC identifiers. Moreover, regions whose export values are too low, or who
are not interested in maintaining their own Regional MONS root nameservers
could delegate this responsibility to third parties, as it is sometimes done with
country code TLDs [10]. Once their situation changes, they can take back their
reserved share of the system by a minor change in the table of Regional MONS
Roots (MONS Root Zone).

4.3 Regional MONS Prototype

In this section we present a possible fragment of the Regional MONS architecture
implemented using BIND DNS Server software. BIND (Berkeley Internet Name
Domain) is the most common DNS server in the Internet and the de facto stan-
dard for Unix-based systems. ONS can be deployed using standard DNS software,
so it is very likely that a considerable portion of ONS nameservers will be using
BIND. In our sample scenario we consider two regions with regional codes 400
and 450 and two EPCISs, each providing information about one of the following
SGTIN formatted EPC identifiers: 400453.1734.108 and 450321.1235.304.

The main configuration file of a BIND server is the named.conf. RRs for
namespaces are stored in zone files often named namespace.db. Fig. 6 presents
a possible configuration of four ONS nameservers that constitute this fragment of
the Regional MONS hierarchy. The fragment includes two regional MONS root
nameservers authoritative for regional prefixes 400 and 450, correspondingly,
and two nameservers of EPC Managers.6 The regional roots are configured as
relative roots of the sgtin zone and as authorities for the respective regional
codes (400.sgtin and 450.sgtin, correspondingly). The sgtin.db file describes
the relative root zone (sgtin) by declaring the nameserver as the authority for
this zone and referring to the content of onsroots.db file, which represents the
MONS Root Zone. This file is the same for all regional roots and defines the
delegation of the zones (using the regional codes) to the regional roots. The RRs
of the 400.sgtin.db and 450.sgtin.db files introduce a further delegation step
by pointing to the nameservers of the respective EPC Managers that complete
the resolution process by returning the URI of the requested EPCIS via NAPTR
RR. To make the zone files less dependent on infrastructure changes in the
MONS hierarchy, they may contain only NS records without mentioning the
corresponding IP addresses in A records. So, if one or several nameservers has
its IP address changed the zone files still remain consistent. However, this can
prolong the resolution process, since ONS nameservers will have to query the
DNS to resolve domain names to IP addresses.

6 Note that all domain names, IP addresses and URIs in this example are fictional.
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···
400.sgtin.  IN   NS  ns1.ons.eu.
450.sgtin.  IN   NS  ns1.ons.jp
ns1.ons.eu.            IN A   169.257.50.3
ns1.ons.jp.             IN A   123.108.4.46

···

onsroots.db

···
zone "sgtin" {
type master;
file "/etc/bind/zones/sgtin.db";};

zone "400.sgtin" {
type master;
file "/etc/bind/zones/sgtin.400.db";};

···

named.conf

···
sgtin.             IN   NS   ns1.ons.eu.
ns1.ons.eu.   IN A     169.257.50.3

···
$INCLUDE /bind/zones/onsroots.db

sgtin.db

···
400.sgtin.                     IN   NS  ns1.ons.eu.
ns1.ons.eu.                  IN A    169.257.50.3

453                               IN  NS  ns1.manufact_a.com
ns1.manufact_a.com.   IN A    195.71.13.3

···

400.sgtin.db

···
zone "453.400.sgtin" {
type master;
file "/etc/bind/zones/453.400.sgtin.db";};

···

named.conf

···
1734  IN  NAPTR  0  0 "u"  "EPC+epcis"
                                            "!^.*$!http://manufact_a.com/epcis!"  . 

···

453.400.sgtin.db

···
zone "sgtin" {
type master;
file "/etc/bind/zones/sgtin.db";};

zone "450.sgtin" {
type master;
file "/etc/bind/zones/sgtin.450.db";};

···

named.conf

···
sgtin.            IN   NS   ns1.ons.jp.
ns1.ons.jp.   IN A     123.108.4.46

···
$INCLUDE /bind/zones/onsroots.db

sgtin.db

···
450.sgtin.                      IN   NS   ns1.ons.jp.
ns1.ons.jp.                    IN A     123.108.4.46

321                                IN   NS  ns1.manufact_b.com
ns1.manufact_b.com.    IN A     210.18.2.10

···

450.sgtin.db

···
zone "321.450.sgtin" {
type master;
file "/etc/bind/zones/321.450.sgtin.db";};

···

named.conf

···
1235  IN NAPTR  0  0  "u"  "EPC+epcis"
                                            "!^.*$!http://manufact_b.com/epcis!"  . 

···

321.450.sgtin.db

Regional MONS 
root nameserver
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IP address: 169.257.50.3
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root nameserver
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Fig. 6. Fragment of Regional MONS Hierarchy

4.4 Modularity

One further advantage of Regional MONS is that each region could implement
different resolution architectures for its own subsystem below the root zone. For
example (see Fig. 7), a region r could use the original ONS specification based on
the DNS, another region n could use a centralized search system, while yet other
regions, like m, could implement subsystems based on Distributed Hash Tables
(DHT), e.g. the OIDA system proposed in [4]. Delegation between MONS and
heterogeneous subsystems can be established by bridging nodes that are able
to use both protocols. In the DHT case for example, a DHT node queried by
external DNS clients uses the DNS protocol to answer. However, to communicate
with other DHT nodes, the specific overlay network communication is used, for
example as defined in Chord [12]. This combination of DNS and DHT has been
successfully implemented for general DNS use, for example in CoDoNS [11].


