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Abstract
The amalgamation of technology and service-based economywas the impetus of a
new ITdeliverymodel called “CloudComputing.”Unsurprisingly, the newmodel
created a state of confusion; new concepts are mixed with old ones, and some old
technologies are being reinvented. Today, many research areas and projects under
the cloud umbrella need to be sorted and classified.Additionally, many gaps need
to be categorized so that each research area can be tackled by its experts. It is
important to learn from what already exists, and to be able to distinguish between
what is new and what can be reused. Accordingly, this survey article presents a
unified view of the Cloud Computing main concepts, characteristics, models, and
architectures. Moreover, it presents a landscape of research in Cloud Computing
by highlighting relevant disciplines and some diligent research projects. This
helps identify the underlying research gaps and elaborates on the corresponding
challenges.
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1. Introduction

While Cloud Computing is currently a hype, neither the concept nor the technology
behind it is new. It is believed that the concept of Cloud Computing is the same as
what John McCarthy, in the 1960s, referred to as the ability to provide and organize
computation as a “utility.” The main characteristics of the Cloud Computing were
also discussed by Parkhill [1]. On the other hand, the term cloud and its graphical
symbol have been used for decades in computer network literature, first to refer to
the large Asynchronous Transfer Mode (ATM) networks in the 1990s, and then to
describe the Internet (a large number of distributed computers).
Even though the concept is not new, today there are hundreds if not thousands of

attempts to define “Cloud Computing.” For example, Vaquero et al. compared 22 dif-
ferent definitions in an attempt to provide a unified one [2]. Some of these definitions
are general: “applications delivered as services over the Internet and the hardware and
systems software in the datacenters that provide those services” [3]. Others are more
specific: “A Cloud is a type of parallel and distributed system consisting of a collec-
tion of inter-connected and virtualized computers that are dynamically provisioned
and presented as one or more unified computing resources based on Service Level
Agreements (SLAs) established through negotiation between the service provider and
consumers.” The fact that Cloud Computing is not a pure technical term, as well as
the large number of interdisciplinary technologies that participate in characterizing
Cloud Computing, are the reasons behind all the different definitions.
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The information technology industry has sought to standardize the definition of
Cloud Computing. One of the first standardized definitions is the one by Forrester
Research, Inc; in which they defined Cloud Computing as “A standardized IT capa-
bility (services, software, or infrastructure) delivered via Internet technologies in a
pay-per-use, self-service way” [4]. Forrester’s definition focuses on the service mod-
els and business model of the cloud; however, it ignores the deployment models. This
is because Forrester does not believe in private clouds, as a way to cut costs. Accord-
ing to a July 2010 Forrester Research paper entitled “You’re Not Ready for Internal
Cloud” [5], building a private cloud datacenter that satisfies all the technological and
legal requirements is a daunting task. The cost of which outweighs the benefits gained.
The most recent and accepted standardized definition of Cloud Computing is the one
by the National Institute of Standards and Technology (NIST) [6]:

“Cloud computing is a model for enabling ubiquitous, convenient, on-
demand network access to a shared pool of configurable computing
resources (e.g., networks, servers, storage, applications, and services) that
can be rapidly provisioned and released with minimal management effort
or service provider interaction. This cloud model promotes availability
and is composed of five essential characteristics, three service models,
and four deployment models.”

The NIST definition is relatively technical, and covers all of the cloud service
(IaaS, PaaS, SaaS) and deployment (public, private, hybrid, community) models, as
shown in Fig. 1. The NIST definition is concise, accurate, and distinguishes between
characteristics and enabling technologies (i.e., virtualization), and between main and
derived characteristics (rapid elasticity vs. massive scalability); nevertheless, the
definition ignores the business model of Cloud Computing, which is the main driver
for moving to the cloud. However, it is worth mentioning that the “pay-per-use”
model was not omitted from the definition out of ignorance, but because NIST tried
to cover all of the cloud deployment models, including the “Private Cloud,” which
not necessarily involves the “pay-per-use” practice. Instead of explaining the business
model, NIST identified the main technological characteristics that can result in cost
reduction, and add constraints (e.g., all services must be measurable) that provide all
the requirements for cloud deployment models to adopt any billing or utility model
(i.e., “pay-per-use”).
The rest of this chapter will be organized as follows: Section 2 explains

the Cloud Computing principles and requirements. Section 3 investigates Cloud
Computing reference models, architectures and frameworks. Section 4 clarifies the
relationship betweenCloudComputing and the Service-OrientedArchitecture (SOA),
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Fig. 1. NIST visual model of cloud computing definition.

grid computing, parallel computing, utility computing, autonomic computing, and
virtualization. Finally, this chapter is concluded in Section 5.

2. Cloud Computing Principles and
Requirements

The NIST definition of Cloud Computing reveals the main characteristics, delivery
models, and service models of Cloud Computing. This section describes the
foundation of Cloud Computing by listing and explaining these characteristics and
models in more detail.

2.1 Cloud Computing Characteristics
The following are the five main characteristics of Cloud Computing that most

people agree upon:

(a) On-demand self-service: Cloud services are on-demand; that is, service
consumers can automatically request the service based on their needs, without
human interaction with the service provider.
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(b) Easy to access standardized mechanisms: NIST refers to this characteristic as
broad network access; however, the term “global reach capability” is also used.
The idea is that it should be possible to access cloud services through the network
using standardized interfaces and access mechanisms. Having global reach
capability does not mean that these services must always be accessible from
the Internet, because this depends on the deployment model used. However, it
should be possible to reach the service globally, when policies allow this.

(c) Resource pooling and multi-tenancy: In Cloud Computing, resources [i.e.,
storages, processors,memory, network bandwidth, and virtualmachines (VMs)]
are shared between multiple tenants, and assigned exclusively at run time to
one consumer at a time. Assigning resources is done dynamically based on the
consumers’ needs. Sharing resources can help increase utilization, and hence
significantly reduce the operation cost. Scheduling algorithms can be used to
dynamically assign resources to different tenants based on the type of workload,
fairness, locality, and many other factors [7,8].

(d) Rapid elasticity: Elasticity is the ability to scale in and out by provisioning
resources and releasing them, respectively. Cloud Computing should provide
mechanisms to allow quick and automatic elasticity. The large pool of resources
in cloud datacenters gives the illusion of infinite resources to the consumers,
and elasticity provides the flexibility to provision these recourses on-demand.

(e) Measured service: Providing cloud metrology or mechanisms to measure
service usage as well as to monitor the health of services is crucial in Cloud
Computing. Measuring services enables optimizing resources and provides
transparency for both consumers and providers, allowing them to better utilize
the service. Measured services can help in building closed-loop cloud systems
that are fully automated.

(f) Auditability and certifiability: Regulatory compliance requires enforcing rules
and regulations. Services should provide logs and trails that allow the
traceability of policies, so as to ensure that they are correctly enforced.

The list above (except point f) is based on the NIST definition. The list describes
CloudComputingbasedonwhat is currently available in themarket, and represents the
main characteristics of CloudComputing in general.Many other characteristics can be
added to this list in the future. For example, we added “auditability and certifiability”
to the list above based on the current regulatory compliance requirements. On the other
hand, comprehensive lists of characteristics can be made for each layer and each type
of service provided in the cloud environment. For example, at the application level, a
possible cloud service characteristic is that a service must be portable, pre-configured,
or adaptable.
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2.2 Cloud Computing Deployment Models
ACloud Computing deployment model is a model that describes the environment

where cloud applications and services can be installed, in order to be available to
consumers. By the deployment environment, we mean the physical location, the
infrastructure facilities, the platform constraints, as well as anything that can affect
the access mechanisms of the deployed applications. There are four main Cloud
Computing deployment models: public, private, hybrid, and community cloud:

(a) Public cloud: A public cloud or external cloud is an open model, in which
the infrastructure facilities are provided by a third party (the cloud providers).
The infrastructure and platform services are provided to the public based on the
service level agreement between the provider and the consumer. This type of
infrastructure resource sharing between multiple organizations or consumers,
is referred to as the multi-tenancy model. Public cloud is the least expensive
choice for application hosting. However, the lack of a trust model between the
cloud providers and consumers is the main obstacle for this model.

(b) Private cloud: A private cloud or internal cloud is a datacenter owned by a
cloud application provider, inwhich the infrastructure and platform are operated
entirely by the application provider on premises. This eliminates the need
for a trust model and provides more flexibility. Organizations can implement
their own policies with regards to privacy, security, and access mechanisms.
However, this option is expensive in terms of resources, and the manpower
needed to manage the resources.

(c) Hybrid cloud:Ahybrid cloud is a combination of a public and private cloud. A
hybrid cloud is less expensive than a private cloud; it also eliminates the need
for a trust model. However, having both public and private clouds working
together requires interoperability and portability of both applications and data
to allow communication between the models.

(d) Community (cooperative) cloud: A community cloud is similar to extranets,
but with virtualization and on-demand capabilities. In a community cloud, a
number of organizations, which usually share some common goals or belong
to a specific community, build a shared cloud datacenter that can be used by
all of the members. The goals are to alleviate deficiencies in the individual IT
infrastructures, reduce the cost of administration, and lower the cost per unit
[9]. The community can be created between a professional community (i.e.,
organizations with business relationship), a geographic community, or some
other well-defined community group. Community cloud is based on the trust
relation between all the members, which is driven by their mutual benefits
[10,11]. As a result, this model is more trusted than the public cloud, and less
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expensive onparticipatingmembers thanhaving a private cloud.Thismodel also
providesmore controllability over the shared infrastructure resources. However,
a community cloud still needs to enforce strong security and privacy policies.
Furthermore, regulatory compliance is a main obstacle facing community cloud
adoption.

Table I shows a comparison between the different cloud deployment models, based
on the initial cost of building the cloud datacenter or the capital expenses (CapEx) on
the consumer, the operating expenses (OpEx) and maintenance cost of the datacenter,
the size of the datacenter, controllability and flexibility, the level of trust, the location
of the infrastructure, and who owns the infrastructure.
As shown inTable I, there is no initial cost associated with adopting public cloud by

consumers [12]. Consumers need not worry about creating the cloud infrastructure.
Instead, they can request the services and resources on-demand and pay just for what
they use. Conversely, a private cloud requires a big initial capital investment in order
to build the private datacenter [12]. Unlike the private model, the hybrid model builds
a relatively small private datacenter for sensitive and important tasks and information,
and uses the public cloud for other jobs. For this reason, the cost of adopting the hybrid
cloudmodel is between that of public and private clouds. Finally, the community cloud
model shares the cost of building the required datacenter with the cooperatives. For
this reason, the initial cost can vary; the larger the community the smaller the share
and the lower the cost.
Table I also shows that the operating cost (i.e., power consumption, man power

expenses, rent, maintenance, upgrades, etc.) of public cloud is lower than the other
models. This is due to the economies of scale, as well as the high level of automation
and optimization in public cloud. Production costs drop significantly as the number of
units produced increase1 [13]. This allows public cloud providers to enjoy favorable
prices for IT equipment and needed resources, since they purchase them in bulk.
According to Jon Moore’s blog, a private datacenter should have on average 10,000
servers to get an economically feasible marginal cost that is comparable to what
current public cloud providers charge [14]. On the other hand, public providers tend
to invest more in automation and optimization, which results in fewer administrative
staff. For example, while the ratio between IT staff to servers is (1:100) [15] in
traditional datacenters, this ratio goes to (1:1000) [15] and even (1:5000) in public
cloud datacenters.
It is clear from Table I that consumers can have full control over a private cloud

infrastructure, whereas in a public cloud, controllability is limited to tuning some

1 This phenomenon is referred to as the experience curve effect andwas first noticed byBruceHenderson
in 1960 at BCG (Boston Consulting Group).
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configuration parameters. On the other hand, while community cloud consumers can
have access and control over the infrastructure, this controllability is bounded by the
community policies and agreements.
The level of controllability and flexibility can also affect the level of trust. This

explains why consumers trust the private cloud model more than the other models.
However, it is important to note that the level of trust is not related to the actual
security level. Public cloud providers tend to implement best practices and try to
ensure security at every level of the security stack. However, the Cloud Computing
paradigm introduces new security threats that did not exist in traditional datacenters,
such as threats related to sharing resources through virtualization [16]. Most of
these threats are equally applicable to both public and private models. Some of
the cloud security myths assume that all clouds are created equally [17], while
others assume that public and private cloud providers have the same experience
and capabilities to implement security measures [18] for data protection, identity
management, compliance, access control rules, and other security capabilities. If these
assumptions are true, then public cloud is the least secure, while private cloud is the
most secure.
Cloud deployment models differ based on the infrastructure’s owner, location, or

operators and their policies. One model does not fit all business types. The selection
of a cloud deployment model depends on the consumers’ needs and budget, and on
whether they favor price reduction and control delegation over flexibility, control,
and customization.

2.3 Cloud Computing Service Models (Cloud Service
Hierarchical View)

This subsection presents and compares theCloudComputing servicemodels. Cloud
service models are sometimes referred to as the cloud service hierarchical view [19],
cloud service offerings, cloud service delivery models [20], or the cloud service lay-
ered architecture, in an analogy to the network layered architecture. Cloud service
models try to classify “anything” providers offer as a service (XaaS), where X means
an arbitrary service (e.g., infrastructure, software, storage). A cloud service model
represents a layered high-level abstraction of the main classes of services provided
by theCloudComputingmodel, and how these layers are connected to each other. This
separation between layers allows each cloud provider to focus on the core services
they provide, while at the same time being able to reuse the services from the lower
layers by following the set of standard communication mechanisms and protocols
between the different layers. Layers differ based on the management scope covered
by the provider [21], which means that a user in the upper layers cannot bypass
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Fig. 2. (a) SPI service model vs. (b) IBM service model.

the interfaces provided by the layer beneath, so as to directly access the resources.
This separation does not only help in service integration but also allows having a fully
distributed, scalable, and fault tolerant architecture. By having different layers with
different abstraction levels, cloud providers can have better manageability over the
resources, as well as higher controllability and security.
As in the network layered architectures (i.e., OSI, TCP/IP), there are different cloud

service models. These models vary based on the time they were proposed, relative
to the maturity of the Cloud Computing paradigm at that time; and on the level of
detail in these models, as represented in the number of model layers. However, the
differences between service models do not contradict each other, instead these models
are complementary [22].
This subsection will briefly discuss the main two service models: The NIST SPI

model [6] (aka, the three service-layers model), and the IBM service model [21]
(aka, the four service-layers model). Figure 2 shows a comparison between these two
models.

2.3.1 The NIST SPI Model
The SPI model classifies the services provided by the cloud providers into three

main categories (layers): Software services, Platform services, and Infrastructure



CLOUD COMPUTING UNCOVERED: A RESEARCH LANDSCAPE 51

services. The SPI model is named after these categories, which are described
below:

• Software as a Service (SaaS): A service is classified as a software service if it
allows the consumer (end user) to access and use a provider software application
that is owned (hosted), deployed, and managed by the provider. Consumers
normally have limited control over the application, and are restricted in how they
can use and interact with the application. The application is usually accessed via
a thin client (i.e., Web browser), through which consumers can input data and
get output [6]. Because most SaaS services are specific applications rather than
being generic software services, SaaS is sometimes referred to asApplication-as-
a-Service. Examples of SaaS are content services such as video-on-demand (i.e.,
Netflix), email services (i.e., Gmail), and business applications such as customer
relationship management applications (i.e., Salesforce).

• Platform as a Service: A service is classified as a platform service if it allows
the service consumer (usually a SaaS provider, cloud developer, or administrator)
to define, develop, configure, deploy, manage, and monitor cloud applications.
While PaaS allows consumers to deploy and control applications and their
hosting environment configurations, consumers do not have direct control
over the underlying cloud infrastructure [6]. PaaS services abstract the
communications with the lower-level infrastructure by providing easy to access
and easy to use interfaces. Operating systems and application frameworks are
part of the PaaS layer.

• Infrastructure-as-a-Service:A service is classified as an infrastructure service if
it allows the service consumer (usually PaaS providers) to lease infrastructure
capabilities based on demand. The infrastructure capabilities include processing,
storage, network, or any other basic computing resources that can be used
to deploy and run platforms (i.e., operating systems, management tools,
development tools, and monitoring tools) and the applications developed on
top of the platforms. Again, consumers are not given direct access to resources
but have the ability to select and configure resources as required based on their
needs [6]. IaaS is sometimes referred to as the virtualization layer, since it utilizes
virtualization technologies to partition physical resources, so as to provide the
consumers with a pool of storage and computing resources.

2.3.2 IBM Service Model
According to the IBM Cloud Computing Reference Architecture [21], a

cloud service model consists of four service layers; from top to down, these
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are the Business-Process, Software, Platform, and Infrastructure-as-a-Service
layer.
The last three layers are exactly the same as in the SPI model. In fact, IBM used

the same definition of SaaS, PaaS, and IaaS as defined according to the NIST SPI
model. The only difference between the IBM service model and the NIST SPI is in
the Business-Process-as-a-Service (BPaaS) layer. Since this is the only difference,
we will only explain BPaaS and why it was introduced:

• Business-Process-as-a-Service: A service is classified as a business process
service if it allows the consumer (end user, business process manager, or
designer) to design, manage, and integrate a set of transactional and collaborative
activities based on the SaaS provided in the layer beneath, so as to accomplish a
specific business organizational goal. Accordingly, IBM classifies any business
process service—whether it focuses on technology and reuse (horizontal),
or it is domain specific (vertical)—as BPaaS if and only if the service (1)
represents a business process that is delivered through the Cloud Computing
model based on its main characteristics, as defined in the NIST definition (i.e.,
multi-tenant service, self-service, elastically scaled, metered, and priced); (2)
accessed through a Web-centric interface; and (3) utilizes Web-oriented cloud
architectures. Similar to IaaS and PaaS services, a BPaaS provider provides the
tools to access and utilize the resources in the BPaaS layer. Consumers do not
need to access services in the underlying layers. “ABPaaS provider is responsible
for the related business function(s)” [21]. Some examples of BPaaS include a
process for employee benefit management; and IT-centric processes, such as a
process for software testing where the whole process, including the testing staff,
is provided as a cloud service.

As mentioned earlier in this subsection, currently there are many cloud service
models in the market. This is because different cloud providers use different service
models to reflect the types of services they provide. However, the differences between
cloud service models are minute. In addition, these models complement each other.
The most dominant service models currently in use are the ones discussed in this
subsection.
As a final note, the reader should not mix cloud service models with cloud reference

models and frameworks. While the former are concerned with classifying services
at higher levels of abstraction into layers or service classes, the latter are more
detailed frameworks that relate services to the different cloud models. The next
subsection discusses cloud reference frameworks, models, and architectures in more
detail.
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Table II

5W + H questions to investigate cloud computing reference frameworks.

What What is a Cloud Computing reference model/architecture/framework?

Who Who needs a Cloud Computing reference framework?

Why Why is a Cloud Computing reference framework required?

When When will a Cloud Computing reference framework be available?

Where Where are Cloud Computing reference frameworks being developed?

How How do Cloud Computing reference frameworks differ from each other?

3. Cloud Computing Reference Models,
Architectures, and Frameworks

Standardization is currently a vibrant concern in Cloud Computing. Creating
reference models, architectures, and frameworks for Cloud Computing was of
top priority in the Cloud Computing agenda of 2009–2011. For this reason, this
section will investigate the Cloud Computing reference models, architectures, and
frameworks by applying the six honest serving men,2 or 5W + H questions to get
a clear understanding of what are reference models (RMs), reference architectures
(RAs), and reference frameworks (RFs), who needs them and why, when these
frameworks and models will be available, where these reference models are being
developed, and finally, how these frameworks differ from each other? Table II
summarizes these questions.

3.1 (What) The Definition of Cloud Computing
Reference Model, Architecture, and Framework

In software engineering, a reference model (RM) is an abstract, conceptual,
technology independent framework, which represents a set of domain concepts and
the relationships between them. It is usually used by domain experts who are working
independently toward a standard [23]. When reference model concepts are arranged
in a specific order (pattern) to provide a specific solution for recurrent problem,
the generated architecture is called a reference architecture (RA) [24]. Together, the
set of RMs and RAs create a reference framework (RF). While it is important to
use the correct terminology when describing models, architectures, and frameworks,

2 Six questionsWhat,Where,Who,When,Why, and How, called 5W1H, from “Six Honest Men” poem
of R. Kipling, Just so stories. Penguin Books, London, 1902.
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formality is absent from severalworks that have been recently published in the domain
of Cloud Computing [25]. For example, both IBM and NIST Cloud Computing
ReferenceArchitectures are more reference frameworks than reference architectures.
Cloud Computing reference models (CCRM) abstract the Cloud Computing con-

cepts, mainly in terms of services, service models, capabilities, and roles; and define
relationships between these concepts. ACCRM can be generic or specific to a partic-
ular sub-domain (e.g., development, security) within the Cloud Computing domain.
Creating a cloud reference model involves two main tasks: first, identifying service
types (i.e., security, management, monitoring) and the layer they belong to; and sec-
ond, determining the different types of relationships with the identified services such
as, the relationships between the services themselves, the relationships between the
identified services and the cloud stakeholders (actors), and the relationships between
the services and other cloud models (i.e., service models, deployment models, etc.).
The service models discussed in the previous subsection make up only one

dimension within a Cloud Computing Reference Framework (CC RF). A CC RF
is more sophisticated, because it does not only focus on service layers and their
relationships, but also on services within each layer and their interaction relationships
with service consumers and providers. For example, the PaaS layer consists of
several types of services (e.g., management and monitoring). These services can
be categorized into subgroups based on different factors, such as common features or
similar policies that can be applied to them (e.g., who is allowed to access a service,
and when and how the access can be made). Services belonging to the same policy
are usually grouped in the same category.

3.2 (Who) Cloud Computing Reference Framework
Users

A Cloud Computing RM/RF/RA is vital for all cloud stakeholders. In fact, many
Cloud Computing reference frameworks such as the NISTCCRAand the IBMCCRA
devoted an integral part of the Framework to explain the roles of each stakeholder
within the Cloud Computing domain. A list of potential beneficiaries from reference
frameworks and models includes the following:

• Standardization bodies: Organizations and industry consortiums that create the
cloud standards.

• Cloud creator: Organizations or individuals who build cloud services; a cloud
creator is not necessarily a cloud provider [21].

• Cloud provider: An individual or organization that makes one or more cloud
services available to consumers based on a Service Level Agreement (SLA). In



CLOUD COMPUTING UNCOVERED: A RESEARCH LANDSCAPE 55

several scenarios, a cloud provider can also be a consumer of services provided
by another provider, or creator for their own services.

• Cloud consumer:An individual or organization that acquires, uses, and manages
a cloud service that is provided by a cloud service provider directly or through
a broker [26]. A cloud consumer can be a system administrator, a developer, or
an end user (i.e., business process manager) depending on the service level (i.e.,
IaaS, PaaS, SaaS). Some cloud consumers are providers.

• Cloud carriers:Aparty that provides connectivity between cloud providers and
consumers.

• Cloud brokers: An intermediary that negotiates the relationship between cloud
providers and consumers [26].

• Cloud regulators: Legislation bodies and enforcement agencies that are
responsible for enacting laws and creating regulations for Cloud Computing.

• Cloud auditors: A third party (usually governmental) that conducts an
independent assessment of the cloud implementation to make sure that it is
in adherence to regulations and standards [27].

• Cloud educators: Institutions and individuals who provide education materials
and teach others about Cloud Computing.

• Cloud learners: Students, developers, or anyone who is interested in learning
about Cloud Computing.

Each of the aforementioned beneficiaries makes use of the Cloud Computing
reference framework in a different way. The next subsection explains why cloud
stakeholders needs a cloud reference framework.

3.3 (Why) The Need for Cloud Computing Reference
Frameworks

There are several reasons for creating cloud reference models and frameworks. As
explained earlier, reference models are used by domain experts and standardization
bodies to exchange domain knowledge in implementing a standard.
Reference frameworks are helpful for organizations while implementing or

adopting a new technology. Cloud architecture reference models provide consistent
and coherent architectural representations, and fundamental principles that can be
used in the design and implementation of different projects. By having a cloud
reference framework, cloud providers or their creators can apply best practises and
guidelines to build their own clouds. Reference models can help providers focus
on their distinctive advantages while making sure that they implemented all of
the essential components. Furthermore, cloud providers can address interoperability
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issues with other providers at the early stages of the implementation, by providing
support for the required interfaces for inter-cloud communications.
On the other hand, cloud consumers can use the cloud reference frameworks as

part of their strategic planning and risk analysis. Reference frameworks can help
consumers to understand the different providers’ offers, in order to select the one that
satisfies their needs. Similarly, consumers canmeasure risks such as the consequences
of the lack of portability. Consumers should have access to reference frameworks
and Service Level Agreements (SLAs), in order to realize their responsibilities and
obligations, so as to understand what they should expect from a cloud provider and
what they should implement themselves in order to fully harness Cloud Computing
advantages like availability and scalability. This can help the consumers optimize
resource utilization and reduce service operation costs.
Cloud reference models can also help developers effectively exploit services.

For example, cloud specific reference models such as the one proposed in the
paper “A Reference Model for Developing Cloud Applications” [28] can help cloud
applicationdevelopers understand cloudapplication requirements, and canguide them
toward better architectural decisions that are independent of any cloud development
environment. Such a reference model can boost the developers’ learning curve and
increase their productivity by providing them with the main principles of how to
effectively reuse existing components and services in designs and implementations.
Cloud reference frameworks and models are used to educate learners, help

educators, and improve communication between all cloud stakeholders. Reference
frameworks clearly define the responsibilities and roles of allCloudComputing actors.

3.4 (When and Where) The Status of Cloud
Architecture Reference Models

Despite their roles, all cloud stakeholders (i.e., providers and consumers, corporate,
and individuals) are interested in cloud referencemodels.Nevertheless, currently there
is no complete or standardized cloud architecture reference model available. Cloud
reference models are in the development stage, and are expected to stay in this stage
as long as the Cloud Computing model is evolving. However, the Cloud Computing
industry and academia are currently in the process of investigating standard reference
models and frameworks for Cloud Computing.
In 2010, Forrester Research was able to count more than 75 different parties

working on cloud standards [29]. Today, the number is expected to be much
more than that. Different groups, standardization bodies, and industrial consortiums
(e.g., Distributed Management Task Force (DMTF), Open Grid Forum (OGF),
The Institute of Electrical and Electronics Engineers (IEEE), Open Group, Cloud
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Security Alliance (CSA), Open Cloud Consortium (OCC), OpenStack, and Object
Management Group (OMG)), in addition to individual cloud providers (e.g.,
IBM, Microsoft, HP, Cisco, and CA), international agencies (e.g., ITU), federal
agencies (e.g., GSA) and academic research groups [30,31,19,28,32], are all
working in parallel to define standardized cloud reference models, frameworks, and
architectures.3 The next subsection will highlight some of the differences between
these frameworks, models, and architectures.

3.5 (How) A high-Level Comparison Between Cloud
Computing Reference Frameworks

As explained in the previous subsection, different Cloud Computing reference
frameworks, models, and architectures are either developed or are currently being
developed. The question is how these frameworks differ from each other, and how to
select the framework or model that best fits your needs.
Figure 3 is a classification of Cloud Computing reference frameworks based on

the current frameworks in the market. The most obvious distinction between current
referencemodels and frameworks is that some of them are generic while others focus
on specific areas. The NIST has recently compared six generic Cloud Computing
Reference Architectures and five specific ones [33].
The analysis of current reference frameworks reveals that these frameworks can

be decomposed first, into reference models, which consists of architectural elements
and their relationships; and second, into architectural styles and principles, which

3 This list is just exemplary and is not comprehensive.
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represents a set of rules and guidelines that ensure enforcing best practices in
methodical ways.
Most current frameworks focus on reference models. Almost all of these

frameworks draw relations between services and either all or some of the following
architectural elements:

• Roles: The main actors that communicate with the cloud service (i.e., Cloud
Service Consumer, Provider, or Creator).

• Activities: Those actions and capabilities that connect a role to a service (i.e.,
integrate, consume, manage, provide).

• Layers: A classification of similar services based on finding commonalities.
For example, based on the technology stack a service can be classified into
infrastructure, middleware, application, and business process service.

The previous discussion leads us to another area of distinction between current
cloud reference models and frameworks. Cloud Computing reference models and
architectures can be either Role-Based or Layer-Based [25]. According to Wilkes
[25], Role-Based CCRM maps services and activities to roles. Examples of role-
based frameworks include: the DMTF Cloud Service reference architecture [34],
the IBM Cloud Computing CCRA [21] and the NIST CCRA [26]. Almost all role-
based reference frameworks recognize the Cloud Service Provider and Cloud Service
Consumer roles. Other roles depend on the framework’s level of detail.
On the other hand, Layer-Based CCRM maps services and activities into layers.

For example Cisco Cloud Reference Architecture Framework [35] consists of the
following five layers, the datacenter technology architecture layer, security layer,
service orchestration layer, service delivery and management layer, and finally,
the cloud services consumers layer. Similarly, the Cloud Security Alliance Cloud
Reference Model (CSA-CRM) [27] shows the cloud stack as layers, and the IEFT
Cloud Reference Framework (IEFT-CRF) [36] shows four horizontal layers and one
stack vertical layer, and explains the capabilities within each layer in depth.
IBM released their second version of their CCRA on February 2011. Similarly,

NIST proposed the first draft of their CCRAonMarch 2011 [33]. Figures 4 and 5 show
the IBM Cloud Computing Reference Architecture and the NIST Cloud Computing
Reference Architecture, respectively.
As shown in Fig. 4, the IBM CCRA consists of three main roles: the cloud

service consumer, provider, and creator. Each of these roles consists of a different
set of architectural elements, each of which consists of subcomponents and
services. The most noticeable element in this framework is the Cloud Computing
Management Platform (CCMP) [37]. The CCMP provides a set of business support
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services (BSS) and operational support services (OSS) management services. CCMP
services facilitate the communication between the different roles and the provider’s
underlying services (i.e., Infrastructure, Platform, Software and Business Process as a
Service), through well-defined interfaces (APIs). For example, the OSS are managed
operational services (i.e., provisioning, monitoring, and automation management
services) that can be used by cloud service consumers to manage the cloud
environment, by the cloud service provider to manage the infrastructure, and by the
cloud service creators to create new services. Similarly, BSS are managed business
services (i.e., billing, pricing, metering services), which are required by cloud service
creators to implement a cloud service. In addition to these roles and services, the IBM
CCRAdefines a set of four architectural principles and guidelines: namely, Efficiency,
Lightweightness, Economies-of-scale, and Generality. The goal of these principles is
to provide a set of best practices that can guide any cloud implementation.
Likewise, the NIST CCRA consists of five roles: the cloud service consumer,

provider, auditor, broker, and carrier. Each role is associated with a set of activities;
these activities connect the role to a set of components or services and their
subcomponents. A closer look at NIST CCRA [26] shows that the NIST reference
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model has been inspired by the concepts extracted from their 2010/2011 survey of
cloud architecture reference models [33]. For example, the Cloud Provider service
orchestration was inspired by the Cisco Cloud ReferenceArchitecture [35], which in
turn, was inspired by the service-oriented architecture. Likewise, NIST cloud auditor
role was inspired by the Open SecurityArchitecture (OSA)model [38], which mainly
focuses on cloud security.
There are lots of similarities between NIST and IBM CCRAs. While some

architectural components are exactly the same, others have different wordings or
are implicitly contained within other architectural components. Both NIST and IBM
CCRAs are comprehensive frameworks. However, this does not mean that they are
complete; in fact, there is no complete cloud reference framework to date. One of
the strengths of the IBM CCRA is that it goes one step further and identifies some
of the Cloud Computing architectural principles and guidelines as well as the Cloud
ComputingManagement Platform (CCMP). Other referencemodels focus only on the
relations among cloud services as well as the roles of the different cloud stakeholders.
While identifying the roles, services, layers, and their relationships is important, a
reference framework cannot be completed without the set of architectural styles that
identify the different scenarios and best practices in a methodical way.

Fig. 5. NIST Cloud Computing Reference Architecture overview [26].
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4. Cloud Computing’s Relationship with Other
Computing Paradigms

Cloud Computing is where the evolution lines of the service-oriented, grid
computing, parallel computing, utility computing, autonomic computing, and
virtualizationparadigmsmeet. CloudComputing iswhere the visionof all the previous
technologies put into practice tomeet the demandsof highutilization and rapid change.
The relationships between Cloud Computing and the aforementioned paradigms are
strong to the extent that it is difficult in many cases to distinguish whether the cloud
was really the big new thing, or if it is the same as any of these technologies. These
relationships became more and more complex as the technologies reached maturity,
and as the year of the cloud booming approached in 2008. The goal of this section
is to explain how Cloud Computing has emerged from these technologies, and to
clarify where these technologies belong within the context of Cloud Computing.
This Section explains in detail the relationship between Cloud Computing and the
service-oriented architecture, grid computing, parallel computing, utility computing,
autonomic computing, and virtualization technologies.

4.1 Service-Oriented Architecture
The difference between Service-Oriented Architecture (SOA) and Cloud

Computing is one of several repeatedly asked questions. This subsection tries to clear
this ambiguity by explicitly explaining the relationship between the two paradigms.
The open group defined SOA as an architectural style that supports service

orientation, where “Service orientation is a way of thinking in terms of services,
and service-based development and the outcome of services” [39]. On the other hand,
the NIST definition of Cloud Computing is based on the three service models that
describe the classes of services provided, the four deployment models that provide
different scenarios of service deployment, and the five distinctive characteristics that
determine the basic requirements that a service must satisfy in order to be called a
cloud service.
According to the previous definitions, Cloud Computing supports service

orientation [21]. Service orientation provides foundations for Cloud Computing that
enable global access, and ease of integrating different services and resources at run
time, independent of the programming language used to implement the service. As
in SOA, cloud services leverage network-based software through standards-based
interfaces [40]. Today, it has become a norm to implement cloud services based on the
Representational State Transfer (REST)-style architectures [41]. Cloud Computing
services must also support scalability and guarantee Quality of Service (QoS). As
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we explained earlier in [28], SOA is an umbrella that describes any kind of service.
A Cloud Computing service is a SOA service [42]; however, a SOA service is not
necessarily a Cloud Computing service. A Cloud Computing service must satisfy
all the Cloud Computing characteristics as defined in the NIST definition, which
are optional in the case of generic SOA services. Cloud services follow specific
standards, run under a specific environment, and are restricted by the cloud domain’s
technical and business boundaries. While SOA solutions need to implement all cloud
characteristics from scratch if needed, Cloud Computing environments provide all of
the tools required for creating and automatically managing and deploying services
that adhere by default to the Cloud Computing characteristics. The service developer
should not worry about service scalability, guarantee of service, on-demand service
provisioning, or cost optimization.
SOA is mainly a business model that addresses business process management.

However, cloud architecture addresses many technical details that are environment
specific, making it more technicalmodel. CloudComputing is one realization of SOA.
The relationship between Cloud Computing and SOA is similar to the relationship
between Web-Services and SOA: Both are technologies that implement service
orientation; however, Cloud Computing is more complicated thanWeb-Services. This
is because a Web-Service is only one kind of cloud service that is usually provided
by the software as a service layer.
Recognizing the relationship between SOA and Cloud Computing is essential for

reusing the best practices and experience gained in the domain of SOAin the past years
[21]. For example, instead of building a cloud ontology or modeling language from
scratch, current SOAmodeling languages (e.g., SOAML [43]) and ontologies can be
used [44]. IBM, for instance, used the Open Group SOAReferenceArchitecture [45]
in their definition of the IBMCloudComputingReferenceArchitecture (CCRA). Such
reuse can assist in concentrating on cloud concerns instead of addressing all cross-
cutting concerns with SOA. Similarly, Cloud Computing can reuse the latest SOA
technologies related to Web-Services and Web 2.0 (e.g., rich Internet applications,
mashups, AJAX, RSS), so as to define, discover, and implement cloud services.

4.2 Grid Computing
Cloud Computing evolved from Grid Computing, so as to address the problematic

issues and fulfill the desired requirements that were impossible to fulfill with
Grid Computing, due to its use of real physical hardware, operating systems, and
applications distributed across the globe [46].
Cloud and Grid Computing are types of distributed computing, in which workloads

can be distributed through a load balancer and assigned, in parallel if needed, to
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unused resources at run time. While workloads usually need to be known ahead
of time in the case of Grid Computing, Cloud Computing introduced the concept
of on-demand, in which resources can dynamically scale-out and -in based on the
current workload. The on-demand feature provided organizations with the required
agility to handle sudden and irregular increases or decreases in business demand.
Thanks to the virtualization technology, the Grid Computing dream of a fixable pool
of virtualized resources provided as a service on demand became a reality [47]. It is the
power of virtualization and service orientation principles that made the big shift from
the application oriented Grid Computing technology to the service oriented Cloud
Computing technology possible. Note that the initiatives that used virtualization with
Grid Computing preceded the concept of “on-demand” Cloud Computing. Examples
of such initiatives includes the “Virtual Workspaces” in Grid [48] and Clusters [49].
The goal of the previous initiatives was to use virtualization to help achieve reliability
and Quality of Service (QoS).
Reliability and QoS are the two main issues that Cloud Computing came to

address in Grid Computing. Grid Computing resources are tightly coupled; a failure
in one node may result in the failure of a series of nodes that depends on it. In
Cloud Computing, resources are loosely coupled, which allows dynamic failover, or
restarting nodes and applying different configurations for different applications at run
time. This can help in creating portable as well as available applications. The cloud
infrastructure considered availability from the first day; hence, it provided the basic
requirements to design for failure, such as providing different failover levels (i.e.,
regions, zones, and nodes), monitoring capabilities, and measured resources.
On the other hand, it is difficult to guarantee quality of service (QoS) in Grid

Computing [50]. This is because traditional Grid Computing does not provide
centralized management for job scheduling and performance measurement. An
individual user or virtual organization (VO) activity can impact the performance
of other users using the same platform [47]; this will result in variable throughput and
response time. Conversely, Cloud Computing guarantees the bandwidth and response
time of services through centralized management and measured services; this makes
Cloud Computing more suitable for mission critical systems.
In their paper, Buyya et al. [51] gave a comprehensive comparison of Cloud and

Grid Computing based on almost 20 characteristics. The summary of this comparison
is as follows: Cloud Computing is more fixable in terms of scalability and cheaper
than Grid Computing, because it uses commodity computers instead of high-end
servers. Unlike Grid, Cloud utilizes utility computing and hence supports pricing
strategies based on supply and demand. Cloud uses virtual resources such as Virtual
Machines (VMs) and hypervisors, in addition to multiple lightweight operating
systems, compared to the real resources and standard operating systems used by
Grid. Cloud Computing resources and services are more secure and easier to access
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and manage. Cloud applications use Web-services standards (i.e., SOA and REST),
while Grid uses the Open Grid forum standards for communication; this makes cloud
services more interoperable with other Web applications and services. Moreover,
cloud applications are easier to integrate; accordingly, they have a higher potential
for building third-party value added solutions.Although both Cloud and Grid support
Service Level Agreement (SLA) negotiation, Cloud Computing can guarantee QoS
and support failure recovery better than Grid. Finally, Cloud Computing supports a
wider variety of applications from content delivery to scientific applications, whereas
Grid is more suitable for high-throughput scientific applications.

4.3 Parallel and High-Performance Computing
Several cloud definitions described Cloud Computing as a type of parallel

computing. For example, Buyya et al. [51] have given the following definition “Cloud
is a parallel and distributed computing system consisting of a collection of inter-
connected and virtualized computers.” The previous section discusses the relation
between Cloud and Grid computing, and indicates that both are distributed systems.
This subsection clarifies the relationship between parallel and Cloud Computing.
Parallel computing is a form of computation that exploits multiple computing

resources at the same time to solve a large computational problem by dividing it
into smaller computational problems that can be solved concurrently [52].
Parallelism can be accomplished at different granularities and distribution levels.

For example, parallelism can be at the bit level, at the instruction level, at the data
level, or at the task level. On the other hand, the distribution of computational units
on resources can be within a single machine, as is the case with multi-core and
multi-processor,machines clusters, or supercomputers; or betweenmultiple machines
distributed around the globe, as in grids. In Cloud Computing, parallelism is exploited
at the task and data levels, by distributed virtual machines that are not bound to a
physical place.
In conventional parallel computing approaches, a parallel application is divided

into tasks. These tasks are then distributed to be executed on compute clusters,
supercomputers, or Grid infrastructures [53]. Raicu et al. [54] classified parallel
applications based on the number of tasks distributed and the input size:

• Heroic MPI Tasks are characterized by a low number of tasks and a small input
size (e.g., tightly coupled MPI applications).

• Data Analysis Mining are characterized by a low number of tasks but a large
input data size (e.g., Map-Reduce [55]).
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• Many Loosely Coupled Tasks are characterized by a large number of tasks with
modest data size (e.g., Swift [56] and Falkon [57]).

• Big Data and Many Tasks are characterized by a large number tasks and a large
input data size (e.g., Dryad [58] and Sawzall [59]).

To ensure the performance of parallel applications, tasks and their input data should be
located in the same place (i.e., allocated to the same resource). This is usually referred
to as the data locality principle [8]. In traditional parallel computing approaches, a
task and its input data are allocated to the available resource (the same or a different
resource, depending on the approach used) every time the task is executed [60]. This
requirement may add overhead to the system, especially in virtualized and widely
distributed environments such as Grid Computing. On the other hand, the lack of
mechanisms for detecting node failure in traditional widely distributed systems, and
in the technologies used for task distribution, havemade resource availability a crucial
concern.
Cloud Computing has contributed to solving the data locality and availability

problems in compute/data intensive parallel applications, particularly, when the input
data size accessed by the application increases. In such applications, efficiency
requires both the data and the application to be within the same node or affinity
group. Cloud Computing provides technologies and frameworks (e.g., Map-Reduce
and Hadoop), which allow moving computation tasks to where the data is located,
so as to perform data processing. Cloud platforms also support centralized control
by periodically checking (heartbeat) available resources, and worker nodes, and
reassigning failed jobs to other active healthy nodes [46].
Traditional parallel applications were run on high-performance computers (e.g.,

supercomputers and clusters), which are very expensive. CloudComputingmade such
infrastructures available for ordinary people with affordable prices, by employing
the concepts of resource sharing and virtualization. The side effect of this cost
reduction is extra latency. This additional latency is due to the time needed to
configure and customize the Virtual Machines (VMs) to be used to run particular
tasks.
Cloud Computing allows users to provision resources fairly, easily, and quickly.

Cloud Computing has improved the time needed for resource provisioning
from days, in the case of traditional queue-based job scheduling systems, to
minutes [60]. Furthermore, many cloud resources are currently available to the
cloud community as open source. This includes hypervisors (e.g., Xen), parallel
computing frameworks (e.g., Hadoop), and even platforms (e.g., OpenStack),
which allow users to build and customize their own private clouds easily and
efficiently.



66 M. HAMDAQA AND L. TAHVILDARI

While the Cloud programming models (e.g., Map-Reduce) that have emerged
to utilize Cloud infrastructures create new trends in performing data/compute
intensive parallel computing applications, there are limitations for using thesemodels.
Cloud Computing programming models are suitable for loosely coupled, transaction
oriented, and latency insensitive (requires low latency) parallel applications that have
a large number of tasks or large volumes of data. For example, Cloud Computing is
not suitable for systems that require complex communication patterns [60].
Cloud Computing has provided tools and technologies for building parallel

applications. Many case studies on different Cloud platforms have shown
the applicability of cloud platforms to building data/compute intensive and scientific
applications [60,61]. However, whether cloud technologies are the best solution for
such applications is still an open question. Further research is required to address the
questions of when and where Cloud Computing can contribute to solving parallel and
distributed problems; what are the disadvantages of using cloud technologies; and
how to overcome current cloud limitations, such as building parallel applications that
require complex communication patterns.

4.4 Utility Computing
As explained earlier, CloudComputing has borrowed lots of concepts fromdifferent

domains. One important concept with a tight relationship with Cloud Computing is
Utility Computing. There is a lot of confusion about the relationship between Utility
andCloudComputing. The concept of utility is confusedwith public utility, and utility
computing with the pay-per-use and on-demand capabilities.While all of the previous
concepts have strong relationships with each other, they are different.4 Confusing
these concepts can result in misunderstanding the definition of Cloud Computing.
Therefore, this section provides a clear definition of Utility Computing and places it
within the context of Cloud Computing.
According to the Merriam-Webster dictionary, a utility is “something useful or

designed for use,” and is a “quality of state” that describes usefulness (e.g., if copying
a file is useful, then it is a utility) [62]. Consequently, computer resources and their
outcomes, which are offered or designed by a provider to be reused or to benefit a
consumer, can be seen as utilities, or more precisely, as computing utilities. When
a utility is provided as a service for the public it is called a public utility [62]. This
is the same concept that McCarthy referred to in 1961 as public Utility Computing
“If computers of the kind I have advocated become the computers of the future, then
computing may someday be organized as a public utility just as the telephone system

4 Note that electricity is not the only public utility, and capitalism is not the only economic system.
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is a public utility. The computer utility could become the basis of a new and important
industry.”
Based on the previous discussion, Utility Computing can be defined as a computer-

related General Purpose Technology (GPT) [63] that is provided as a service
(e.g., the Internet). A utility computing service is a reusable service that aims to
maximize the benefit to the consumers of the utility service, and to accommodate
their needs while maximizing the providers’ resource utilization. A utility computing
service has nine characteristics as shown in Fig. 6; seven essential and two selective
characteristics, based on the application domain and service model used.
The following essential characteristics are inspired by the Rappa utility service

requirements [64]:

(a) Requisite: The benefit that a utility service provides to the consumers’ must be
a necessity; that is, without it consumers cannot fulfill their needs and achieve
their goals (e.g., as water is a requisite for life, a storage service is a requisite
for any software).

(b) Generic:A utility service is a generic service that all consumers with common
needs can use (e.g., all software systems use storage).

(c) Repeatable usefulness:The usefulness of a utility service from the point of view
of consumers with common needs should be the same.

(d) Shared:Autility service is shared between at least two parties: the provider and
the consumer.

(e) Easy to use:A utility service must be easy to use by a consumer. For example,
it should be easy to access and easy to manage (e.g., it should be plug and play).

(f) Scalable: A utility service must have the ability to accommodate consumer
demand or adapt to these demands as they increase or decrease.

(g) Measurable (metered): A consumer should be able to determine the level
of benefits gained from a utility service. A utility is a quality attribute. The
measurement of which requires some metrics. These metrics are called utility
values.Autility value is calculated using a utility function and is usually defined
from the beneficiary’s point of view. Examples include the number of jobs
processed per second, waiting time, or the total impact of the service on the
system.

Our classification for utility service characteristics distinguishes between the
essential and selective characteristics. Selective characteristics can take different
scenarios depending on the service model used and the service application domain.
For example, while many describe utility services as pay-per-use services, this is not
an essential characteristic; many utility services are provided to consumers for free
(e.g., email services) based on subscription, or by other methods. The pay-per-use
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Fig. 6. Utility computing essential and selective characteristics.

model was considered as part of utility computing, as a result of thinking of utility
computing in the context of autonomic computing and on-demand capabilities in
2002/2003 [65]. In fact, when researchers started actively using and employing the
concept of utility computing in early 2000, the concept was completely decoupled
from the pay-per-use model. The focus was instead on how to allow end users to share
benefits, while leaving the payment method as an option.As pointed out by Karp et al.
“people could pay for their computing by usage, modulated by guaranteed response
requirements” [66]. Nevertheless, the utility service benefits still need to be metered
to assist in ensuring fairness of utility service distribution. Similarly, while all utility
services should be available, there are different mechanisms that consumers can use
to request services. Finally, although all utility services must be generic, they are not
necessarily public; a utility service can be deployed in any deployment environment.
The following is the list of selective characteristics:

(a) Fairly distributed: A utility service must be fairly distributed to consumers. The
distribution of a service depends on the business model used. While consumers
will always ask for more resources and benefits, it is the decision of the provider
to grant the service to the consumer that maximizes the yield. Without having
accurate metrics to measure a benefit, the dominant business model will be
either a borrow model, in which consumers who ask for the utility service first
will receive it; or a flat rate fair share model, where all consumers receive the
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same benefits. While the borrow model may result in the starvation of some
consumers, or the underutilization of resources due to greedy consumers, the
flat rate fair share model does not take consumer needs into consideration
(some consumers may need more resources). Accordingly, a utility service
must enforce a fair distribution of utility to achieve maximum utilization. A
fair distribution of utility services can be achieved by several scenarios such as
the following:

(i) Pay-per-use: The pay-per-use scenario depends on supply and demand,
and market share, so as to ensure that resources are distributed fairly.
This scenario is based on the assumption that a consumer who is in more
need for a service is more willing to pay for it. Similarly, a consumer who
does not need a resource will release it to avoid unnecessary payments.
This is the best solution for resource utilization from a provider’s view
point. Providers can guarantee that they have the most yields out of their
resources based on the current market. However, a pay-per-use model
may not be the best solution from a consumer’s point of view. This is
because consumer needs are not always combined with their ability to
pay. Also, a pay-per-use model may not be the best solution in private
and community deployment models, where the consumers (users) and
providers share the same goals.

(ii) Based on outcome impact: The outcome impact of a utility service is one
of the important factors to be considered when granting a utility service
to a consumer. The generic rule is to reduce losses and increase benefits.
Autility service should be granted to the consumer who needs it the most,
in order to avoid losses, or to the consumer who can generate a higher
yield out of the service. Focusing on the outcome impact is more difficult
to achieve, but more fair from a consumer’s point of view. On the other
hand, focusing on outcome impact is not always the best solution, at least
from a public provider’s perspective. This model can also be applied in
situations where bedding information is not available, such as in private
or community scopes.

(b) Available: From a consumer’s point of view, the utility service should be always
available; however, how the service is made available depends on different
scenarios. The following are the main two scenarios:

(i) On-demand: This is the most popular scenario in dynamic and elastic
environments, making it ideal for Cloud Computing. The on-demand
availability is the result of combining autonomic and utility computing.
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(ii) Pre-assigned quota: The first known utility services were based on pre-
assigned quota, in which a provider reserves resources for the consumer,
based on a subscription contract.

As explained earlier in the Grid computing subsection, Cloud Computing evolved
fromGrid by providing solutions in order to fix the Grid problems. The main problem
with grid is its lack of efficient mechanisms to guarantee reliability and QoS. The
previous subsection introduced some solutions to these problems, and highlighted the
fact that some of the Cloud fixes are by providing metered services and algorithms to
address unexpected spikes in demand, so as to assure QoS. In fact, one of the Cloud
Computing strategies for tackling reliability and QoS problems is through adopting
the utility computing paradigm. Utility computing provides mechanisms for fair share
resource distribution. It offers utility functions for generating normalized utility values
for different utility services to measure the benefit gained by a consumer. It then
applies mechanisms such as pay-per-use or priority, based on the urgency and impact
of the service, to enforce fair share between consumers, avoid resource starvations,
and maximize resource utilization [47].

4.5 Autonomic Computing
Computing systems, applications, and services are getting more complex,

heterogeneous, and dynamic each day. Managing these systems is a daunting
task and an error-prone process. Autonomic computing has been inspired by the
human autonomic nervous system, and is used to manage such complex and
sophisticated systems. The main goal of autonomic computing is to realize computer
and software systems that can manage themselves with little or no human interaction.
An autonomic system is a system that can adapt to changes, which can be triggered by
a change in the system’s own state (e.g., failure) or the state of its environment (e.g.,
external events) [67].Accordingly, an autonomic system requires sensingmechanisms
to sense changes (sensors), reaction mechanisms to respond to changes when they
happen (effectors), and a decision making engine (autonomic manager) to make
the correct assessment [67]. An autonomic system satisfies one or all autonomic
self-� (read as self-star) properties, where self-� can be one of the following: self-
configuring, self-healing, self-optimizing, and self-protecting.
The relationship between autonomic computing and Cloud Computing is based on

mutualism. Cloud Computing infrastructures and platforms have been designed and
built based on autonomic computing concepts, in order to reduce the complexity of
managing the large and distributed cloud datacenters, increase resource availability,
enhance flexibility, and ensure optimal utilization. Today, Cloud infrastructure
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Fig. 7. The mutual relationship between cloud and autonomic computing.

services allow the automatic creation and migration of virtual machines, datacenter
capacity control, proactive disaster recovery, and the dynamic provisioning of
resources on demand and at run time, with minimum human supervision [47].
Cloud Computing platforms allow automatic job scheduling, migration, and
synchronization, in addition to data management services that allow storage creation,
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management, and replication on the fly. Furthermore, the cloud has adopted concepts
from autonomic computing to allow dynamic naming and resource localization, and
to build on-going monitoring as an inherent cloud property.
On the other hand, according to van Renesse and Birman “Autonomic systems

cannot be built simply by composing autonomic components. Autonomic system-
wide monitoring and control infrastructures are needed” [68]. The Cloud Computing
infrastructure provides everything needed for building autonomic systems and
applications. Cloud Computing platforms provide services for sensing, analyzing,
planning, and executing applications, and building knowledge about the system
[69,70]. Using cloud infrastructure resources and services, it is much easier to
build fault-tolerant applications and to track them. Cloud infrastructures facilitate
replicating applications to handle more user requests, reconfiguring them to work on
new operating systems, and maintaining their operation near optimal performance.
In fact, Cloud Computing resources are easier to monitor because all services are
metered, it is easier to change the behavior of services at run time by reconfiguring
them, because cloud service implementations are decoupled from their configuration,
it is easier to replicate the services and hence tolerate failures, and finally the cloud
provided services are easier to compose because of its virtual distributed service-
oriented nature. This makes Cloud Computing an autonomic environment that is
optimal for building autonomic systems.
Figure 7 shows the mutual relationship between cloud and autonomic computing.

The figure shows that while cloud environments use autonomic managers to manage
cloud resources, these environments are used to create autonomic systems and self-
managed elements.

4.6 Virtualization
Virtualization is a main enabling technology for Cloud Computing. Virtualization

is creating a temporarily simulated or extended version of computing resources
(software or hardware) such as processors, operating systems, storages, and network
resources. The simulated or extended version (virtual machine) will look like a real
resource. Virtualization creates an abstraction layer between computing resources and
the application that use them.
The goals of virtualization are first, to fully utilize the shared resources by

applying partitioning and time-sharing techniques; second, to centralize resource
management; third, to enhance datacenter agility and provide the required scalability
and elasticity for on-demand capabilities; fourth, to improve testing and running
software diagnostics on different operating platforms; fifth, to improve the portability
of applications and workload migration capabilities; sixth, to provide the isolation
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required for a high degree of reliability, availability, security, and privacy; seventh, to
enable server consolidation; and eighth, to provide a foundation for self-management
frameworks.
In a nutshell, a virtualized ecosystem consists of virtual machines (VM), the

virtualization technology used to create the virtual machines, and the virtual
appliances or virtual images that run on top of the virtual machines. This subsection
highlights the main virtualization architectures, technologies, and virtual appliance
formats.
The idea of virtualization was established decades ago [71]. IBM created the

first Virtual Machine Monitor (VMM) in 1965. The first IBM VMM allowed
the host (IBM 360/65) to share its memory. In 1967, IBM created the first
full virtualization VMM [72]. Since then, virtualization technologies have rapidly
evolved. Several virtualization technologies currently exist. These technologies have
different architectures and use diverse techniques for virtualization.
Figure 8 shows a classification of server virtualization technologies. In this

classification, we focus on full virtualization, where the entire operating system can
run on the virtual machine. It is important to notice that the term “full virtualization”
also appears in the context of virtualization techniques, but with different semantics.
Full virtualization, as opposed to paravirtualization, means the virtualization is
achieved with no assistance of hardware or OS.
Server virtualization technologies play a key role in Cloud Computing. Cloud

Computing has utilized virtualization in order to manage its large distributed
datacenters and overcome most of the operational challenges of these datacenters.

Fig. 8. Classification of sever virtualization technologies.
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Resources in Cloud datacenters are shared between large numbers of users who
have diverse needs and run different applications. Virtualization allows customizing,
mounting, and allocating these resources to the users based on their needs.
Virtualization enabled Cloud Computing to create a general virtual infrastructure
and to provide the infrastructure as a service.

4.6.1 Virtualization Technologies
Depending on the location of the virtualization layer (hypervisor), there are two

main hardware virtualization architectures: the bare-metal (Type 1) and the hosted
(Type 2) architecture [73]. In the bare-metal architecture, the hypervisor is installed
directly on the hardware. This architecture outperforms the hosted architecture, by
allowing I/O devices to be partitioned into virtual machines for direct access. Bare-
metal also has the advantage of supporting real-time and general purpose operating
systems in parallel. However, since the hypervisor is installed directly on top of the
hardware, it should include all device drivers. Furthermore, the lackof a base operating
system makes the installation of these hypervisors more difficult and requires more
customization and configuration.
On the other hand, the hosted architecture requires a base operating system to be

installed first. The hypervisor (VMM) is installed on top of the hosting operating
system. Hence, the VMM is easy to install and configure on most computers without
the need for customization. However, a hosted architecture may result in performance
degradation, because the I/O requests of the virtual machines need to be directed
through the hosted OS. Another drawback of hosted architectures is their inability to
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Fig. 9. The architectures of a non-virtualized system, and both the bare-metal and the hosted virtualization
systems.
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run real-time operating systems directly inside the virtual machines. Figure 9 shows
the simplified architectures of a non-virtualized system, and both the bare-metal and
the hosted virtualization systems. The following are the main components of these
systems:

• Platform hardware: The hardware resources, which are required to be shared.
• Virtual machine monitor (VMM): The program that is used to manage processor
scheduling and physical memory allocation. It creates virtual machines by
partitioning the actual resources, and interfaces the underlying hardware (virtual
operating platform) to all operating systems (both host and guest).

• Guest operating systems: Guest operating systems are always installed on top of
the hypervisor in hardware virtualization systems. Guest operating systems are
isolated from each other. Guest OS kernels use the interfaces provided by the
hypervisor to access their privileged resources.

• Host operating system (optional):The host operating system is the base operating
system, under which the hypervisor is installed, in the hosted architecture case.

It is apparent from the previous discussion that both bare-metal and hosted
architectures do not fully satisfy the Cloud Computing requirements. The bare-metal
architecture is more popular in the Cloud Computing infrastructure because it is
more efficient and delivers greater scalability, robustness, and performance.However,
Cloud Computing still needs the hosted architecture’s flexibility and compatibility.

4.6.2 Virtualization Techniques
There are several techniques for fully virtualizinghardware resources and satisfying

the virtualization requirements (i.e., Equivalence, Resource control, and Efficiency)
as originally presented by Popek and Goldberg [74]. These techniques have been
created to enhance performance, and to deal with the flexibility problem in Type 1
architecture.
Popek and Goldberg classified the instructions to be executed in a virtual machine

into three groups: privileged, control sensitive, and behavior sensitive instructions.
While not all control sensitive instructions are necessarily privileged (e.g., x86).
Goldberg’s Theorem 1mandates that all control sensitive instructions must be treated
as privileged (i.e., trapped) in order to have effective VMMs.
Depending on the virtualization technique used, hypervisors can be designed to be

either tightly or loosely coupled with the guest operating system. The performance
of tightly coupled hypervisors (i.e., OS assisted hypervisors) is higher than loosely
coupled hypervisors (i.e., hypervisors based on binary translation). On the other
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hand, tightly coupled hypervisors require the guest operating systems to be explicitly
modified, which is not always possible. One of the Cloud infrastructure design
challenges is to have hypervisors that are loosely coupled, but with adequate
performance. Having hypervisors that are operating system agnostic increases system
modularity, manageability, maintainability, and flexibility, and allows upgrading or
changing the operating systems on the fly. The following are the main virtualization
techniques that are currently in use:

(a) Binary translation and native execution: This technique uses a combination
of binary translation for handling privileged and sensitive instructions 5 [74],
and direct execution techniques for user-level instructions [74]. This technique
is very efficient both in terms of performance and in terms of compatibility
with the guest OS, which does not need to know that it is virtualized. However,
building binary translation support for such a system is very difficult, and results
in significant virtualization overhead [75].

(b) OS assisted virtualization (paravirtualization): In this technique, the guest
OS is modified to be virtualization-aware (allow it to communicate through
hypercalls with the hypervisor, so as to handle privileged and sensitive
instructions). Because modifying the guest OS to enable paravirtualization is
easy, paravirtualization can significantly reduce the virtualization overhead.
However, paravirtualization has poor compatibility; it does not support
operating systems that cannot be modified (e.g., Windows). Moreover, the
overhead introduced by the hypercalls can affect performance under heavy
workloads. Besides the added overhead, the modification made to the guest OS,
to make it compatible with the hypervisor, can affect system’s maintainability.

(c) Hardware-assisted virtualization: As an alternative approach to binary
translation and in an attempt to enhance performance and compatibility,
hardware providers (e.g., Intel and AMD) started supporting virtualization
at the hardware level. In hardware-assisted virtualization (e.g., Intel VT-x,
AMD-V), privileged and sensitive calls are set to automatically trap to the
hypervisor. This eliminates the need for binary translation or paravirtualization.
Moreover, since the translation is done on the hardware level, it significantly
improves performance.

Cloud providers have utilized different virtualization platforms to build their
datacenters. The trend in the Cloud is to use platforms that combine paravirtualization
and hardware-assisted virtualization to benefit from the advantages of both. The most
notable VMM platforms are VMware, Xen, Hyper-V, and KVM.All these platforms

5 Note: Sensitive instructions may not be privileged but still need to be trapped by the VMM.
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use the Type 1 hypervisor based architecture. However, while VMware uses the direct
driver model to install the hypervisor on bare-metal, the others use the indirect driver
model. Moreover, all of these platforms support paravirtualization and full binary
translation virtualization. Unlike in VMware, Xen, and Hyper-V the use of hardware-
assisted virtualization, is mandatory in KVM. The reader can refer to [76] for a full
comparison between these platforms.

4.6.3 Virtual Appliances
Avirtual appliance is aVirtualMachine Image (VMI) that is designed and packaged

to be deployed on a VM platform. AVMI is a self-contained package that consists of
a software stack and metadata. The software stack consists of a set of pre-configured
applications, the guest OS, middleware, libraries, containers, and all of the other
required software, while the metadata represents information that can assist in the
deployment and execution process of the VMI on the VM platform; for example, the
support hardware needed to run the VMI (e.g., number of CPUs), the configuration
variables (e.g., IPAddress), and image constraints (e.g., 99.9% available).
Packaging applications in the form of virtual machine desk images can facilitate the

distribution, installation, configuration, management, and execution of applications
under an optimal VM platform. This also improves the application’s portability and
allows workload migration.
The variety of virtualization platforms used by various Cloud providers has

hindered interoperability between virtual appliances, and has restricted the migration
of applications and VMIs across Cloud platforms. This is because different
virtualization platforms use different VM image formats. The lack of interoperability
uncovered the need for a standard distribution format for virtual appliances. To
tackle this issue, the Distributed Management Task Force (DMTF) created the Open
Virtualization Format (OVF) in 2008.
The OVF is a vendor and platform independent standardized distribution format

for virtual appliances. It defines the compatibility and optimization requirements of
virtual appliances and allows VM distribution at a large scale. The OVF is portable
and extensible in the sense that it allows adding features and customization by the
DMTF or a third party. OVF sports the composition of multiple VMs, for example
when a multi-tiered application workload is distributed into multiple VMs. In such
cases, the VMI must include additional metadata related to the composition.
The OVF allows different products and vendors to exchange VMs. This allows the

exchange of virtual appliances in the form of online marketplaces, which is one of
the main goals of Cloud Computing.
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4.7 Cloud Computing Relationships Summary
The sheer volume of knowledge that is required to merge technology streams has

lead to separate but related technologies, which if accumulated, can result in the big
new thing. This section shows an example of such amerger.After reading this section,
it will become clear that Cloud Computing is the result of evolution and adoption of
existing technologies and paradigms. The goal of Cloud Computing is to allow users
to take benefit from all of these technologies, without the need for deep knowledge
about or expertise with each one of them. The Cloud aims to cut costs, and help the
users focus on their core business instead of being impeded by IT obstacles. Figure 10
summarizes how Cloud Computing is related to the discussed technologies.
The main enabling technologies for Cloud Computing are virtualization and

autonomic computing. Virtualization abstracts the physical infrastructure, which is
the most rigged component, and makes it available as a soft component that is easy
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to use and manage. By doing so, virtualization provides the agility required to speed
up IT operations, and reduces cost by increasing infrastructure utilization. On the
other hand, autonomic computing automates the process through which the user can
provision resources on-demand. Byminimizing user involvement, automation speeds
up the process and reduces the possibility of human errors.
Users face difficult business problems every day. CloudComputing adopts concepts

from SOA that can help the user break these problems into services that can be
integrated to provide a solution. Cloud Computing provides all of its resources as
services, and makes use of the well-established standards and best practices gained in
the domain of SOAto allow global and easy access to cloud services in a standardized
way. Cloud Computing also utilizes concepts from utility computing in order to
provide metrics for the used services, based on the benefits gained. These metrics
are at the core of the pay-per-use model in public Clouds. Having measured services
is also an essential part of completing the feedback loop in autonomic computing,
which is required for fully automating services so that they can scale on-demand and
automatically recover from failures.
Cloud Computing is a kind of Grid Computing; it has evolved from Grid by

addressing the QoS and reliability problems. Cloud Computing provides the tools
and technologies to build data/compute intensive parallel applications with much
affordable prices compared to traditional parallel computing techniques.

5. Conclusions and Future Directions

This introductory chapter has discussed Cloud Computing’s basic principles and
reference frameworks, and has surveyed the main computing paradigms that gave
birth to the Cloud Computing. The Cloud Computing paradigm is still evolving. New
additions and refinements to the cloudmodels, characteristics, and technologies occur
on a daily basis. Fortunately, the plethora of existing reference models, architectures,
and frameworks, as well as those underdevelopment are a sign that Cloud Computing
is on its way to maturity. These reference frameworks will motivate hesitated
organizations to adopt Cloud Computing.
It is true that Cloud Computing is an evolution of existing technologies rather than

a technological revolution. However, it is not merely a natural evolution of a single
technology, but it is a hybrid-cross (intra-specific) between different technologies
resulting in the next big thing, analogous to the liger,which is the hybrid-cross between
a lion and a tigress. Cloud Computing fixes the problems with the technologies that
it evolved from, and adds new desired characteristics by integrating technologies.
The benefits that organizations can obtain by adopting Cloud Computing are

evident. Cloud Computing reduces both organizations’ capital and operational
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expenses. Furthermore, Cloud Computing provides organizations with the agility
required to cope with sudden and unexpected changes in business demand. For
example, the high level of automation, flexibility, and scalability that the Cloud
Computing infrastructures provide can reduce the time of deploying a new server from
7.5 weeks to 3 min as David M. Powers explained [77]. Cloud Computing inherently
support disaster recovery and fault tolerance that organizations need to ensure business
continuity. It also provides the high visibility required for collaboration across users
and partners, by allowing resources to be accessed at anytime from anywhere when
policies permit.
Cloud Computing is the future for years to come, if not for being a cutting-edge

technology, then for the benefits it has yielded to the business and society through its
promises of a smarter planet and a green environment (i.e., by reducing organization’s
greenhouse-gas emissions). Moreover, the fact that most organizations have invested
or are currently investing in cloud technologies and solutions, is sufficient to prove
that this technology is not dying soon, at least until organizations harvest their return
of investment on Cloud Computing.
In the future, Cloud Computing will focus more on mobility. We are going to see

more applications that connect to the cloud datacenters, from smartphones, vehicles,
and TVs, to utilize the cloud capabilities. The cloud will shape our life and make it
easier and smarter. For example, mobile devices will be able to perform tasks that
are impossible without powerful computation power such as video encoding, voice
processing, and image processing. Applications in smart devices will use the cloud
to crunch huge data sets and exploit business analytics to provide faster and smarter
decisions. For example, a car will be able to send information about its surroundings,
the environment, as well as its current status. The information will be augmented with
all the information sent fromother devices tomake smart decisions.This in our opinion
will promote what we call the “Decision Support as a Service” industry. An industry
that is based on collecting information, and then analyzing it to provide subscribers
with accurate decisions as a service.Weanticipate that the decision support as a service
will have a significant impact on fields such asmedicine, economy, and environmental
science. We will be able to see smart medical diagnoses systems, automatic financial
market brokers, and accurate climate-change forecasting.
The research and scientific community will use the cloud to solve complex

problems; Cloud Computing will unleash the productivity and innovation in all
scientific fields. However, before this stage, there will be a significant advancement
in all the interleaving fields that affect Cloud Computing. For example, new parallel
computationmodels (i.e., map reduce) that aremore efficient and target different types
of applications will be created, new standards, interfaces, and software stacks will be
created to support applications’interoperability and data, workloads, and applications’
portability. There will also be new frameworks that allow smart dynamic elasticity,
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and ensure service high availability at the enterprise level, which will depend on
different cloud providers.
In the future, private clouds are expected to fade, while public and hybrid clouds

will continue to be more popular. Public cloud will be the dominant model for small
organizations and end users, while hybrid clouds will be the solution for medium-size
and large (non-provider) organizations. The increase adoption of hybrid clouds, in
addition to the increase use of cloud applications to empower mobile devices will be
the impetus of a serious network traffic problem. This is due to first, the commuting
workloads between the public cloud datacenters and both the private datacenters as
well as the mobile devices, and second, because all communications usually happen
through the Internet, which is slower, more expensive and less reliable than hard
drives. Some providers currently allow data shipping on hard drives using couriers
(e.g., FedEx) to solve this problem.However, this does not provide an efficient solution
for the problem. In the future, there will be a need for protocols and mechanisms to
address these difficulties. For example, someone may think of how common tasks
can be factored as standalone components to reduce data traffic. Finally, in the future
Internet providers will start pushing for laws to protect the scarce Internet bandwidth
and the notion of the “Metered Internet” will become the norm.
Cloud Computing has been built on top of strong and mature technologies.

However, it still lacks case studies andbest practices onhow toharness this technology,
and to avoid the pitfalls that may result in immature design or inappropriate
application. Cloud Computing has lots of areas to be investigated. We anticipate that
this book chapter will provide researchers and practitioners an appropriate foundation
to start their journey behind the cloud.
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