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ABSTRACT

This thesis addresses new security challengesimtirnet of Things (loT). The current transition
from legacy Internet to Internet of Things leadsroltiple changes in its communication paradigms.
Wireless sensor networks (WSNSs) initiated this di@on by introducing unattended wireless
topologies, mostly made of resource constraine@éscd which radio spectrum therefore ceased to be
the only resource worthy of optimization. Today'adfline to Machine (M2M) and Internet of Things
architectures further accentuated this trend, mdy by involving wider architectures but also by
adding heterogeneity, resource capabilities in@ntgt and autonomy to once uniform and
deterministic systems.

The heterogeneous nature of loT communicationsirabdlance in resources capabilities between
IoT entities make it challenging to provide the uiegd end-to-end secured connections. Unlike
Internet servers, most of IoT components are cheniaed by low capabilities in terms of both energy
and computing resources, and thus, are unablepjosiicomplex security schemes. The setup of a
secure end-to-end communication channel requiresdtablishment of a common secret key between
both peers, which would be negotiated relying amdard security key exchange protocols such as
Transport Layer Security (TLS) Handshake or Intettey Exchange (IKE). Nevertheless, a direct
use of existing key establishment protocols tadtet connections between two 10T entities may be
impractical unless both endpoints be able to rinrdquired (expensive) cryptographic primitives—
thus leaving aside a whole class of resource-cainstl devices. The issue of adapting existing
security protocols to fulfil these new challenges hecently been raised in the international resear
community but the first proposed solutions failedgatisfy the needs of resource-constrained nodes.

In this thesis, we propose novel collaborative apphes for key establishment designed to reduce
the requirements of existing security protocols,onder to be supported by resource-constrained
devices. We particularly retained TLS handshakesriet key Exchange and HIP BEX protocols as
the best keying candidates fitting the end-to-exmligty requirements of the loT. Then we redesigned
them so that the constrained peer may delegabe@gy cryptographic load to less constrained nodes
in neighbourhood exploiting the spatial heteroggnei 0T nodes. Formal security verifications and
performance analyses were also conducted to etisairgecurity effectiveness and energy efficiency
of our collaborative protocols.

However, allowing collaboration between nodes magrothe way to a new class of threats, known
as internal attacks that conventional cryptographéchanisms fail to deal with. This introduces the
concept of trustworthiness within a collaborativeup. The trustworthiness level of a node has to be
assessed by a dedicated security mechanism knoarirast management system. This system aims
to track nodes behaviours to detect untrustwortegnents and select reliable ones for collaborative
services assistance. In turn, a trust managemstarayis instantiated on a collaborative basis, ®iher
multiple nodes share their evidences about oneharisttrustworthiness. Based on an extensive
analysis of prior trust management systems, we fderdified a set of best practices that provided u
guidance to design an effective trust managemestesyfor our collaborative keying protocols. This
effectiveness was assessed by considering howrtise management system could fulfil specific
requirements of our proposed approaches for kepkstiment in the context of the 10T. Performance
analysis results show the proper functioning arfdcéfreness of the proposed system as compared
with its counterparts that exist in the literature.

KEY WORDS:
Internet of Things, Wireless Sensor Networks, MAdterogeneityresource constraints, end-to-end
security, key establishment, energy efficiencyladmiration, internal attacks, trust.



RESUME

Cette these aborde des nouveaux défis de sécarite ldnternet des Objets (IdO). La transition
actuelle de I'Internet classique vers l'Internet @bjets conduit a de nombreux changements dans les
modéles de communications sous-jacents. Les réskaaapteurs sans fil ont initié cette transitian e
introduisant des topologies sans fil, sans opérdtamain, et principalement composées de nceuds a
ressources limitées. Aujourd'hui, les architectivieshine a Machine (M2M) et Internet des Objets
accentuent cette évolution, non seulement en nte#tanceuvre des ensembles de nceuds plus
importants, mais aussi en intégrant une plus graantinomie et une plus grande hétérogénéité entre
les noeuds (disparates en particulier du point dedeuleurs contraintes en ressources) a des systeme
jusqu'alors déterministes et uniformes.

La nature hétérogéne des communications de I'ldi® déséquilibre entre les capacités des entités
communicantes qui le constituent rendent diffitd&ablissement de connexions sécurisées de bout en
bout. Contrairement aux nceuds de I'Internet trawlitel, la plupart des composants de l'Internet des
Objets sont en effet caractérisés par de faiblpaait®s en termes d'énergie et de puissance cBeul.
conséguent, ils ne sont pas en mesure de supdedeystemes de sécurité complexes. En particulier,
la mise en place d'un canal de communication ss&tde bout en bout nécessite I'établissement d'une
clé secrete commune entre les deux noeuds souhed@nbuniquer, qui sera négociée en s'appuyant
sur un protocole d'échange de clés tels que lespaahLayer Security (TLS) Handshake ou I'Internet
Key Exchange (IKE). Or, une utilisation directe des protocoles pour établir des connexions
sécurisées entre deux entités de I'ldO peut éffieildi en raison de I'écart technologique entribese
ci et des incohérences qui en résultent sur le gdarprimitives cryptographiques supportées. Letsuj
de l'adaptation des protocoles de sécurité exsstamtr répondre a ces nouveaux défis a récemment
été soulevé dans la communauté scientifique. Cepenbs premieres solutions proposées n'ont pas
réussi a répondre aux besoins des nceuds a ressbonoées.

Dans cette these, nous proposons de nouvelles dygsraollaboratives pour I'établissement de
clés, dans le but de réduire les exigences desqmies de sécurité existants, afin que ceux-ciseuis
étre mis en ceuvre par des nceuds a ressourcesemitfbus avons particulierement retenu les
protocoles TLS Handshake, IKE et HIP BEX comme tesilleurs candidats correspondant aux
exigences de sécurité de bout en bout pour I'ld@ Fous les avons modifiés de sorte que le nceud
contraint en énergie puisse déléguer les opératoyiographiques couteuses a un ensemble de
nceuds au voisinage, tirant ainsi avantage de ldg#ééité spatiale qui caractérise I''ldO. Nous avon
entrepris des vérifications formelles de sécuritdes analyses de performance qui prouvent laéuret
et I'efficacité énergétique des protocoles collabfsr proposés.

Dans une deuxiéme partie, nous avons porté nd&etiain sur une classe d’attaques internes que la
collaboration entre les noeuds peut induire et gsigrlécanismes cryptographiques classiques, tels que
la signature et le chiffrement, s'averent impuitsarcontrer. Cela nous a amené a introduire iamot
de confiance au sein d'un groupe collaboratif. heau de fiabilité d'un noeud est évalué par un
meécanisme de sécurité dédié, connu sous le nomstiEnge de gestion de confiance. Ce systéme est
lui aussi instancié sur une base collaborative,sdguelle plusieurs nceuds partagent leurs
témoignages respectifs au sujet de la fiabilité aleses nceuds. En nous appuyant sur une analyse
approfondie des systémes de gestion de confiaristaets et des contraintes de I'loD, nous avons
congu un systéme de gestion de confiance efficaoemos protocoles collaboratifs. Cette efficaaité
été évaluée en tenant compte de la facon dontdreg de gestion de la confiance répond aux
exigences spécifiqgues a nos approches proposéetgtablissement de clés dans le contexte de.l'ldO
Les résultats des analyses de performance queavous menées démontrent le bon fonctionnement
du systeme proposé et une efficacité accrue pporaa la littérature.
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INTRODUTION

A major trend of today's Internet is its extensioto domains, scenarios and even objects that all
would have been considered unrelated to Informatiod Communications Technologies a few
decades ago. Energy management, personal healitonmay safer transportation systems, to name a
few frameworks, benefit from the proven design mkinet protocols and become part of a global
connected world whose foundations lay in the fpatket switched networks and in the TCP/IP
protocol suite.

In fact, it was not the Internet protocols themsslivhat initially opened new domains to
interconnection with the legacy Internet architeettMore useful were advances in energy-efficient
radio technologies and protocols, which were theemtgal bricks to design small size autonomous
communicating modules, able to monitor and act ufian physical world. First Wireless Sensor
Networks (WSNs) relied on leaf nodes that were gyatly data about the physical environment and
delivered it to a central collecting node, ofterowm as the sink node. This latter could be (andmft
was) an IP node, part of the legacy Internet apduah, remotely accessible and manageable.

Today's transition from legacy WSN systems to thierhet of Things (loT) can be in a first
approach summarized as an extension of the Intdm@tdaries up to the leaf devices. Instead of
stopping at the sink node, as was the case in WIiBNgnet protocols can now run between any two
IoT nodes. Accordingly, the architectures and comigation types in the 10T are becoming closer to
those of legacy Internet. Decentralisation is appgawithin once-monolithic, sink-centric sub-
systems whose end nodes are now able to be invalvpder-to-peer, bidirectional communications
with any remote Internet peer.

Figure 1 schematically depicts the transition dkeinet subsets dedicated to the monitoring of
physical assets, from Wireless Sensor Networkkedriternet of Things. It highlights the existente
an intermediary step, namely Machine-to-Machine MM Zommunications. The M2M paradigm
considers that all nodes can communicate with edlecbr on a peer-to-peer basis, but restricts the
application of such communications to a single aden (e.g. home automation or energy
management).

Fig. 1. From Wireless Sensor Networks (WSNs) tolthernet of Things (IoT).

Figure 1 also highlights another characteristithef transition from WSN to the 1oT: the evolution
from a human-centric management to autonomous bmiray This evolution goes along with a
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parallel trend in legacy Internet, in which selsystems (e.g. self-monitoring or self-healing) are
emerging. It is even more worthy in unattendedtteoed and largely vulnerable (to attackers, radio
channel changing conditions or faulty nodes) togias, such as those considered in the WSN, M2M
or loT architectures. Autonomy can be defined &scal (node) or global (system) ability to monitor
the environment, to induce measures needed to atoareforeseen or ongoing incident and to
eventually apply the best corrective action. Thislfjative description can be mapped to a numeric
process, wherein a value obtained as a functiansgft of parameters and expressing the overall node
or system efficiency, has to be maximized. Amongpaomous processes, adaptive ones can be
distinguished from cognitive ones. The former meigbply the same function to varying observed
parameters, leading to always choosing the samweariisconfronted to the same contextual situation.
The latter introduce a learning step as part of tleasoning operation, which makes them aware of
the results of their last decision. As a conseqeenbey dynamically update the performance
evaluation function used to identify the best actio undertake. The node, or system, will therefore
not answer identically to identical situations.

The mere delivery of data from a node to anotheth&s most elementary service in which
autonomous processes take place. Basic IP roufingssentially an adaptive process, wherein
resilience of a service (packet delivery) can bdeieaed even though incidents (faulty routing nodes)
happen, through a specified monitoring and planmipgration (routing table update). Likewise, the
ability of networked nodes to exchange informatiath one another in a dynamically shared radio
environment involve adaptive or even cognitive psses that aim at optimizing the use of a scarce
resource, namely the radio spectrum. In both casgsnomy is complemented with collaboration:
various nodes collaborate with each other in otdgrerform end-to-end delivery of an IP packetoor t
achieve best usage of a radio channel.

The ability for any two nodes of exchanging infotima with one another is however not sufficient
for a networked architecture being deployed in pnity of the physical world (either sensed or acted
upon) and therefore vulnerable to malicious attacksnodes and/or communications channels.
Security is another essential service that hastprbvided. Here again, autonomy and collaboration
offer valuable advantages for the optimisation aasilience of security services. Before going ithie
details of how autonomous collaborative securityises can be profitable in M2M or IoT topologies,
it is worth giving a quick overview of how securitjunctions can be categorized in these
environments.

Classification of information security functions sften approached with the objective of
performing a risk assessment for a system and ¢oteally develop countermeasures to identified
threats. As such, classes of security functionsespond to main families of attacks, wherein an
attacker may attempt to alter informatiantégrity security concept), to access sensitive information
(confidentiality security concept) or to disrupt information-praging servicesgvailability security
concept). Depending on the scenario, the integotyfidentiality/availability kernel can be extended
to include other security services such as nondiggion.

Things are somewhat different when considered ftioenviewpoint of a legitimate member of a
protected topology. For example, the security places applied to set up integrity protection and
confidentiality services between two nodes are wimjlar: generally, an authenticated key exchange
protocol, leveraging on nodes' respective credisntia invoked; a key derivation/diversification
function follows; eventually, the generated keys msed to compute message authentication codes
and/or to run symmetric encryption/decryption aidwns. The whole process is reiterated whenever
secure (confidential and/or integrity-protectedjnoounications have to be established with a new
peer, or when a given key material expires. Orother hand, availability at node's side merelyeseli
on security by design (e.g. use of protocols msiliagainst Denial of Service attacks) —without
requiring active involvement of the node or the ofa dedicated security procedure.
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Fig. 2. Schematic view of the main security threatd corresponding countermeasures.

Figure 2 provides a schematic view of how the threain security properties (integrity,
confidentiality and availability) relate to theissociated security primitives and how they answwer t
corresponding possible attacks. At defender's sidthenticated key exchange protocols represent the
bulk of security primitives used for integrity andonfidentiality. However, they rely on
computationally heavy cryptographic operations,clthinay prevent their use by constrained nodes,
limited in terms of computing power and/or battery.

This limitation is problematic for a wide range rafdes, found in M2M and IoT scenarios, which
precisely exhibit these constraints in both commupower and battery capacity. On one hand, these
constrained nodes are involved in end-to-end tcimses with remote peers, as required by the
decentralized characteristic of the consideredaien On the other hand, the prerequisite for any
secure channel setup, that is, key establishmenildcbe either unaffordable or prohibitively
expensive for these nodes. While latency couldhdeded, this is not where the main problem lies: a
key establishment operation occurs indeed at ttgnbmg of a novel communication without
affecting it afterwards, except when rekeying ieded. For example, a lengthy key establishment
phase, in the order of a few seconds or dozenesawingls, would still be acceptable if it occurretyon
once a day. More critical are the consequencegrms of energy consumption. Battery-powered
sensor nodes can be disseminated in hazardousemeénts. Some are built-in within products and
are expected to have at least the same lifetimideds hosts. Changing a discharged battery could
therefore be either demanding, or unacceptables &heén without considering the consequences on
other neighbouring nodes, which may find themsellissonnected from the infrastructure if their
default route passed through a battery-depleted.nod

This is where collaboration comes into play. It ¢enexpected, from the heterogeneous aspect of
M2M and loT scenarios, that the architecture comigi the constrained nodes also hosts
unconstrained ones. We proposed to take advantdbes dieterogeneity to involve said unconstrained
nodes in a collaborative key establishment prooghsyein they would make available to otherwise
hindered peers their computing and energy capasiliBy delegating the computationally expensive
tasks to a set of peers, a constrained node chukl éstablish secure, end-to-end communication
channels with remote peers instead of relying efficient or vulnerable lightweight alternativesath
include static shared secrets or use of an intdemedecurity gateway.

The reliance on collaboration for any kind of seeyiand even more for the fulfilment of a security
service, should however be done on a controllets b@sllaboration per se may indeed open the way
to a new class of attacks, all the more insidiosigheey would involve internal attackers. Having
already passed cryptographic filtering barriersirdunetwork access control procedures, these latter
have to be identified and excluded based on thelirabiours only. This amounts, in a nutshell, to
introducing the concept of trustworthiness withimetworked architecture. As can be expected,
trustworthiness can be difficult to measure whdfednt nodes providing different services have to
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be assessed by the same trust management systuijalg when these nodes, subject to regular
exhaustion of their (low) resource capabilitiescdime temporarily unable to provide assistance to
their peers without being nevertheless to be gedléis malicious. Of course, truly malicious nodes
exist too and have to be dealt with, even thougisehwould likely try to fail the trust metric by
camouflaging their misbehaviours.

Like the collaborative key establishment mentioaddve, a trust management system is also a
security system instantiated on a collaborativashagherein multiple nodes share their views about
one another's trustworthiness in order to excludebemaving nodes from future selections. The
present PhD thesis therefore approaches IoT sgdroin two complementary levels that leverage on
similar relationships patterns. On one hand, wenititled key establishment as the most crucial
security procedure in the setup of secure chanreats, proposed a novel collaborative key
establishment approach for adapting it to highlsortegce-constrained nodes. On the other hand, we
identified trust management as an essential autonsnsecurity procedure for making viable
collaborative solutions and proposed a cognitiveragch for handling it. Meanwhile, both levels of
collaborative security had to be thoroughly tuneaider to take advantage of (when possible), or at
least to be resilient against the heterogeneityades, capabilities and services that characterize
today's emerging M2M and loT architectures.

OBJECTIVES AND CHALLENGES

The main objective of this thesis is to design dlaborative solution for end-to-end key
establishment in heterogeneous environments. Thective encompasses the following challenges,
which are to be specifically addressed:

- Design of a collaborative key establishment systenswering the constraints and
characteristics of heterogeneous Machine to Macbinaternet of Things environments.
For this purpose, these constraints and their itnpa¢he keying design decisions are to be
investigated.

Adaptation to existing key establishment modes amdtocols. The designed key
establishment protocol will have to leverage orséxg key establishment modes (namely
key transport, key agreement and key distributibighly different to one another, and for
which collaborative embodiments will have to beiglesd —if these modes are judged
suitable for the Internet of Things. Likewise, firposed collaborative solution will have
to fit within the scope of current key establishingotocols (similar syntax and
authentication model).

Security of the proposed collaborative scheme atjaimalicious players. Relying on a
collaborative process, the developed key estabksirsolution will indeed be exposed to
attack schemes targeting its early design. In ondérto be self-contradictory, the security
system we design must be resilient against thetmckat Security by design and
autonomous security will be the key to protecigdiast information disclosure and Denial
of Service attacks. Special care will be taken ratget the established key as well as to
exclude from the collaborative process the maligioufaulty nodes.

Evaluation of the proposed key establishment smiutin order to be satisfactory, the
developed key establishment protocol and its acemyipg security framework must be
validated both in terms of security (formal seguahalysis whenever possible, rigorous
simulation of attacks otherwise) and performanaalfility by constrained devices).

CONTRIBUTIONS

In order to reach the planned objectives, the falg contributions were produced.
An overall overview of key establishment schemes @otocols was carried out. Its results
were confronted to a study of Internet of Thingsarelsteristics and requirements.
Accordingly, relevant key establishment protoctkslonging to the key transport and key
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agreement families were identified. A study of htwvsecurely and efficiently design
collaborative versions of these protocols was cotatl This work is to be published in:

o Y. Ben Saied, A. Olivereau, M. Laurent and D. Zaghk, Lightweight
collaborative keying for the Internet of Thingsubmitted to Elsevier Ad hoc
Networks, 2013.

The technical design of collaborative key estaltisht schemes led to the development of
two classes of solutions, respectively adaptedhto key transport and key agreement
families. Complementarily, we designed a framewéwk lightweight authorisation of
assistant nodes (lightweight signing and validagtilige also focused on the development of
performance evaluation techniques: the securitthefdeveloped solutions was formally
proven using the AVISPA tool. We also designed antjtative performance evaluation
model which allowed us to compare the energy cbgteodeveloped solutions to other key
establishment protocols, with respect to both caatans and data transmissions. Finally,
we developed resilience schemes allowing collaba&eying to withstand faulty assisting
nodes. These contributions were published in:

0 Y. Ben Saied, A. Olivereau and D. Zeghlacteergy Efficiency in M2M
Networks: A Cooperative Key Establishment Sys8hinternational Congress on
Ultra-Modern Telecommunications and Control Systéi@s/MT) 2011.

0 Y. Ben Saied, A. Olivereau and D. ZeghlacB&blissement de clé de session en
environnement M2M entre nceuds a ressources fortdmérogénesComputer &
Electronics Security Applications Rendez-vous (C&R$ 2011.

0 Y. Ben Saied and A. OlivereatlP Tiny Exchange (TEX): A Distributed Key
Exchange Scheme for HIP-based Internet of ThiB§dnternational Conference
on Communications and Networking (ComNet) 2012.

0 Y. Ben Saied, A. Olivereau and M. LaureAt,Distributed Approach for Secure
M2M Communications5" IFIP International Conference on New Technologies,
Mobility and Security (NTMS), 2012.

0 Y. Ben Saied and A. OlivereaD-HIP: A Distributed Key Exchange Scheme for
HIP-based Internet of Thing&irst IEEE WoWMoM Workshop on the Internet of
Things: Smart Objects and Services (IoT-SoS) 2012.

0 Y. Ben Saied and A. Oliverea(k, n) Threshold Distributed Key Exchange for HIP
based Internet of Things10" ACM International Symposium on Mobility
Management and Wireless Access (MOBIWAC) 2012.

The need to reinforce our collaborative approaefisa solid trust model was highlighted
in our previous studies. We therefore conductedraey on collaborative systems security
management. The synthesis of this survey led ugetatify a set of best practices for the
design of a Trust Management System in the framlewbmternet of Things. This work is
to be published in:

o Y. Ben Saied, A. Olivereau, D. Zeghlache and M. reatyi A Survey of
Collaborative Services in Modern Wireless Commuitcag and their Security-
related Issues submitted to Elsevier Journal of Network and Catap
Applications, 2013.

In accordance with the identified best practices, specified a novel trust management
system, named COACH (COntext Aware and multi-sentrtist model for Cooperation
management in Heteregenous wireless networks) mididhted how our proposed trust
management system can be compared with the statbeofrt solutions proposed for
enabling various collaborative networking servicEsese contributions were published in:

0 Y. Ben Saied, A. Olivereau and R. AzzaBQACH: a COntext Aware and multi-
service trust model for Cooperation management iateHegenous wireless
networks 9" International Wireless Communications and Mobilen@uting
Conference (IWCMC) 2013.
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STRUCTURE

This thesis report is organized as follows. Wetdtarchapter 1 with a review of the challenges
introduced by the transition from legacy Interreiriternet of Things, especially from the viewpoint
of security. We highlight the relevance of the lesyablishment problem and its general inconsistency
with nodes constraints. We assess the adaptatailttye 10T paradigm of the legacy Internet protscol
as well as that of ad-hoc solutions purposely desigto fit the needs of constrained devices; we
conclude on the inadequacy of either to managetenehd security associations involving highly
constrained nodes.

Consequently, we introduce the concept of collabgekey establishment in chapter 2, with the
objective of providing a means for highly constelmodes to establish end-to-end secured contexts
with distant peers. New collaborative key estalplisht techniques are proposed for key transport and
key agreement schemes. Accordingly, we detailsptleeequisites and bootstrapping approaches for
these techniques, as well as their actual embod@weithin the retained security protocols identfie
in previous chapter. We also provide a detailedoperance evaluation from the points of view of
security (formal security analysis) and energy comstion (evaluation of computation and
communication energy costs) that proves the pertmef our proposed key establishment approach.

With collaborative key establishment arises thedrnteechoose the best peers to outsource security
functions to, a recurring need in collaborativegasses. For this reason, we explore in chaptee 3 th
collaborative solutions for networking servicesttleaist in the literature, as well as the security
mechanisms that are designed to protect them. Briznstudy, we identify both useful design choices
and improvable areas, especially with respect miegbility of a common trust management system
to a wide range of collaborative services, invalvimtodes whose resource availability is expected to
vary a lot over time.

These considerations lead us to propose in chaptar novel trust management system for
collaborative networking services in the InternétTdings. Along with the specification of this
system, we pay a particular attention to its betavivhen subject to a class of attacks specifically
designed to target trust management systems. Hudtgeshow that our proposed system is able to
withstand these attacks more efficiently than dignterparts that exist in the literature.
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Chapter 1. KEY ESTABLISHMENT IN THE
INTERNET OF THINGS

1.1. INTRODUCTION

The heterogeneous nature of Internet of Things)(lahitecture, involving a wide variety of
entities with different resource capabilities, m@mké challenging to provide end-to-end secured
connections. A direct use of existing key exchasghemes between two loT entities may be
unfeasible unless both entities be able to run(é&x@ensive) cryptographic primitives required to
bootstrap them — thus leaving aside a whole clagesmurce-constrained devices. Clarifying how
existing security protocols can be adapted tolfthese new challenges still has to be improved. In
this chapter, we revisit existing end-to-end sdgustandards and key establishment schemes and
discuss their limitations considering the specdifienarios of the IoT. After having defined in sawati
1.2 the concepts that underlie the Internet of @&inve introduce in section 1.3 the technical eleme
that will help us to characterize a key establishinpeotocol. We then carry out an in-depth study of
the key establishment solutions that have beenogeapfor constrained devices, from legacy WSNs to
Internet-integrated pre-loT topologies. We concltide chapter in section 1.5.

1.2. FROM LEGACY INTERNET TO THE |OT

The current transition from legacy Internet to tneg of Things (IoT) involves multiple changes in
its communication paradigms. The diversity of scmsawhere internetworked entities have to
exchange information with one another without hunaeraction is increasing and is planned to
extend to almost all environments, from individeaktomers’ everyday life to industrial processes.
Accordingly, more and more objects become ableotorounicate, following as a rule of thumb an
always greater interaction with the physical worldhich is not only timely and accurately sensed but
also understood and acted upon. Wireless sensmoret[1] were the first step in this direction.

Wireless sensor networks (WSNSs) consist of a lamgmber of physical devices, geographically
close to one another, deployed inside a monitoie] and communicating together in a wireless
multi-hop manner. These devices target the sanmectbg: the wireless infrastructure they build aims
to detect events that take place in the monitoreit@ment and convey results of sensing to a small
number of dedicated gateways called sinks, whicanmally send aggregated data to remote
management units. WSNs are widely applied in aelangmber of monitoring applications such as
military, environmental, health, home and industaaplications. Usually sensor nodes are small and
inexpensive devices powered using batteries, sbthiegr capabilities in terms of both energy and
computing resources are highly constrained. Acogpgli optimizing energy consumption has been
the key motivation in the research field of sensetworks. Proposed protocols and applications are
being designed keeping in mind energy efficiencgrdirecently, energy harvesting technologies have
been proposed for the same goal of maximizingifetrhe of the WSNs: a sensor node can be able to
draw energy from the environment and supplemestbattery, as long as it disposes of a harvesting
circuit and a nearby convertible energy source sisclight, wind or vibrations.

Machine to machine (M2M) environment, largely exl@g the sensor networking model,
represents a more advanced type of network refetoilata communication between physical devices
without human intervention [2]. M2M networks inhefiesource-limited, un-guarded and mass
deployed nature of sensor networks while developintprough embedded intelligence and self-
organisation. The Machine to Machine (M2M) paradicgm be characterized by three main features.
First, it involves a highly diversified pool of c@onents, ranging from low-resource sensors to
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powerful servers, these components being distribater a large geographical environment. Second,
it emphasizes the increase of autonomy, as compaitbdlegacy Internet. While all of the M2M
systems are designed to provide decentralisatidnmanimize the requirement of human involvement,
most advanced ones may even implement functionsitaition awareness, self-organisation or
cognition. Finally, M2M systems adopt a distributsmmmunication model wherein any two nodes
may establish relationship with each other, praditteat one is offering the service, or resourcdachvh

is needed at the other end. To that respect, MAterys broke the logical and topological simplicity
of sensor networks. Contrary to what happens in ¥/$heE communication path between two nodes
does not have to follow a hierarchical path, ergmf sensor to sink, and from sink to remote
management units. A sensor in an M2M environmetit likely have direct communications with
other peers irrespective of their distance, rold eapabilities, provided that these relationships a
desirable from the viewpoint of the M2M scenaridisTnovel paradigm, wherein nodes communicate
with a large set of heterogeneous entities throauglecentralized pattern, leads to situations where
unbalanced resource capabilities between the tworamicating peers are confronted.

The Internet of Things further extends the M2M paye into two directions. First, it aims to
interconnect much wider sets of objects, even ttibae were not natively supposed to be able to
communicate. Barcodes and tags allow otherwiset inbjects to advertise their presence and
sometimes to receive and store information. Thikesdahem part of the connected world. Second, the
IoT targets universality and global interoperapilithereas most M2M architectures are dedicated to
the fulfillment of a given task, be it wide-scake.d. Smart Grid operation [3]) or small-scale (e.qg.
home automation [4]). The advantages of intercammgdiuge sets of “things” belong to the fields of
adaptation (ability to sense / act on the enviramjnand autonomous orchestration of new services
(interactions appear when entities discover ealsarpalong with their needs and capabilities) his t
perspective, 10T is defined as a global architectaaturing a large number of heterogeneous players
with a wide variety of mechanisms and scenarioschdeading to the vision of “anytime, anywhere,
any media, anything” communications.

1.3. REVIEW OF KEY ESTABLISHMENT SCHEMES

Like legacy Internet nodes, loT nodes require sgcdor their communications. The major
requirements related to security concern authdititaconfidentiality, non-repudiation and data
integrity. These security services rely on the use cryptographic primitives consisting of
encryption/decryption and signature/verificatiomesmes. In turn, these primitives require an initial
key establishment process that must fit to the dapabilities and cost constraints of loT components
most of which cannot implement complex securityesobs. Key establishment protocols exist in
today's Internet. However, the underlying cryptpgia algorithms are either too heavy to run on
resource-constrained nodes, or do not provideisfaebry security level.

Key establishment protocols, also named key exahangtocols, are used tgrovide shared
secrets between two or more parties, typicallysiobsequent use as symmetric keys for a variety of
cryptographic purposés[5]. These purposes include the use of symmatifphiers and message
authentication codes, which are in turn used asiriggcprimitives for enabling various security
protocols such as source authentication, integribyection or confidentiality.

The word "protocol" in the above definition could misleading, because it is used in multiple
contexts in which its sense changes slightly. & thais to be clarified first.

1.3.1.  Algorithmic protocols, communication protocols

A protocol can be defined as 'multi-party algorithm, defined by a sequence teps precisely
specifying the actions required of two or more f@tin order to achieve a specified objectis].
This definition however encompasses two kinds obtqools that exist in the world of
telecommunications and that collide in the fieldseturity. On one hand, classical communication
protocols of the OSI model — as specified for exanipthe Internet Engineering Task Force — define
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how two or more networked entities interoperateeskh protocols include precise packet format
specification along with state machine definitio®n the other hand, cryptographic algorithmic

protocols define how two or more logical entitiesrg out a cryptographic operation. They define

mandatory elements for doing so, such as the datatwes that have to be transported, and the
corresponding order. They do not specify, howetiery data are to be transported (e.g. encoding,
optional parameters, resilience support, network@gmeters...).

Let us take the example of the key establishmemtrajpn for the IPsec protocolThe key
establishmentommunicatiomprotocol for IPsec, in the sense of the firstwiéfin, is the Internet Key
Exchange (IKE, [12]) protocol. However, the keyaddishmentalgorithmic protocol for IPsec, in the
sense of the second definition, is the cryptogmpinotocol on which IKE relies, that is, the Diffie
Hellman protocol. This distinction is clear andiasnderstandable. Things become more complex
however when a single communication protocol, saglEAP, can leverage on a multitude of distinct
algorithmic protocols. Complexity increases everrenohen the algorithmic protocol within a well-
known telecommunication security protocol such &8 Tan be entirely modified through the mere
change of one bit in the handshake sequence. ®timdadion between these types of protocols is
therefore of high importance. Unless otherwise estatthis chapter deals with cryptographic
algorithmic protocols

1.3.2. Classification of key establishment protocols

Key establishment protocols can be classified afiogrto three criteria: the key delivery scheme
(key transport or key agreement), the underlyingptorgraphic primitive family (symmetric or
asymmetric) and the authentication method. The muna involved peefs(two, peer-to-peer or
three, server-assisted) is sometimes added to trigeia. These notions are discussed in what
follows.

1.3.2.1. Key transport vs. key agreement

A two-partykey transporprotocol is a protocol that runs between two pdarsshich one or more
secret value(s) are generated at one or both pewlssecurely transferred to the other peer. The
resulting key is obtained as a function of thegfarred secret values and possibly of other paennet
that may have been exchanged as part of key trenspo

In a one-pass key exchange, only one secret valgent from one of the peers to the other. The
established key may be either this secret valwdf,iter may be derived from it along with other
parameters, such as nonces. In a two-pass key mgehboth peers exchange secret values that are
used as input for the key generation function. N it is generally not safe to let one partner
entirely control the key value.

A variety of server-assisted key transport is thstrithution of a session key from a central server
(key distribution center) to two peers. This regsjrof course, that the central server be able to
perform the distribution in a secure manner, eigough pre-established secured channels to both
peers. Another, less frequent, variety of serveiséed key transport consists for the server tomet
peer generate the session key, obtain it frompées, and retransmit it over another secure tuimnel
the second peer. In this second variety the asgis@rver is called a key translation center.

A two-party key agreemenprotocol is a protocol that runs between two pearswhich the
resulting key is derived at both peers from pubtiormation exchanged between the peers. While
said public information might take the form of amce/pted secret, the decrypting of this encrypted
secret by either the recipient peer or by the patjng peer itself is never required.

The Diffie-Hellman (DH) protocol [6] is the best dwvn and most widely used key agreement
protocol. It requires that two peers A and B fiagiree on appropriate primp) (and generatorgj.
Then, A and B choose secret values, respectaegdb, compute the corresponding public values,
respectivelyg® mod p andg® mod p, and exchange these public values with each offer. same

! Actually, a protocol suite made of the AH and Ef6tocols.

2 In the literature, these protocols can also béydased as "methods", "algorithms" or "sub-protstol

% A key establishment protocol runs between two oremparties. In this thesis, we focus on peer-&r-fjgairwise) key establishment and do
not consider the joint setup of a group key betwaere than two parties.
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Diffie-Hellman shared secrét is then obtained at A by computingf fnodp)® and at B by computing
(¢* modp)®. The protocol exchange is depicted in figure Dbel

%

I
Fig. 3. Diffie-Hellman key agreement.

An often claimed security property of the Diffiedhhean protocol is the perfect forward secrecy.
This property ensures that the established seowdt ot be retrieved even though all long-term
secrets of both peers are divulged. In the baskeBifellman protocola andb are random numbers
that are dynamically chosen as part of the key gmmant protocol and immediately erased from
memory afterwards. They could therefore not beifiedlas "long-term secrets", which ensures that
the Diffie-Hellman protocol fulfils the perfect foard secrecy property. This should not be
generalized to all key agreement protocols, tho&gme key agreement protocols are based on key
pre-distribution. For example, the variant of th#fiB-Hellman protocol used in the HIP-DEX key
establishment communication protocol (reviewed imatvfollows) requires that the Diffie-Hellman
secretsa andb be statically fixed and remain the same in all &stablishment operations. This use of
Diffie-Hellman leads to losing the perfect forwasekcrecy property that is generally associated wvith

1.3.2.2. Cryptographic primitives

Both key transport and key agreement exist in ennbeats that rely either on symmetric or on
asymmetric cryptography. These cryptographic prag should not be confused with those of the
authentication mechanisms that may be integratdutive key establishment protocol and that are the
subject of the next classification criterion. Tardfly this distinction, let us take again the exdanpf
the Diffie-Hellman key agreement protocol. Diffieeman is based on asymmetric cryptography
primitives (actually, most of the key agreementtpecols are). Yet Diffie-Hellman, natively
unauthenticated and vulnerable to man-in-the-midtlgcks, has to rely on authentication techniques,
some of which can be based on symmetric techniques.

Considering only the key delivery scheme and thgtographic primitive type, four cases are
possible:

Key transport based on symmetric cryptographic pisies. This category regroups algorithms in

which two peers, already owning a shared key, degwmother one. Such operation typically

happens when a symmetric key has to be refreshedhen an ephemeral secret (e.g. transient
session key) has to be derived from a long-term one

Key transport based on asymmetric cryptographimigisies. In this category are found various key

establishment protocols ranging from simple onespascryption of a secret key with a public key

to more complex X.509 keying protocaols.

Key agreement based on symmetric cryptographicifives. A corresponding protocol, Blom's

scheme, is presented in [1]. Although interestirdisociating the key agreement notion from the

Diffie-Hellman protocol, one cannot but notice teath algorithmic protocols are not used by main

(and even minor) communication protocols.

Key agreement based on asymmetric cryptographiigpres. With rare exceptions, this category

is composed of the Diffie-Hellman protocol andvésiants.
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1.3.2.3. Authentication method

Authentication for a pairwise key establishmentqcol relates to the ability, for one or both nodes
that undertake it, to bind the established key rateith the identity of its peer. While it is gerally
a good thing to have a pairwise key establishmestbpol authenticate both peers to each othes, it i
not always the case. Commonly, only one peer isesuticated to the other; the authentication of the
other peer, if required, has then to be ensureahlbyher mechanism, possibly at another layer.

Authentication brings us back to the distinction im&oduced in the beginning of this chapter
between algorithmic and communication protocolsm&oalgorithmic protocols natively provide
authentication. This is the case, for example, oha-pass key transport protocol wherein a session
keyk is sent from a node A to its peer B, encryptedh\Bis public key. This protocol achieves indeed
more than confidential key delivery: it proves totifat a node knowing must be identified as B,
since only B is expected to have been able to Hecifhe message containikyy On the other hand,
as mentioned above, the Diffie-Hellman protocolsinet natively provide authentication. The Diffie-
Hellman public values have therefore to be autbatéd at communication protocol level, as is done
by the IKE protocol, which ensures through dig#iginatures or keyed hashes that their origins ean b
validated.

Like those of key establishment protocol, the apgpaphic primitives that underlie the
authentication method can be classified as symonedtiasymmetric techniques. With the objective of
defining the best practices for an loT key estaintient protocol, it is worth, though, going beyond
this distinction and considering the underlyingntity models. The categories of authentication that
can be distinguished are listed hereafter. Foitglegasons, this list is made simpler by assuntivag
mutual authentication is desired, and that bothigoese the same authentication method to each. other
- Shared secret —based authentication. This is #ssichl symmetric authentication scheme wherein

two parties are statically configured with, or othise acquire, a common shared secret mapped to

their respective identities.

Static public key authentication. In this asymneetuthentication scheme, the two parties are

statically configured with their respective pulitieys, mapped to their respective identities. Prpvin

the knowledge of the corresponding private key iaiy ensures ownership of the matching
identity.

Certificate-based authentication. This is a var@rthe previous category, wherein the mapping of

a public key to an identifier is not a static cgufiation parameter but is obtained in the form of a

signed certificate. Certificate-based authenticatiequires that a third party, the certificate

authority, be trusted by both authenticating peers.

Cryptographically generated identifiers. This fanof asymmetric techniques changes the implicit

assumption that any kind of identifier can be anticated, provided that it is securely bound to a

public key. These techniques assume indeed thautieenticated identifier of a node is obtained

from the node public key, e.g. in the form of athafkthis public key. Mechanisms are then defined
in order to build protocol stack identifiers (typlly, IPv6 addresses) from these cryptographically
generated identifiers.

Identity-based authentication. This last set oframgtric techniques bases on the Identity Based

Cryptography paradigm wherein, oppositely to thevjigus category, a node’s public key is derived

from its identity (whatever the format of this idiey). Like in all asymmetric techniques, a node

proves its identity by providing a proof of knowtgdof the corresponding private key.

1.3.2.4. Synthesis

Our objective is here to provide a global viewt# £xisting algorithmic protocols, in order to ease
the identification among them of the best candsléte 10T key establishment. This synthetic global
view is provided in the form of a table, on whicle whose to superpose the most known/used
communication protocols. Usability ofalgorithmic protocols within communication protocols
currently in use in today's Internet is indeed itea that should not be left apart: the Interokt

4 The two steps of ensuring that only B may knowkiagk and obtaining the proof that some node knows #yklare respectively
designated in [5] aisnplicit key authenticatioandkey confirmationTogether, they form thexplicit key authenticatioproperty.

27



Things will definitely not start with a "clean stdtdesign approach, but will likely have to intezogite
with widely adopted protocols of legacy Internet.

Table 1. Classification of key establishment prote@xcording to the key delivery scheme and auttetitin method, with
main key establishment communication protocolsesgnted in overlay.

4) %)

4y 5 %

As can be seen in Table 1, the existing key estafient communication protocols mainly base on
asymmetric cryptography, be it for the deliveryfament scheme itself, or for the authentication
method implemented within the protocol. Empty céllshe table are mostly found in the symmetric
key transport and symmetric key agreement colurBysametric key transport protocols do exist,
though; however, they mainly consist in key refréstey derivation protocols, which we found did
not fully qualify as key establishment protocolsilydthe MIKEY [7] and TLS-PSK [11] protocols are
included in the column, since they are used taridige session keys from long-term shared keys.
Symmetric key agreement protocols are uncommorreauire complex setup (pre-distribution).

1.3.3.  IoT key establishment: generic design decisions

This subsection reviews the generic design deddioat are involved in the identification of a key
establishment protocol for the Internet of Thingsese decisions fall into four main categoriesstho
that are related to the fulfilment of security regments, those that are related to pervasivertbss (
Internet of Things is to encompass a wide variétgewvices and networks, including legacy Internet),
those that are related to efficiency (among loTicks; some are resource-constrained) and those that
are related to adoptability or interoperabilitygtloT should preferably use proven and deployed
technologies and protocols).

1.3.3.1. Security

Contrary to wireless sensor network security, dgcun the IoT context involves end-to-end
communications. The decentralized and bidirectido@l communication paradigm also rules out the
definition of staticclient andserverroles: depending on the context, it is expectéidé an loT node
will act alternatively as a client and as a servédrese considerations translate into two security
requirements. On one hand, end-to-end securityldhmei provided. This means that only the two
participants involved in the pairwise key exchapgetocol should have access to the generated key.
On the other hand, mutual authentication has tgroeided. The two peers that establish a key
between them should in the meantime authenticagatb other and bind the generated key to their
respective identities.

1.3.3.2. Pervasiveness

By qualifying the Internet of Things as "pervasivele refer to its foreseen universality, as a
communication network interconnecting much more esodhan today's Internet, and actually
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encompassing this today's Internet. Pervasivengssagditional requirements on a key establishment
protocol for the 10T. Especially, it makes it highinlikely that two nodes wishing to generate a key
between them can leverage on a pre-existing sgeetdtionship based on long-term shared secrets or
static public keys. For this reason, dynamic asytrimé&ey delivery schemes and authentication
methods should be favoured when designing an lgTek&ablishment protocol.

Pervasiveness also means that any two nodes maytbawmteroperate with each other, without
considering their respective nature. Special choells therefore be taken, when designing an loT key
establishment protocol, to make sure that two nadigs important differences in capabilities are
nevertheless able to generate a key with each.other

1.3.3.3. Adoptability

The Internet of Things will not emerge through thefinition of entirely novel protocols. The
approaches that rely on key generation schemegtioertication methods of limited usage should not
be favoured. Of course, interoperability mechanismith these latter should be developed when
desirable, though.

At this stage, it is worth quickly describing theot most widely adopted end-to-end security
protocols we refer to in Table 1.

The Internet Protocol security (IPsec) [8] resideshe Network Layer of the OSI Model, which
enables it to function independently of any appiara It creates a secure (encrypted and/or irtiegri
protected) tunnel between two endpoints, througlthvbata can be exchanged safely, without being
vulnerable to eavesdropping, packet forging/replgyr sender spoofing attacks.

Like IPsec and unlike hop-by-hop solutions, thengport Layer Security TLS [9] provides the
same end-to-end security services at the trandpyper while still being application-independent.
Hence it can encapsulate higher-level protocoleriag on top of the transport layer protocols. TLS
has been designed to work with reliable transpastoggols providing in-sequence delivery, such as
the Transmission Control Protocol (TCP). Receralglatagram-oriented variant DTLS [10] has been
proposed to operate on top of datagram-orientesp@t protocols, such as the User Datagram
Protocol (UDP). Both IPsec and TLS have the sams@deand provide equivalent security measures.

IPsec and TLS security protocols rely on the usecofptographic mechanisms such as
encryption/decryption block ciphers and hash fumgj in order to ensure the required security
services for a communication. In turn, each of eh@&chanisms requires an initial key establishment
phase allowing two communicating entities to autivate each other and set up the required
cryptographic keys. TLS protocol is preceded byaadshake protocol called TLS Handshake, which
is responsible for key establishment and authemditalikewise, the Internet Key Exchange [12]
protocol and the Host Identity Protocol Base ExgeafHIP BEX) [13] are both designed to perform
keying for IPsec protocol. In practice, IKE is bgr fthe most widely used IPsec keying protocol.
Nevertheless, HIP BEX, the base key exchange mexrhast the Host Identity Protocol (HIP) [13], is
gaining momentum in the Internet of Things. InddétP is a secure protocol that provides not only
identifier ownership and identifier/locator splibut also supports mobility and interoperability],
in addition to being based on a mature, provengdegor which various embodiments on different
OSl layers have been proposed [15], [16].

Each of these key exchange schemes independengenmants specific techniques and
cryptographic algorithms to derive a secret key emsure the required mutual authentication between
the endpoints of a communication.

1.3.3.4. Efficiency

Efficiency has always to be considered when desgyai new protocol. Four criteria are especially
relevant when assessing cryptographic protocotieffty: the number of exchanged messages, the
needed bandwidth, the complexity of computationsd d@he possibility of pre-computations.
Importance of these criteria increases when desigai protocol that will have to be run by highly
resource-constrained nodes with low computatiooalgs, low memory, and limited battery capacity.

®> Beyond being reasonable from an implementationtpafiview, the distinction betweea whoma data unit
should be sent, anb which locationit has to be routed offers interesting opportesitin the field of IoT,
especially for aggregation or resilience purpogdgre the identifier/locator bindings can becomitegioose.
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Overall energy consumption, induced by both comjurta and message exchanges, is a good metric
for these nodes. A protocol will be defined as nmeffecient than another if it obtains a metric valu
inferior to that of the other, while providing tlsame security level. Efficiency requirement is an
important concern in the IoT, since we considet thast of its components are resource-constrained
and heavy protocols may hinder their integration.

1.3.3.5. Synthesis

From the design decisions reviewed above, we caaptadur initial classification of key
establishment protocols in order to identify amdmgm the most suitable to the Internet of Things.
The results of this identification are presentedable 2.

Table 2. Refinement of the key establishment prdsociassification. Some candidates are ruled dbeeibecause they are
not judged secure enough (no end-to-end secudtypecause they would not meet the 10T pervasiwersguirement, or

because their adoptability is evaluated as low wépect to their use as of today. Efficiency is diecussed here, but will
be the most important evaluation metric in the rsedtion.
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Table 2 was obtained as follows. First, solutioglging on key pre-distribution were discarded, as
they did not meet end-to-end security requiremeftsen, solutions relying on symmetric
cryptography or assuming initial knowledge of pgeblic key were discarded as they did not meet the
pervasiveness requirement. It has to be notedillese first two requirements do not contradict each
other: dynamic obtaining of asymmetric public kekisough certificate and induced reliance on a
certificate authority are different from lettingetirusted third party generate the keys for bottrge
and be thus in position to launch a key escrowcktt&inally, we discarded the solutions that were
based on identity-based cryptography, which we idensd not adopted enough.

The most relevant communication key establishmemwtopol candidates, retained from the
juxtaposition of Table 1and Table 2, are summariretable 3.
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Table 3. Retained key establishment protocols fedafi before considering the efficiency metric.
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1.4. APPLICABILITY OF EXISTING KEY EXCHANGE SCHEMES FOR |OT SCENARIOS AND
RELATED WORK

In this section, we assess the retained key estadint schemes of Table 3 from the point of view
of the efficiency requirement. These schemes iresblwavy asymmetric cryptographic primitives that
impact both energy and storage resources of a coioating entity. The resource constraints of most
IoT components limit the implementation of thesenptex cryptographic mechanisms required to
perform the key establishment, which could rapidhain their resources and reduce the network
performance. Existing end-to-end security protosalsh as TLS and IPsec, with their actual resource
intensive key exchange design, could not direatjyecwith the envisioned scenarios and requirements

in the I0T. The feasibility of these security stardb has to be revisited to adapt them to the loT
scenarios.

1.4.1. Energy model of a constrained 10T node

We consider the following example system to underthe need to address energy efficiency issues
in key establishment protocols: we determine therggn model of the popular sensor node TelosB
[17] featuring the 16-bit MSP430 microcontrollerthva clock frequency of 4 MHz and operating at a
transmission data rate of 250 kbps. Telgs®yered by two AA batteriesuns TinyOS and embeds an
IEEE 802.15.4 compliant RF transceiver. This plaitfas the successor to the Mica family of motes

(Mica2dot, Mica2 and MicaZ). It offers lower poweonsumption and longer battery life compared
with the Mica2dot and Mica2.

® Shared secret or static public keys IKE authetiinamethods are not considered here, since theyotlo

meet the pervasiveness requirement. EAP-based lidEtti2entication would likely rely on a certificatesed
EAP method.
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Table 4. Energy costs of communication and comjmurtak operations on the TelosB platform.

Operating mode Energy cost
Transmission (1 bit) 0.72 pd
Reception (1 bit) 0.81 pJ
Symmetric encryption AES-128 (one 128-bit block) 472ud
RSA-1024 Sign 245 mJ
RSA-1024 Verify 1.24mJ
Diffie-Hellman-1024 public value generation 60 mJ
Diffie-Hellman-1024 shared key generation 105 m{

Table 4 presents the energy consumption for comeoammunication and computational operations
that we obtained for a TelosB platfotnResults show that when asymmetric cryptograpperations
are performed during a key establishment protadba, node is observed to consume energy in the
order of mJoules. The most demanding operationterims of energy are the computation of the
Diffie-Hellman shared key, immediately followed Ilye generation of the Diffie-Hellman public
values. Signatures computations are also non rilelgligperations from the point of view of a highly
resource-constrained node. Verifications, though, more affordable since they are 20 times less
expensive than their signing counterparts. Beintheforder of pJ, the communication (transmission
and reception) and symmetric encryption costs amesiderably lesser than those of asymmetric
cryptography operations.

Putting these cryptographic mechanisms in persgegtith each other, as well as in perspective
with the overall battery capacity of the TelosB (BA-sized NiMH batteries, that is 2x 7.7 kJ)
emphasizes how full reliance on heavy asymmetyptographic operations to set up shared secrets
would speed up the battery drainage. This motivaget investigate techniques to facilitate energy-
efficient execution of security protocols in thentext of the Internet of Things.

1.4.2. Related work: energy-efficient key establishmehittisms

The need for energy efficient solutions was inigiakdentified to accommodate the resource
constraints of WSN nodes. To that respect, thegdesi a lightweight key establishment system for
WSNs was recognized as a highly relevant challerage] led to the development of several
mechanisms. Early on, these mechanisms were adapthé existing WSN topologies. Since these
latter were both highly hierarchical and eithercdisnected from the Internet, or connected to it by
means of dedicated gateways, these systems favbapely-hop security. Another reason for relying
on hop-by-hop security was the implementation afusiey mechanisms at the link layer, which
certainly allowed for lightweight communication gta and more efficient bandwidth management
but also restrained the scope of the provided #gcservices (integrity and confidentiality) to one
single hop.

Recently, under the umbrella of 10T, integratingsr nodes with the Internet to support direct
communications between Internet hosts and senstgsnbecame a challenging goal. Accordingly,
sensors communications stacks became more comgredeand the all-IP paradigm began to look
like a viable solution for sensor nodes too. WitlBM/IP nodes arose the need for end-to-end secure
connections between these and remote IP Intermitsndypassing the dedicated WSN gateways. The
adaptation of the legacy Internet end-to-end sBcuiotocols, namely IPsec and TLS, to the
constrained WSN systems led to solving a varietygoéstions. These protocols were initially
designed for unconstrained nodes, and their applivato WSN nodes required to reshape them in
terms of state machine complexity, data structares mostly, cryptographic primitives. Accordingly,
recent scientific works have been proposed thatrites lightweight key establishment schemes to
efficiently implement IPsec and TLS on constraidesdlices.

" The analytical process for doing so is descrilpeithé next chapter.
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This subsection reviews the approaches proposetthéynternational research community with
respect to lightweight key establishment for sensmdes. The reviewed schemes range from the
initial solutions proposed for traditional WSNs tioe latest approaches that try adapting legacy
Internet security protocols to IP-based WSN nodessidered as being part of a global Internet of
Things.

1.4.2.1. Efficient key establishment schemes in traditiéhi&Ns

Several key establishment schemes have been prbjposaditional WSN deployments in order to
cope with the resource constraint nature of sedesweices. Most of the proposed approaches rely on
symmetric cryptography primitives due to their lawsource consumption. Such solutions are
considered more efficient for sensor nodes. Thetmelevant researches are described in what
follows.

The simplest solution is to set the same masteeskey in all the nodes. Any pair of nodes can
then use this global secret key to achieve keybkskanent and exchange a secret pairwise key. This
solution is however highly vulnerable to node coompise, since a successful attack on one node,
allowing to retrieve the master secret key, me&as the overall network security system is broken.
Another key pre-distribution scheme is to let eaehsor node carf 1 secret pairwise keys, each
pair being shared between this sensor and onecafttierN 1 sensors N being the total number of
sensors). However, this scheme is unfeasible fis®s with an extremely limited capacity of storage
becauseN could be large. Eshenauer and Gligor proposedl& & random key pre-distribution
scheme: random sets of keys are distributed to sasor and after deployment, any pair of nodes has
at least one shared key to use as their secretipaikey. Chan et al. in [19] proposed-aomposite
random key pre-distribution scheme that improves tésilience of the network compared to the
Eschenauer-Gligor scheme. The difference isdle@mmon keys — instead of just one — are needed to
establish secure communications between a paio@és The secret shared key is the hash ofjthe
common keys.

Liu et al. proposed in [20] a key pre-distributischeme that relies on location deployment
knowledge in order to improve the probability ofyk&haring. The keys are assigned according to the
geographical position of sensor nodes. A similgragch is also developed in [21]. Such solutiomes ar
impractical in sensor networks with randomly depldytopology. A polynomial based key pre-
distribution scheme is proposed in [22]: a polyransihare is distributed to each node and using it,
any two nodes are able to establish a pairwise key.

Perrig et al. proposed in [23] SPINS, a key managegrmrotocol that relies on a trusted base station
to distribute keys. Two sensor nodes use the ldasersas a trusted third party to set up theirviae
secret key. SPINS includes two parts: SNEP (Seblgwvork Encryption Protocol) that secures
communications between a node and the base swtibetween two nodes, andESLA ( Time
Efficient Streaming Loss-tolerant Authenticatioigat authenticates packets coming from the base
station.

Nevertheless, symmetric key based schemes areapplicable to legacy sensor nodes, which are
seen as belonging to sensor networks, themselvesected to the internet via dedicated gateways.
These schemes are based on pre-shared keys beatiffessmt nodes within the same sensor network.
In view of the loT scenarios, however, a sensorenigdconsidered as a part of the Internet able to
establish end-to-end communications with externéties without requiring any initial knowledge of
these external entities or any prior authenticatiomtext or pre-shared keys. In terms of secutigse
schemes rely on link-layer security and are espgcialnerable to node compromise. Besides,
symmetric algorithms offer poor authenticity andadiategrity services since Message Authentication
Codes (MACs) are not publicly verifiable. Scalaliland complex key management remain also
significant issues considering a large-scale semstwork which needs to generate a huge number of
shared keys and then install them in sensors bé#feredeployment.

In order to eliminate the complexity of key managetmand increase the security level within the
sensor network, many researchers investigatedpgpkcation of asymmetric cryptography to sensor
networks in order to provide the best trade-offileetn security services, computation overhead, and
memory requirements. The security services (e.g-rapudiation) and protection level (e.g. resilienc
to node compromise) it offers are more evolved tthase offered by symmetric cryptography. Lopez
in [24] highlights the limits of using symmetricyptography in sensor networks and promotes
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solutions based on public key cryptography to enbdhe security of the entire system, while warning
against complex computations. The author emphasizesimportant role that Elliptic Curve
Cryptography (ECC) can play to overcome the contmutal complexity of public key algorithms.
ECC was the top choice among different public agpaphy algorithms due to its lower energy
consumption, fast processing time, compact sigeafuand small key size. For example, a 160-bit
ECC key size guarantees a level of protection edemt to a 1024-bit RSA key, with an energy
consumption reduced by half [25]. The authors @&f [@resent lightweight implementation of public
key cryptography algorithms relying on elliptic eas and claim that using ECC-based key
establishment solution is the best trade-off betwagergy consumption and security level.

Alternatively [27], [28] focus on making the welikawn RSA public key cryptosystem [29] more
adapted to resource-restrained devices using d BB8Al public exponentg] and a short key size. For
example, Watro et al. in [28] develop the TinyPlsteyn that allows implementation of PKI in sensor
networks. The concept requires the use of smaliXk Rarameters (key size, exponent) and the use of
public key operations only at the sensor devices Thmes, however, at the price of a lower security
level [32]. Huang et al. [30] and Kotzanikolaouatt [31] propose hybrid protocols that combine
standard Elliptic Curve Diffie Hellman (ECDH) keygr@ement and implicit certificates with
symmetric techniques in an effort to reduce theeasgpve elliptic curve random point scalar
multiplications at the sensor side. The cost patenfor key establishment is effective due to the
combination of symmetric encryption in the randati@n process and the use of Schnorr signatures.
This approach reduces the high cost of public kegrations by replacing asymmetric-key operations
with symmetric-key based ones and thus joins theamtdges of both approaches. However,
communications with an external party become lesssible, since both peers have to share a
symmetric key.

To make public key cryptography practical in WSIS2][ [33] [34] have proposed hardware
solutions that extend computational capabilitiesao$tandard node through low power hardware
modules. Results show that these additional haehiraplementations help to provide the security
services with less energy consumption and at aclost; however, it could be a hard task taking into
account the cheap and small design of sensor device

With the wide deployment of WSN applications, afetiént model of sensor networks, named
Heterogeneous WSN (HSN), has emerged over thes¢astral years. Contrary to the homogeneous
sensor network, in heterogeneous networks diffesensors with different capabilities, sensing for
different applications coexist in the same monidcgavironment.

Accordingly, Mache et al. developed in [35] a hgbkiey establishment framework for resource-
restrained sensor networks that exploits heteragemd sensor node deployment, basing on a
combination of symmetric and asymmetric operatidiite idea is to use less expensive symmetric
cryptography on the first part of the path fromsarto sink until a resource-rich gateway is redche
and then to use more expensive public-key crypfdgran the second part of the path.

Riaz et al. proposed in [36] three key establisinsimemes: SACK based on symmetric key
cryptography, SACK-P based on asymmetric key ciyatphy and SACK-H which relies on a hybrid
cryptography approach using asymmetric cryptogragby cluster-wide communication and
symmetric cryptography for network-wide communioati The authors then draw a comparison
between the three proposed schemes and show thaK $&\ light on resource consumption but
provides a low security level since one node comige makes the whole network vulnerable. In
contrast, SACK-P is heavy on resource consumptignpbovides the highest security level with a
maximum resilience to node compromise. The hybclteme SACK-H falls between the two others
and presents medium resource consumption with aumeskcurity level.

However, security is provided in these schemes ohopby-hop basis. Confidentiality and
availability are thus compromised since the intetiaey translating entity at border between
“symmetric” and “asymmetric” domains, introducegdepially both a security flaw and a single point
of failure.

1.4.2.2. Towards secure integration of IP enabled WSNs tlighnternet:

The solutions reviewed above for key establishnemtaditional WSNs are not targeting a secure
end-to-end communication between the sensor nadieesmote hosts. Instead, they discuss security of
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communications within the sensor network. Recentligh the advent of WSNs integration to the
Internet, the need for an end-to-end security paltbetween sensor nodes and the legacy Interset ha
been recognized. In order to enable functional @mgntations of TLS and IPsec in a constrained
environment, lightweight key establishment schetmsg been proposed. They base mainly on the
use of modified implementations of the correspogdimying protocols: TLS handshake, IKE and
HIP BEX.

1.4.2.2.1. Lightweight TLS handshake proposals

i. Basic TLS handshake
When a TLS connection is needed between a cliedtaaiserver, an initial phase called TLS
Handshake [9] is needed to negotiate security dbgos, to authenticate at least one peer to theroth
and to establish a shared secret between both. pEeesTLS Handshake protocol supports two
different key exchange methods: a key transporhattbased on RSA asymmetric cryptography and
a Diffie-Hellman key agreement method. The entikehange is illustrated in the figure 4.
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Fig. 4. Basic TLS handshake with two supported laivdry modes.

First the client and the server exchargello messages. These messages contain nonces and
negotiate the set of cryptographic algorithms thiditbe applied to the session. The server Helkmal
contains the server’s Diffie—Hellman public valfi@ iDH key agreement is performed, along with the
server certificate and a signature for authentcati

Next, the client sends a message containing eith&iffie—Hellman public value in case of a DH
key agreement or a generated secret — called pseemkey (PMK) — if a key transport method is
performed. In this latter case, TLS handshake pmdahe one-pass key transport so that the pre-
master key is pushed from the client to the seiweleed, the assumption that the server's ceittfica
can be validated by the client sounds more realistin the opposite; this assumption actually tlagd
bases for today's secured HTTPS transactions. Mie B thus encrypted using the server's RSA
public key, which is retrieved from the server'stifieate. This message also includes a signatare o
the hash value of the PMK, combined with all passsages exchanged during the current session.
The client authentication is optionally performemb tduring TLS handshake: if requested by the
server, the client provides it with a certificatelaa signed message.

The client and the server can then retrieve tharesh pre-master key using the selected key
exchange method. That is, each can compute iteaBiffie—Hellman shared secret derived from the
two exchanged DH public values, or the server canygbt the encrypted secret pushed by the client
using its RSA private key. In order to reduce tiKPstorage requirement at the communicating
parties and to ensure the key freshness, a mastestgs derived from PMK using a hash function
applied to the concatenation of the PMK and thetaoces exchanged kello messages.

The Finished message ends the handshake exchamysudles a hash computed over the master
key and all the past messages. The receiving dgtigyple to compute the corresponding hash value
from its own records in order to check if the résudhtches the received value.
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ii. Lighter TLS handshake Declinations

It is worth noting first that using pre-shared kégs key exchange as in TLS-PSK [37] cannot be
practical between l0T nodes as explained before,tduhe absence of initial authenticating context
between them.

As explained above, the use of ECC was generaligidered to be the most suitable choice among
other public key cryptosystems in legacy WSNs. Adcwmly, we have identified two different
lightweight implementations of TLS on constrainedides that base on ECC during the key exchange
while maintaining the same message exchanges.eSj28] was the first security protocol that
proposed the use of TLS in the WSN in order to anm@nt an HTTPS stack. Sizzle relies on
translating gateways that map the sensor nodebk(loma-IP) addresses to internet hosts IP addresses
allowing them to exchange data directly with rem@tgeers. During the TLS handshake, the Elliptic
Curve Diffie-Hellman (ECDH) key agreement [39] ahé Elliptic Curve Digital Signature Algorithm
(ECDSA) [40] respectively replace the Diffie-Hellm&ey agreement and DSA algorithms. Using
these ECC-based protocols, performance evaluasibowed that implementing HTTPS web servers
on sensor nodes may be supportable for infrequemhections. In 2009, SSNAIL [41] has been
developed as a second lightweight TLS implementafar IP-based WSNs relying on the same
cryptographic primitives as Sizzle for the key exwpe while eliminating the use of the gateway.
Authors measure that implementing an ECC-basedh#&utishake takes around 1 second while it takes
8.5 seconds for an RSA-based one.

1.4.2.2.2. Lightweight IKE proposals

i. Basic Internet Key Exchange
The objective of IKE [12] is to establish a secahannel between two parties and enable them to
mutually authenticate each other. IKE providesa@qmol to establish security associations (SAs) tha
are needed to secure IP datagrams using IPsec:
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Fig. 5. Basic Internet Key Exchange (Establishméiat simple SA).

All IKE communications are in the form of requessponse pairs. An IKE transaction consists of
two required request/response exchanges, as dijpicfigure 5. The first request/response exchange
(IKE_SA_INIT) negotiates cryptographic algorithmSAil, SArl), exchanges nonces (Ni, Nr) and
performs the Diffie-Hellman exchange to establisshared key. The messages in this exchange are
not authenticated; the following exchanges autbatdi these messages by including their content
while calculating the authentication values. Astkiage, both sides have enough information tagset
a master key Ik, using both Diffie-Hellman public values and thenoes. All shared keys for the IKE
SA are then derived from this master key.

The second request/response exchange (IKE_AUTH) autades the previous messagdhe
identities of both sides are authenticated, andnple IPsec SA, called a child SA, is established.
Security association descriptions (SA-Cl, SA-CRJitating the supported cryptographic algorithms
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and the traffic selectors (7 9S) are exchanged. Parts of these messages are eyl integrity
protected (with a MAC) using the master key esshigld in the IKE_SA_INIT exchange.

At this stage, the IKE transaction has been atiterd and a single child SA has been
established. If no other child SAs are require@ IKE transaction terminates here. If, however,
additional child SAs are required, the transactimves to create another child SA.

ii. Lighter IKE Declinations

In 2011, a first compressed IPsec implementatio®f@WPAN networks has been proposed [42] ,
basing on pre-shared keys for key exchange. Autremsgnize that using pre-shared keys is not a
feasible solution since sensor nodes should be tabt®mmunicate with external hosts without the
need for prior authentication contexts. They aneeruly investigating the feasibility of Interneel
Exchange of IPsec for 6LoWPAN.

Independently from the integration of WSN with the&ernet, two recent variants of IKE have been
proposed for energy efficiency purposes. V. Nagslak in [43] modifies the IKE protocol by
eliminating pseudo random generation functionss thliminating its repetitive usage during the key
exchange. The sender transmits a hash of its prkey and its Diffie-Hellman private value instead
of sending nonces. The proposed work leads to effsttiveness, however, the energy cost of a
pseudo random function generation (amounting yagetric encryption) can be neglected compared
with the heavy cost of asymmetric cryptographicrapens that are required further in the protocol
exchange. In 2012, an ECC-based IKE protocol [44 heen designed for Internet applications. It
aims to reduce the heavy burden of the base exehahdhe protocol IKE by using ECDH key
exchange to set up the shared key and using EC&tHmasblic key certificate for the authentication of
the communicating entities.

1.4.2.2.3. Lightweight HIP BEX proposals

Like IKE, HIP BEX aims at generating key materialr fa subsequent use by IPsec in order to
establish a secure end-to-end communication betwsenentities. However, contrary to IKE, no
certificates are required in HIP BEX for the autiieation, because self-certifying identifiers ased.
The concept of a “self-certifying identifier” cam lexplained as follows: it is an identifier thatyothe
legitimate owner can use, without needing an eateproof coming from a trusted third party
(certificate) to claim its ownership. In order tchéeve this functionality, the self-certifying iddrer
is generally built in the form of a “cryptographliyagenerated identifier” (CGA) [45]. This latterust
be univocally bound to a public key, whose privedenterpart is only known to the legitimate owner,
hence its denomination. Thus, proving the ownersifimm certain CGA amounts to proving the
ownership of the related public/private key paente the ability to use the corresponding private k
In HIP, the CGA used to identify a node is the Hdsintity Tag (HIT), which is a 128-bit hash of its
public key.

i. HIP Base Exchange (BEX)
The objective of the HIP Base Exchange (BEX) [183}d perform authenticated key agreement
between two HIP peers. The entire exchange is tkpin figure 6.
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The message |1 initiates the exchange. This messalgeincludes the initiator and responder
identities (HIT, HITg). Upon reception of 11, the receiver sends a (pbspre-computed) message
R1 composed of a puzzle, its Diffie-Hellman publalue, its public key (or Host Identifier) and a
signature. The initiator has to answer this messaigle an 12 message, composed of the puzzle
solution (so as to prevent DoS attacks), its owffiddHellman public value, its own (possibly
encrypted) public key and a signature.

At this stage, the initiator and the responderadnle to compute the Diffie-Hellman shared key and
derive the master key as the hash value of thismagter key concatenated with the two peers’
identifiers and a nonce.

Finally, with the last message R2, the respondwlifies the exchange. This message includes a
HMAC computed using the DH shared key, and a sigeat

ii. Lighter HIP Declinations
Stemming from the observation of the heavy comjmrat cost of HIP Base Exchange, two
modifications of HIP have been proposed in ordanadke the protocol usable by constrained nodes.
HIP Diet Exchange (DEX) [46] proposes that a noske & long-term Elliptic Curve Diffie Hellman
(ECDH) public value as its Host Identifier. DEX thadapts the key exchange, as depicted in figure 7.
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Fig. 7. HIP Diet Exchange (DEX).

The Host Identifier being itself the Diffie-Hellmagrublic value, there is no need to authenticate it
through asymmetric cryptography. The knowledgehef DH key is enough to prove that a node is a
legitimate peer in the exchange. Accordingly, D key is used to transport two random seedad
y that are eventually used to derive the final decre

As compared with HIP BEX, the single computatiorttadf long-term Diffie-Hellman public values
eliminates the DH key generation cost. Likewise, ke of Elliptic Curve Diffie-Hellman and the fact
that no other asymmetric cryptography operatiaedgired make the key exchange lighter.
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Lightweight HIP (LHIP) [47] is a much more radicapproach, which keeps the same message
syntax as in HIP BEX for compatibility reasons lildes not use any of the HIP BEX security
mechanisms. No Diffie-Hellman key is computed, r&Roperation is performed and no secure IPsec
tunnel is set up after the exchange. Instead, blagims are used to cryptographically bind successiv
messages with each other, which represents a midiegaee of security. LHIP procedure is depicted
in figure 8. Note that the Dkl DH,, PKz and PK message fields are present in the exchange but are
unused in standard LHIP exchange except when uipgy&al standard HIP BEX, which LHIP allows.
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Fig. 8. Lightweight HIP (LHIP).

LHIP trades security for energy efficiency in asti@a manner. Its security level is therefore very
low: only HIP control messages (e.g. supportingenobbility) are integrity-protected through hash
chains. This weak security property only guarantbes an ongoing session has not been hijacked
(temporal separation property) but does not prowtteng node authentication. Besides, HIP data
messages are not protected since no key exchargfgnism is provided.

1.4.2.3. Discussion

As presented above, most of modified variants o Tlandshake, IKE and HIP BEX rely on the
use of ECC algorithms. In [48], a comparative penfance analysis has been conducted between
RSA-based and ECC-based TLS handshakes on a staR@Ganode. Results have shown that using
ECC reduceby 37 percent the energy consumption of the TLSdstgblishment process compared to
RSA. Liu et al. in [49] implemented ECC in TinyO8rfmany platforms including MICAz and
TelosB. They assessed the ECC (160-bit keys) paitiiplications cost needed to perform the ECDH
exchange and ECDSA signatures. Results have shioatnitte energy cost of ECDH-ECDSA key
agreement protocol is around 236 mJ for MICAz a@dmd for TelosB. Based on energy costs of
Table 4, a DH-RSA key agreement protocol consumasna 190 mJ on a TelosB. Hence, the energy
consumed with the use of ECC is reduced by 62 perce

Nevertheless, these measured energy costs of E€&titirnon negligible, being in the order of
magnitude of millijoules. In practice, these enempsts would be hindering for highly resource-
constrained nodes in the IoT. Authors in [63] irigede the practical use of ECC on constrained
devices in WSNs and conduct a cost comparison leetviwo key establishment schemes ECDH-
ECDSA and Kerberos (a server-assisted key distabuirotocol based on symmetric cryptography).
They conclude that Kerberos is 95 times less casthn ECDH-ECDSA on a MICAz sensing
platform.

This unsuitability of prior key establishment prepts for constrained devices accentuates the need
for novel loT-specific solutions. This need wasagtized in [51] and left open. According to the
literature, the design of an efficient key estdbhent approach for existing security standards that
clearly addresses the heterogeneous lIoT commuisatias not been undertaken yet [51]. Further
careful design is required to reduce the energy abkey establishment schemes while taking into
account the heterogeneous nature and the end-tseendty requirement of the loT.
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1.5. CONCLUSION

In this chapter, we addressed the new securityinements of the Internet of Things. This
promising paradigm aims to the integration of salearchitectures and the support of new
communications between heterogeneous nodes, coymaachable over a global IP-based
infrastructure, in spite of having highly distincharacteristics. In order to securely accompliss th
integration, end-to-end communications have togtaeldished. 0T nodes require therefore the ability
to set up a shared secret between one anotherrder ¢o bootstrap secure communications.
Adoptability of existing security protocols is amportant requirement for an IoT key establishment
protocol, since the IoT will encompass today's rime¢ and may not be based on clean slate
approaches. However, straightforwardly reusingtegsschemes cannot be feasible because of the
efficiency requirements of the IoT. Existing keyatdishment protocols involve heavy cryptographic
operations that resource-constrained 10T compongarigot support. In the literature, the design of
efficient key establishment protocols that cleatidress heterogeneous lIoT communications is not
undertaken yet.

A first section reviewing existing key establishmenohemes was essential in this chapter in order
to reason on how to efficiently adapt them to th€ $cenarios. We provided a classification of key
establishment protocols according to three critehie key delivery scheme (key transport or key
agreement), the underlying cryptographic primititemily (symmetric or asymmetric) and the
authentication method. Considering the initial iegments of the loT, we have retained TLS
handshake, Internet key Exchange and HIP BEX potdoas the best candidates. However when
assessing them in terms of energy efficiency, wee hustrated the heavy computational cost they
require to run on constrained devices. In theditee, energy efficiency was an important concern i
WSNs because of the low capabilities of sensor siddafortunately IoT requirements go far beyond
those of WSNs, since it is assumed in these l#trthe sensor nodes are isolated from the irtterne
and connected to external hosts via dedicated gggwhe few works focusing on making lighter the
retained key establishment schemes proposed taceephe heavy cryptographic operations of RSA
and Diffie-Hellman algorithms with the use of EtlipCurve Cryptography. However, recent studies
have proved that the energy costs of ECC are rstiti-negligible when implemented on highly-
constrained devices. In the second chapter, weitaikeccount the inadequacies of these proposals a
well as the identified requirements for suitabld lkey establishment schemes for designing new
keying solutions able to enable end-to-end secoranmnications between nodes with different
resource capabilities, in the context of IoT.
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Chapter 2: COLLABORATIVE KEY ESTABLISHMENT

2.1. INTRODUCTION

In the previous chapter, we highlighted how hetenzity of nodes and communications in the
Internet of Things brings new security challendest have to be considered for the design of further
security solutions. In this chapter, we tackle tegeneity from a different axis, trying to take
advantage of it to design our solution for loT lesyablishment.

Spatial heterogeneity is frequent in the loT asgl@s different nodes with different resource
capabilities acting for different services coexighin a global unified architecture. Heterogenaian
also evolve over the time when considering othetofa such as the mobility of nodes or the dynamic
changes in the amount of available resources (resaxhaustion, resource harvesting). Bearing in
mind this heterogeneity aspect, the main ratiomdl®ur solution is to make a highly resource-
constrained node able to establish secure conteits other unconstrained nodes within a
heterogeneous 0T architecture. We explored thsilptisy of reducing the computational load to be
performed on constrained devices instead of oniykihg on reducing the cost of cryptographic
primitives, as proposed before. Eventually, we ptbthat we can exploit heterogeneity of nodes in
order to offload heavy computational operationsunesgl at the constrained device to more powerful
nodes in the surroundings.

Accordingly, we proposed to redesign existing keyablishment schemes so that the constrained
peer may delegate its heavy cryptographic loacss tonstrained nodes in neighbourhood. During
the key exchange, these assisting nodes, or “@hHxigke charge of the session key derivation, in a
collaborative and distributed manner. However,gbgsion key is known only by the two endpoints of
the communication, in order to guarantee its sgci8everal constraints have been considered in the
design of our approach: (i) the collaborative schenust not come at the expense of a key disclosure
risk or a collusion attack (ii) in case of a praxyavailability or a greedy behaviour, the systewusdh
continue to run properly (iii) each proxy is reegrto prove its legitimacy by proving that it is
authorized by the constrained node to act on itglbe

We start this chapter in section 2.1 with a desiotipof the prerequisites for our collaborative
keying solution. Network model, assumptions antahoperations for bootstrapping assisting ertitie
are presented in that introductory section. Se@i@nthen details the proposed approaches: twol nove
collaborative algorithmic key establishment protscare introduced, respectively for key transport
and key agreement. These approaches are mappedciions 2.3 with the key establishment
communication protocols identified in previous clempms relevant for the loT. Instantiations of the
collaborative approach are therefore proposed datag versions of the IKE, TLS and HIP protocols.
Assessments of these updated protocols, respgctivédrms of efficiency and security are proposed
in next sections 2.4 and 2.5, which respectivelgraess performance evaluation and formal security
analysis. Finally, section 2.6 concludes this chapt

41



2.2. REQUIREMENTS AND BOOTSTRAPPING

2.2.1. Considered network model

Our network model is deduced from the paradigm wegisgon: we consider a global IoT
infrastructure that interconnects heterogeneoussaidith different capabilities in terms of compagtin
power and energy resources. Among these heterogemeades, we especially consider three different
categories:

- Highly resource-constrained nodes, unable to suppercomputational cost of asymmetric
cryptographic operations required by the key exghgrhase, while nevertheless requiring
end-to-end security (e.g. sensor nodes).

Proxies at neighbourhood, less constrained ancftirer able to perform cryptographic
operations. These nodes may either be dedicatediagservers or nodes belonging to the
same local infrastructure, though being less ingzhdly energy constraints (e.g. having
energy harvesting capability).

Unconstrained nodes, not belonging to the samd lofastructure, with high energy,
computing power and storage capabilities (e.g-pio@ered remote servers).

The considered scenario in this thesis can be suizedaas follows: a highly resource-constrained
sensor node (the source node A) needs to exchasmgitige data with an external server (the
destination node B) on an end-to-end basis. These entities are supposed to have no prior
knowledge of each other and no prior shared keWially, their objective is therefore to setup a
session key with each other. This scenario isyikeloccur if one considers an IP sensor node (e.qg.
6LOWPAN sensor) that has to deliver sensitive sttrilsga to remote peers with which it has not yet
established shared secrets. This delivery may relithppen through pull model, wherein the sensor
(loT resource) is explicitly requested to provideadby a remote IoT requester, or througpuah
model, wherein the sensor is intermittently slegpimd regularly wakes up in order to push sensed
data towards a (configurable) set of peers.

2.2.2.  Assumptions

1. After the initialisation phase, every sensor noagres pairwise keys with a subset of its one-hop
neighbours. These keys may have been generateaydurspecific bootstrapping phase using a
trusted key management server or through moreesutchanisms such as transitive imprirfting
[52].

2. The highly resource-constrained node is able tatifjea set of less resource-constrained nodes
that are available for supporting heavy cryptogramperations on its behalf. The identification
process is detailed in the fourth chapter of thésis.

3. There exists a local trusted entity within the sensetwork that owns a shared secret with all
nodes in the sensor network and a public/privayeplear.

4. The external server does not communicate with éms@ network trusted entity but is statically
configured with or able to validate its public key.

The considered network model and assumptions pregented on figure 9.

8 With bilateral imprinting, physical devices esiahlshared secrets with one another through theofise
dedicated short-range wireless transmission sudNF. In order to resolve the problem of user-imtgion
scalability, transitive imprinting is introduced tllow two devices to establish a secret key bawmedan
intermediate device with which both have alreadyuse associations.
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Fig. 9. Network model and assumptions.

2.2.3. Preparation of the involved entities

As an initial phase, the resource-constrained seramie A carefully selects the.R P, proxies that
will assist its key exchange. This operation iseldlagn the trust management system that is presented
in the fourth chapter of this thesis.

Our approach requires that the.HP, nodes process messages on behalf of the rescomstained
node during the key exchange. Hence authorisatmhaathentication questions arise at the proxy
sides, since these nodes should be provided wittpeesentativeness proof. This proof could be a
certificate including the proxy’s public key assateid with the right "authority to sign on behalfASf
all of which signed with the source’s private keydadelivered 'offline’ to the proxy, regardless the
current exchange. However the use of long-time aigéation certificates could be diverted for
malicious exploits.

Hence, the certificate should include other dyngmaiameters added by the source node in order to
restrict the ability of proxies to act on its bdhalch as the identity of the destination nodsession
nonce, or an expiration date. In this case, thbaigation proof should be delivered 'online' te th
proxy during the protocol exchange. Neverthelesmaging dynamic certificates would be hindering
for the constrained sensor node.

For this reason, we propose to move the computtimad required to dynamically manage
authorisation proofs from the sensor node to allamaconstrained, trusted entity T (in a sensor
network T can be the base station), which will lbe only entity able to assert that a proxy node is
authorized to sign on behalf of A. On the otherchahe verification of each proxy’s certificate vidu
be also heavy for the destination node. We propusefore to rely on the technique of authenticated
dictionaries such as Merkle tree [53] or one-waguatulators [54] in order to efficiently authentieat
participants and validate their membership to ttoeig of selected proxies at the server side.

A Merkle tree structure provides a means to authenticate a higiber of items without
individually signing each of them, but rather autheating them as a whole. In a nutshell, the itéons
authenticate are placed in the leaves of a binag. (The item corresponding to a parent node is
computed from the items of its two children, elgotigh a one-way hash function. Eventually, alf lea
items are involved in the computation of the rood@ value. Thus, only this value has to be
authenticated in order to authenticate all item$eafres. The membership of a leaf in the group can
then be verified with respect to a publicly knowsot value and its authentication path, this latter
being defined as the successive items requiredrtgate the root value from the considered leaf.

Using this techniquethe destination node has thus only to verify ore dignature of the root
value to authenticate all proxies public keys. Phacess is bootstrapped as follows. From the public
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keys of the selected nodes P, T can securely provide each proxywkth its authentication path
in the Merkle tree of alh public keys, along with a T-signed message cangisif:
, the root of the Merkle tree of alpublic keys;

An anti-replay nonce;

R_P (Reconstitution Parameters), the number of ipsosought to participate in the key
establishment process along with the minimum nundfecooperative proxies required to
recover the original message;

A’s identity, which will make B aware of the nodktaining assistance from the proxy P

One-way accumulatorsare another technique of authenticated dictiorafme-way accumulators
are based on one-way hash functions which satisfyasi-commutative property. Thanks to this
property, items of a groupy ..., x,) agree on accumulated hash of their valpedH(x,, ..., x,) and
each item keeps this hash function H, its own valaed an accumulated hagtior all other items of
the groupx; ;. To prove its membership, it needs to presenpthe(x;, y;) in order for the recipient to
verify that HK;, y;) = .

Here again, using this technique, the destinatmsterhas only to verify once the signature of the
accumulated hash for all proxies of the group au$tef validating the signature of each proxy’s
certificate apart. The corresponding process indtapped as follows. From the public keys of the
selected nodes, T can securely provide each pratkyam accumulated hash of all other participants
public keys. A proxy Pwill thus be provided with H(K,,...,Kpi1,Kpisg,-..,Kpy) with H() being a
commutative one-way hash function, along with aghed certificate consisting of:

- H (Kp1...Kpp), an accumulated hash of alpublic keys;

An anti-replay nonce;

R_P (Reconstitution Parameters), the number of ipsosought to participate in the key
establishment process along with the minimum nundfecooperative proxies required to
recover the original message;

A’s identity, which will make B aware of the nodktaining assistance from the proxy P
Upon receiving their proof material, proxies aregared to participate to the collaborative process.

2.3. KEY EXCHANGE DESCRIPTION

In order to first give a clear description of theogosed collaborative process, we deal
independently in this section with each of the tkey exchange algorithmic protocalbat were
identified as highly relevant in the first chapteamely key transport and key agreement. Therhdn t
next section, we modify the retainkey exchange communication proto¢colamely TLS Handshake,
IKE and HIP BEX by applying these collaborative keychange schemes.

2.3.1. Collaborative key transport

In this subsection, we describe how we offloadkég transport computational load from a highly
constrained node to a set of proxies. We considsrthe one-pass key transport mode and then adapt
the proposed solution to the two-pass key transpode.

2.3.1.1. Collaborative one-pass key transport

In a standard one-pass key transport mode, a rasdorst key x is generated by the source A and
securely delivered to the node B.

The objective for the highly resource-constrainedenA in the collaborative one-pass key transport
mode we propose is to generate a random secret &agl then to rely on a set of proxies to deliver i
to the server B, using asymmetric cryptography. Wepose two techniques to distribute the
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computations required for the secret key deliva@tye successive phases that make up our proposal
are illustrated in figure 10 below, and explainagtt in the following subsection.

#81 —H %
T
T

Fig. 10. Collaborative one-pass key transport.

2.3.1.1.1. Simple secret partition

A starts by splitting the secret x imigarts X, ...,X, with x=x|%,|...|%, and then securely sends each
part % to the corresponding proxy. A he part of the secretig transmitted encrypted with the shared
key between A and the proxy(Bee assumption 1).

Upon reception of the;xsecret key part, the proxy &ncrypts it using the server’s public key and
signs the result using its private key.

We propose to use the lightweight one-time sigmatgheme of Lamport [55] in order for the
proxy to sign messages on behalf of the constramaadk. This signature scheme is especially
lightweight and computationally efficient comparedother signature schemes [56]. Two drawbacks
could possibly mitigate its practical applicabilitgn one hand, a public/private key pair should be
used only once since information about the prikateis divulged along with the signature itself. On
the other hand, a long key will be needed to sitpng message, since the private (resp. public)likey
the concatenation of all private (resp. public)ues, as numerous as the message blocks and being
each as long as the associated hash function odpuértheless, neither of these shortcomings @ffec
our approach, which addresses one-time exchangdsodf messages. In this case, we propose that T
generates the Lamport private/public keys for gadixy R and securely provides it with this key
material along with the authorisation proof of «di®on 2.2.3, in the same message.

After receiving the required key material, the praigns the encrypted secretaxd then sends the
result to the server B. In turn, B verifies thesiptity of the received message usirig public key and
eventually decrypts;x

We assume that each proxy s initially contacted B in order to requestdestificate and to
provide it with its own proof material. In responsdter verifying the signature of T (see assummptio
4), B verifies that the proxy has supplied a valilic key and that it is a valid proxy assistingm
its key establishment process. Having receives; ftagments, B becomes able to recover the original
secret key x.

2.3.1.1.2. Threshold secret distribution

At this stage, it is worth noting that the solutiproposed above is based on the reliable deliveries
of all secret fragments; in order to be able to reconstitute the sourceesd®y at the destination
node. A single missing message from a proxy makesrtformation incomplete for the server and
may’ fail the protocol exchange.

° The protocol might be resumed, if one assumes ithatplements an acknowledgement/retransmission
mechanism for fragments delivery. In terms of stagechine complexity and bandwidth inefficiency stimay
not fit however to the envisioned highly-constrairdient nodes.
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Yet, assuming that proxies behave as honest aiableparticipants could be difficult in practice:
even in scenarios where dedicated trustworthy peoxire made available to resource-constrained
nodes, reliability of those proxies is not guaradtdn order to reinforce the reliability of theoposed
distributed scheme for one-pass key transport moedegly on a threshold secret distribution wherein
a forward error correction scheme [57] is appligdthe source A to the secret x, in order to handle
losses and missing secret parts from assistingsnode

The principle of forward error correction scheméosadd redundant parity packets to the original
message, divided into multiple packets, in orderif@o be recovered by the receiver even if some
packets were altered or lost during the procesgasfsmission. Leth be the total number of sent
blocks,k (k<n) is the minimum number of blocks required to restaict the original message.

First, the source node performs the split procdsshe secret key. Then it applies the error
redundancy scheme to the fragments of the secyedkdepicted in figure 11 below.
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Fig. 11. Adding redundancy for reliable one-passtkansport.

Hence, the server B becomes able to reconstrudebsion key provided that a sufficient number
of packets from assisting nodes are received, withequiring the reception of all of them. This
technique protects our solution from unreliableivéel in proxy server connection, though the
source node should perform more computational dpesain the initial phase, to compute the
redundant packets.

In addition to the protection against packet ldbs, threshold approach can protect our solution
against malicious proxies. A node incorrectly pasieg a conveyed fragment of the secret key (e.qg.,
replacing the received fragment with a forged oefote delivering it to B) can be identified at the
server side. Indeed, this latter can compute diffecombinations ok messages from the pool of
messages and detect the node providing wrong ifttom We give the example below to explain
how the cheater detection process can take plabawtie threshold approach.

Let 5 be the total number of proxies and 3 the mimh number of packets required to reconstruct
the original secret at the server side. We conglusrproxy 2 is a malicious node transmitting bogu
data instead of correctly encrypting its correspogdragment of the secret key. The server decrypts
the received messages from proxies and combinescthidting key for eachuplet Kk | n) of
received messages as follows:

Table 5: Malicious proxy identification and keyrieval through multiple I-uplet processing.

% * 5) % * 5)
GA = [ GJ:+ K
GA Ft L G>J: <
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GA > . < GA = > (
GA > < GA =1 P
GA J < GA > <
G= > . Q G=>J: F
G= > < GA =>1 T

With these intermediary results it would be possitar the server to learn that the proxy 2 is the
cheater element of the group, since the same (@tpivalue is obtained for the key whenever the
fragment retrieved from the proxy 2 is not usedriythe session key computation.
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2.3.1.2. Collaborative two-pass key transport

In a two-pass key transport mode, a random seerekkgenerated by the source A and a second
random secret value y generated by the server Beaarely exchanged between A and B and used to
compute the session key. As explained above, safer to involve both parties in the session key
derivation compared with what happens in the orsspgay transport mode where the secret key is
entirely controlled by only one partner. The phasiethe proposed solution are depicted in figure 12
below.

We propose to apply the same collaborative appreactiescribed in the one-pass key transport
scheme to deliver the secret x from the sourchdaérver. After having received a sufficient numbe
m (m> k) of x fragments, the server obtains the secret valuit this stage, it generates in turn a
secret key y to be provided to the resource-cangitaclient. However, this latter cannot decrypd an
verify the integrity of the received value becaudeits resource constraints. For this reason, we
propose that the proxies support also the recepfidhe secret key y on behalf of A in a coopegtiv
manner. That is, these nodes take charge of th@watonal load required to decrypt and verify the
received message from the server and then traiisggturely to the source. Yet, the divulgation of
the secret key y to the proxies would affect treugty of our system. In order to preserve the eggr
of y, we propose to have it encrypted with the sekey x reassembled by the server in the previous
step. The x-encrypted secret key y is MACed wiith secret x and then signed with the server's
private key. It is finally sent to each proxy ®hich has to verify the integrity of the receiveacket
from the server before decrypting it. Then the padontent (that is, y encrypted and MACed with x)
is securely transmitted to the client. As long asappropriate number of the same packet is received
from different proxies, the client ensures the digfi of the transmitted message from the server.
Consecutively, it checks the MAC in order to engha the server has obtained the same secret x and
verify the message integrity. Once the client Aerees a valid message, it can obtain the transinitte
secret value y in order to complete the set-upefsession key.
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Fig. 12. Collaborative two-pass key transport.

2.3.2. Collaborative key agreement

The key agreement process discussed in this sidrséovolves heavy cryptographic computations
at both parties. The most requiring part is the matation of two modular exponentiations,
respectively for the generation of the Diffie-Hedimpublic keys (raise the bagéo the power of the
secret exponent moduf)) and the setup of the Diffie-Hellman key (raise geer public valug® mod
p to the power of the secret exponent modu)loApplying the same collaborative approach adn t
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above subsection, we propose to delegate the hagpyographic load to less constrained nodes in
neighbourhood. The collaborative protocol excharagesillustrated in figure 13 below, and detailed
later in this subsection.
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Fig. 13. Collaborative key agreement.

We introduce two techniques to distribute the co@aons required by the Diffie-Hellman
protocol and therefore to enable the key agreemerbcol. For each of these techniques, we explain
how the source's DH private key is shared amongigsgdhow A computes the differeatit gives to
each proxy Pfrom its secret exponen]}, how the server retrieves the source's DH piaicfrom the
proxies'g® modp, how the server computes the shdesf its own DH public key (eacB; computed
by B being sent to the corresponding proyyalRd how the proxies u&;to obtain thek; shares of the
DH session ke¥Xpy, eventually used by A to retrie¥gy,.

2.3.2.1. Secret exponent integer partition

The integer partition technique is the simplestragaph for enabling distributed DH key exchange.
The secret exponeatof the source is split into partsay, ... , a, chosen such that:

(1)

Eacha is then securely sent to a different proxyWpon reception of;, each proxy Fcomputes its
part of the initiator's DH public keg® modp and delivers it (signed) to the server. The comipan
of the source's DH public key eventually occurthatserver and amounts to the product of the values
received from the proxies, following:

= (2)

In turn, the server sends a sh&eof its DH public key to each proxy;.An this first simple
partition techniqueB; is equal to the server's DH public key for eaabxpr The computation by each
proxy of the shar&; of the DH session key occurs then as follows:

= ®3)

Eventually, the computation of the DH session leepnade by the source, which obtdits as:
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= (4)

According to this expression, the resource-consdhinode only spendsl modular multiplication
operations instead of two modular exponentiatiosrations, with exponents of considerable length (
andb should have twice the length of the generatecesEgy,, as per [58]).

2.3.2.2. Secret exponent threshold distribution

The previous solution is based on reliable multipde-by-hop deliveries of secret fragments, each
fragmenta; being theith summand of a modular integer partition of therse's DH private key. The
server needs therefore to receive all messagesdtioproxies in order to be able to reconstitute th
source’s public key. A single missing message feoptoxy makes the information incomplete for the
server and may block the protocol exchange.

In order to reinforce the reliability of the progasdistributed scheme, this kind of defective proxy
play has been carefully considered in the desigihiefsecond proposed approach for key agreement.
We have implemented a robust technique that ensucessistent recovery of the source’s DH public
key at the server even in case of a proxy misbelgaer unreliability. Note that the redundancy
technique introduced above for key transport cowitlbe adapted to a key agreement protocol, which
represents a radically different approach whereséweet exponeratis never retrieved at B's side.

The enhanced distributed approach we propose edbais the use of &,(n) threshold scheme,
wherein then proxies obtain a polynomial share of the souregeteexponentk polynomial shares
being enough to reconstruct the source secret exppanrough the technique of Lagrange polynomial
interpolation. This threshold scheme satisfiestty properties that the integer partition solutfaits
to provide:

1) Recovery: The server can recover the sourcdiqkey provided that a sufficient numblenf
values from proxies are received, without requitimg reception of all of them.

2) Secrecy: Nothing is learned about the secrebrapta even ifk-1 shares of it are disclosed. In
other words, data delivered to the server througixips in order to compute the source’s public key
will not reveal partial information about the seéa®gponent.

It is worth quickly reminding the operation of thagrange polynomial interpolation. Létbe a
polynomial function of degrek-1 expressed a$(x) = go+ux+...+ Gy X With qu, G, ..., s being
random, uniform and independent coefficients gy¥da.

From the Lagrange formula, the polynonfiahn be retrieved as follows:

" %4&
%%d (5)

P #0$
& @

In our threshold key distribution scheme, (5) gitleat the secret exponeatcan be computed
given any subset ¢fvalues off(x):
%oé

I+ #0$ %5* (6)
& @

In this threshold distributed approach, the distiel sharesy of the private exponerd are
obtained asy =f(i). So, in order to bootstrap the key agreementstluece first calculates tmevalues
f(1), ..., f(n) of the polynomia¥, with n > k, and sends eadfi) to the correspondent proxy. Each
proxy computes then its part of the source’s DHlipltey g modp = g modp and sends it to the
server.

Upon the reception of a subset P lofvalues transmitted by the proxies, the serversstay
computing the; coefficients as follows:

%&

’ %e. (1)
&. @
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Then, B computes the source’s DH public key, Diased on the Lagrange formula:
1t 2 s, (8)

In order to prepare the computation of the DH seskey at the source side, B starts calculating for
each proxy P(il P) the valueB, = g™ modp (¢ being theith coefficient calculated in the previous
phase). Pis unable to compute the coefficiantsince it has no knowledge about the subset Peof th

actually participating proxies. Having receivedsthialue, each proxy; Rises its sharfi) of the
source's private exponent to compiite= *’ = g>*® modp. Each proxy delivers then this computed
value to the source A.

Upon reception of thedevalues, the source computes the DH sessiorkkgys follows:
Kon |

(9)

By applying the threshold technique to improve éfilectiveness of the distributed approach, the
source is led to perform more computational openatiin the initial phase, in order to calculaterihe
values of the polynomial that it sends to th@roxies. The cost of the computation can be better
estimated if one considers another way of wrifiixy} as:

I " 1314¢4"54¢5 "54¢32'532"54, (10)

According to this expression, A performs for eaadmputation off(i): (k-1) multiplications
between a scalar and a large number &) Gummations of two large numbers. It is worthing
thatk andn are small numbers, smaller than the number ofreg@lationships that the source is able
to maintain. On the other hand, the polynomial ficiehts are as large as the DH private key of the
source.

2.4. COLLABORATIVE 10T KEY ESTABLISHMENT PROTOCOLS

We consider in this section how our proposed coliative approach, under its integer partition and
threshold distribution embodiments, can be appiethe 10T key establishment protocols that were
identified in table 3 of chapter 1.

2.4.1. Modified TLS handshake protocol

As described above, the TLS Handshake Protocolastgppvo key exchange modes: the one-pass
key transport mode and the DH key agreement modenmadify the protocol exchange considering
each of these two modes.

In the following, we assume that the client autlweriton is performed during the modified TLS
handshake protocol. This is in general not the aagbe legacy Internet, where human to machine
communications take place. Indeed, the server doeesequire the client certificate and just conrm
its identity relying on login/password authentiocatitechniques once the TLS tunnel is established.
However, considering the 10T scenarios where maestormachine communications are expected, a
mutual certificate-based authentication is like\oe required.
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2.4.1.1. Moadified TLS handshake in the key transport mode

The protocol exchange is illustrated in figure ldlow and detailed afterwards. Message
exchanges are alike when considering either theslimld secret distribution or the simple secret
partition technique. This is because the redundanbgme is applied at the client before the deliver
of the premaster key.

— 65, "74 (&

——— e »
| .
Fig. 14. Distributed TLS handshake (one-pass kaysport).

The Hello messages are similar to those of thectEsE handshake. As described before, both of
these messages include random values used as rtongesvent replay attacks and to compute the
session key.

Upon successful connection with the server, thesttamed client needs to verify the server
certificate (using the Certificate Authority (CAllplic key) and signature (using the server pulbdig)k
and has to securely provide the server with a pséenaecret x, used later to compute the shared
master key. At this stage, it is worth noting ttfa verification operations, each performed with an
RSA public key, can be supported by the constraidedice since they are far less resource-
demanding than signature operations involving the of a private key in RSA cryptosystems (see
Table 4 of chapter 1). Delegating these verificatperations would be more resource-demanding for
the constrained node since it would have firstamwhrd an around 1000 bytes certificate to each
proxy, thereby consuming about 29 mJ, for a sa@friymJ only.

Once it has verified the legitimacy of the serve client calls on the proposed cooperative
process. It first applies an error redundancy sehémcase of a threshold secret distribution)he t
original premaster key x, splitting it into parts x,...,x.. It then sends each partalong with the
server public key to the corresponding proxy/R this stage, proxies take in charge the codpera
transmission of the premaster key as describedeadthe protocol exchange ends with two 'Finished'
messages, exchanged between the server and thie wiiéch are computed using the master key and
including past exchanges. The 'Finished' messageis, the TLS basic handshake, are used to ensure
that the master key has been correctly recoverbdthtpartiesrqutual key confirmatioproperty).

2.4.1.2. Madified TLS handshake in the key agreement mode

During the key agreement mode, the message exchangéhe threshold secret distribution
technique are different from those of the simpleeger partition technique. This is because the
threshold distributed technique requires more cdatfmns at both proxies and server sides during the
collaborative key exchange (computationgdf modp at the server ang”*® modp at the proxy).
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The modified TLS handshake illustrating the twohtdques is depicted in the figures 15 and 16
below.
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Fig. 16. Distributed TLS handshake: key agreematit threshold secret distribution technique.
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During this mode of key exchange, the client offlodhe cryptographic operations related to the
generation of its DH public key and remains waitingshares of the DH shared key from proxies in
order to be able to eventually derive the mastgr Kdpon receiving replies from proxies, the client
performs therf or k, depending on the technique) modular multipliaaioequired to recover the DH
shared key and becomes then able to compute themsasret at the end of the TLS handshake.

The client and the server then end the protocoti$izake by exchanging 'Finished' messages, as in
the TLS basic handshake

2.4.2. Maodified IKE protocol

The IKE protocol only performs the key agreementiemdl he figures below describe the modified
protocol exchange obtained by applying the collathee key agreement with the two proposed
techniques.

As in the basic IKE, this modified variant also smts of two phases. During thi€E_SA_INIT
phase, the two peers perform the Diffie-Hellman &gyeement relying on the assistance of proxies as
described above and finally derive a master kgyusing both the DH shared key and the nonces
(Ni, Nr). During this phase, proxies also provitheit certificates to the responder contrary to what
happens in the basic protocol exchange. This nthleesesponder in a position to check the legitimacy
of proxies acting on behalf of the initiator and dbtain the reconstitution parameters required to
compute DH values. At this stage, proxies’ messagesstill not authenticated in order to keep
authentication process for the second phase,thg ibasic IKE.

During thelKE_AUTH phase, the initiator delegates the computatioved lof the signature and
verification operations to the proxies in a diaitdd manner. It first exchanges with the responder
encrypted messages using kor key confirmation indicating the supported dographic algorithms
and the proposed traffic selectors (TBS). Then, it triggers the authentication processvbenh the
proxies and the server through the message 'AUHEH' sts illustrated in the sequence exchanges
below. Once both sides are authenticated, proxiesige the initiator with an 'AUTH_success'
message ending thKE_AUTH phase.

Figures 17 and 18 below represent how the propapptbaches with simple integer partition (Fig.
17) and threshold distribution (Fig. 18) are usétth the IKE protocol.
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Fig. 18. Distributed IKE: threshold secret disttiba technique.

2.4.3. Modified HIP BEX protocol

We illustrate below the modified HIP BEX with thevd proposed techniques to distribute the
computations required to perform the Diffie-Hellngey agreement.

This lightweight variant keeps the same two firstleanged messages as in the HIP BEX (11 and
12). Upon receiving the puzzle, the initiator cortgmithe solution and transmits it to the server
through proxies within the message I1Z2lhe verification of the responder signature nemeiin the
message R1 (around 1.5 mJ) is performed at thiatonitsince this is less resource consuming than
transmitting this 128-bytes signature messageltprakies for verification, which would amount to
around 4 mJ. After receiving parts of the initiasmcret exponent, proxies provide the server with
shares of the initiator DH public key within the ssage 122 This message also contains the puzzle
solution, the proxy certificate and a signaturevidH@ checked the validity of the solution and the
legitimacy of proxies, the server becomes in positio derive the initiator DH public key and the
master key. It answers then each participatingywath a message R2dimilar to message R2 in the
BEX, adding a corresponding shar&9{gnod p) of the DH public value if the threshold lagyreement
technique is applied. The protocol exchange idiiad by the message Ra2nt from each proxy to
the initiator, allowing this latter to compute thester key and check if the result matches with the
derived master key at the server.

Figures 19 and 20 below represent how the propapptbaches with simple integer partition (Fig.
19) and threshold distribution (Fig. 20) are usdtthwhe HIP BEX protocol.
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2.5. PERFORMANCE ANALYSIS

As described above, our solution proposes to dffibe expensive cryptographic computations to
powerful proxies during a key exchange processcdia@msuring significant energy savings at the
constrained device. Nevertheless, a communicatieerhead is imposed due to the message
exchanging between the source, the trusted entiydlthe proxies.

A performance analysis is therefore required tessghe respective efficiency of the proposed
collaborative approaches and compare them withalséec approaches used for the key exchange.

2.5.1. Computational cost

In order to precisely quantify the energy savingstte constrained source node, we have
implemented the cryptographic operations it perform TLS handshake, IKE and HIP BEX
protocols, considering both their basic and coltabee approaches. We have evaluated their
cryptographic energy costs using Crypto++ librabs®][ With respect to error correction, we have
chosen to rely on the Reed-Solomon (RS) code [8Ghé threshold distributed approach of TLS
handshake protocol. In our simulation, we use RS)% = 5,k =3) codes where we generate 2 parity
packets for 3 source packets. The computationaiggreost of RS code was evaluated using IT++
library [61].

Test programs for individual computational openagiavere run on an Intel i3 processor and the
corresponding number of processor cycles for eazh mgtrieved. In order to be able to induce the
energy cost on a resource-constrained device frenmtmber of cycles on a powerful processor, we
disabled advanced features on our test procesgpeitiireading, multi-core, variable clock speed).
Eventually we were able to consider that the eneogpf for a sensor (g.se expressed in Joules) can
be derived from the number of cycles measured en3tiCi3), under the following equation:

>9:; <= ?9:; <= >9:; <= ?9:; <= BCDEFGH'\“I@
T @, T & Bopermmg - M (11)

Where U, | and N are respectively the voltage,nsity and frequency of TelosB andis a
coefficient representing the richer instructionshef i3 and approximated to 2 in our analysis.

Computational cost results for distributed TLS helvake (representative of a one-pass key
transport protocol) and distributed IKE and HIP pfesentative of key agreement protocols)
exchanges are respectively presented in the tébl&s8 and 9 below.

89:; <=
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Table 6: Energy costs of cryptographic operati@ugiired by the different evaluated approaches Del@sB processor for

the TLS handshake protocol in key transport maablK of 48 bytes, AES 128 CBC, HMAC SHA).

Cryptographic operations | Energy cost
Basic verify CERT+ 21mJ+
approach |verify_sign+ 1.2md+
RSA_encrypt_x+ 1.6 mJ+
RSA_sign_encrypt_x + 24.43 mJ+
compute_Master Key+ 20.92 pJ+
compute_Finished+ 267.1pd +
verify_Finished 686.58uJ
=30.30mJ
Distr. verify CERT+ 21md+
approach |verify_sign+ 1.2mJ+
n*(encrypt_xi+ 5%(2.47ud+
compute_MAC)+ 16.74pJ)+
compute_Master Key+ 20.92pJ+
compute_Finished 267.1pd +
verify_Finished 573.56uJ
=4.25mJ
Threshold |verify CERT+ 21md+
Distr. verify_sign+ 1.2mJ+
Approach [encode_reed_solomon+ |350,6 pJ+
n*(encrypt_xi+ 5%(2.47uJd+
compute_MAC)+ 16.74pJ)+
compute_Master Key+ 20.92pJ+
compute_Finished 267.1pd +
verify_Finished 573.56pJ
=4.6mJ

Table 7: Energy costs of cryptographic operati@ugiired by the different evaluated approaches Del@sB processor for
the TLS handshake protocol in key agreement mode.

Cryptographic operations | Energy cost
Basic verify CERT+ 21mJ+
approach | verify_sign+ 1.2 mJ+
compute_DH 58.97 mJ+
RSA_sign_DH. + 24.48 mJ+
compute_Ky+ 104.73 mJ+
compute_Master Key+ 20.92 pJ +
compute_Finished+ 267.1pd +
verify_Finished 686.58 pJ
=192.54mJ
Distr. verify CERT+ 21mJ+
approach | verify_sign+ 1.2 mJ+
n*(encrypt_a+ 5*(22.25uJ+
compute_ MAC+ 16.74pJ+
verify MAC+ 13.57pd +
decrypt_g“modp)+ 19.78 pJ) +
compute_ mult_H°+ 290 pJ+
compute_Master Key+ 20.92 pJ +
compute_Finished+ 267.1pJ +
verify_Finished 573.56 pJ +
=4.81mJ
Threshold |verify CERT+ 21md+
Distr. verify_sign+ 1.2 mJ+
Approach [n*(k-1)*( comp_mult_f(i))+ |5*2*(0.09 pJ+
compute_add_f(i))+ 0.05 pJ) +
n*(encrypt_f(i)+ 5*% (22.25pJ +
compute_MAC)+ 16.74pJ)+
k*(verify_ MAC+ 3*(13.57pd +
decrypt_§“modp)+ 19.78 pJ) +
compute_mult_&0 + 290 pJ+
compute_Master Key+ 20.92 pJ +
compute_Finished 267.1pJ +
verify_Finished 573.56 pJ +
=4.74mJ
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Table 8: Energy costs of cryptographic operati@ugiired by the different evaluated approaches Del@sB processor for

the IKE protocol.

Cryptographic operations

Energy cost

Basic compute_DH 58.97 mJ +
approach [compute_Iy+ 104.73 mJ +
compute_K+ 16.74 pJd +
compute_sign 2439 mJ +
Kw_encrypt_msg3+ 205.25 pJ+
compute_MAC_ I+ 142.31 pJ+
verify MAC_Ky + 138.12 pJ+
Km_decrypt_msg4+ 200.31 pJ+
verify CERT+ 21md+
verify_sign 1.22mJ+
=192.11mJ
Distr. n*(encrypt_a+ 5%(2.47ud+
approach [compute_ MAC+ 10.46pJ +
verify MAC+ 23.02pJ +
decrypt_g“modp)+ 19.78 pJ) +
compute_ mult_3°+ 290 pJ+
compute_ Iy + 16.74pd
Knv_encrypt_msg3'+ 29.67ud
compute_MAC_I + 23.02 pJ
verify_ MAC_Kwu + 18.83 pJ
Km_decrypt_msg4'+ 24.73 nd
n*(compute_MAC+ 5*2.1pJ +
verify_MAC) 2.1 )
=702.64pJ
Threshold [n*(k-1)*( comp_mult_f(i))+ |5*2*(0.09 pJ+
Distr. compute_add_f(i))+ 0.05 pJ) +
Approach [n*(encrypt_f(i)+ 5%(2.47uJ3+
compute_MAC) + 10.46pJ )+
k*(verify_MAC+ 3*(23.02pJ +
decrypt_ §“modp)+ 19.78 pJ) +
compute_ mult_y< + 290 pJ+
compute_ Iy + 16.74pd
Kwv_encrypt_msg3'+ 29.67ud
compute_MAC_I + 23.02 pJ
verify_ MAC_Kw + 18.83 pJ
Km_decrypt_msg4'+ 24.73 nd
k*(compute_MAC+ 3*(2.1pd +
verify_MAC) 2.1 )
= 610.04uJ
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Table 9: Energy costs of cryptographic operati@ugiired by the different evaluated approaches Del@sB processor for
the HIP BEX protocol.

Cryptographic operations Energy cost
Basic verify_signR1+ 1.24mJ+
Approach |compute_DHhir 58.97 mJ +
compute_soln+ 135.6 pJ+
compute_signl2+ 2455 mJ +
compute_ K+ 104.73 mJ +
compute_K, + 16.74 pJ+
verify_signR2+ 1.24mJ +
verify MAC_Ky 2.1pd
=190.88mJ
Integer verify_signR1+ 1.24 mJ+
Partition |compute_soln+ 135.6 pJ+
n*(encrypt_a+ 5*(22.25puJ+
compute_MAC + 18.83puJ+
verify MAC+ 16.74pJd +
decrypt_g®modp) + 19.87 pd) +
compute_mult_& + 290 pJ +
compute_K+ 16.74 pJ+
verify MAC_Ky 2.1pd
=2.07mJ
Threshold |verify_signR1+ 1.24mJ+
Distr. compute_soln+ 135.6 pJ+
Approach [n*(k-1)*( comp_mult_f(i)) + |5*2*(0.09 pJ+
compute_add_f(i)) + 0.05 pJ) +
n*(encrypt_f(i)+ 5*(22.25uJ+
compute_MAC) +18.83uJ) +
k*( verify_ MAC+ 3*(16.74pJ+
decrypt_ §“modp)+ 19.87 pd) +
compute_ mult_y< + 290 pJ +
compute_ Iy + 16.74 pJ+
verify MAC_Ky 2.1pd
=2mJ

2.5.2.  Communication cost

In this subsection we assess the communicatiorggmests of the proposed distributed approaches
at the constrained initiator. These costs are nofidiee costs of transmission, reception and listgni
The energy consumption of a node in listening muaebe equivalent to its consumption in reception
mode since the transceiver remains active in battiaw (see Table 10). Nevertheless, most of existing
works do not consider the listening mode in themmunication cost evaluations

Authors in [62] assess the energy cost of crypfalgjiraalgorithms is WSNs nodes and reveal the
impact of listening on the total energy cost. Hoarethey did not consider this element in their
estimates. Reference [63] includes the listenirgy tmestimate the energy cost of ECDH-ECDSA and
Kerberos protocols on TelosB and MICAz sensors iag@sts on its importance comparing results
with a prior work that estimates communication cosghsidering only transmission and reception
costs. This comparison shows an energy overheadb%f when the listening cost is taken into
account.

Table 10: Power consumption of TelosB at 4 MHz wittnansmit power of -5 dBm (from [63]).

TelosB platform

Transmit 54 mW
Receive 61 mW
Listen 60 mwW

We use the power consumptions presented in theeTHblas an energy model of the different
operating modes (transmit, receive and listen)ttier TelosB platform [63]. As reported in [63] we
consider an effective data rate of 75 kbps inst#aal 250 kbps claimed one. This important decrease
of the data rate is discussed in [64]. In a nutsbeth the presence of headers and footers andsthe
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of acknowledgments combine with the expected nokéffective decrease to further diminish the
rate available for application data.

From the previous exchange descriptions, we olirtatine table 11 below the number of exchanged

bytes by the source node in TLS handshake, IKEFHRIBEX protocols, considering both the basic
exchange and the distributed approaches.

Table 11: Sent and received bytes in the TLS haldsHKE and HIP BEX protocols.

TLS handshake TLS handshake Internet key exchange | HIP BEX protocol

protocol (key transport | protocol ( key protocol

mode) agreement mode)

5|85 B8G6| .5 |5s5m@85| 5555|8386 .5 [5s5R8%

o ® 568 256l od |90cdeSc| 0@ |96 @2E5R| s O6c28

n 9 29 val|BQ |IPECwal| B PEL|val B PELnoa L

S5 |Ea 955 8a EES|I9ES| 8Sca|8E5|9E35 88 |LEES|0E &

mn o _(ﬁacmo_mo.ggo_cmo_ maggaswamaggacma

T |30 Fg ® © S5 ® IS Cl-g © < S35 ®
Sent 2367 2095 2095 2495| 2863 2863 1568 968 932 468 952 952
(bytes)

Recv | 4610 | 3484 | 3484 | 4994 | 4502 | 4354 1542 1496 1236 608 114p 972
(bytes)

We consider that the constrained node is listedimgng a delay corresponding to the latency of
communications (J R,) and packets propagatioD)(as well as the processing of packets (Proc)eat th

proxies and the server. We estimate below theniistedurations required by the constrained node in
the considered approaches:

RK mkn
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Assuming that the server is an unconstrained nddke wroxies are 10 times less constrained than

the server (and thus have a 10-time greater pringeme), the listening durations for the differen
keying approaches are presented in the table Dbivbel

Table 12: Listening durations (in ms) in the foansidered key establishment protocols (basic &ibisted).

TLS handshake protocol | TLS handshake protocol | Internet key exchange HIP BEX protocol

(key transport mode) ( key agreement mode) protocol

Basic Distributed Basic Distributed Basic Distributed Basic Distributed
approach | approaches| approach | approaches| approach | approaches| approach | approaches

401 411 404 444 404 446 405 445

We also assume that the proxy is one hop far frben donstrained node and that a 200 ms
propagation delay is required to route packets floensource to the server. Finally, the energyscost

induced by communications in both basic approachdistributed approaches is shown in tables 13,
14, 15 and 16 below.
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Table 13: Communication Energy costs on a TelosBgssir for the TLS handshake protocol in key trarispode.

Basic Distributed Threshold
Approach Approach Distributed
Approach
Transmit cost 13.63 mJ 12.06 mJ 12.06 mJ
Receive cost 29.87 mJ 22.57mJ 22.57mJ
Listen cost 24.06 mJ 24.66 mJ 24.66 mJ
Energy cost 67.56 mJ 59.29 mJ 59.29 mJ

Table 14: Communication Energy costs on a TelosBgssar for the TLS handshake protocol in key agreemede.

Basic Integer Threshold
Approach partition Distributed
Approach Approach
Transmit cost 14.37 mJ 16.49 mJ 16.49 mJ
Receive cost 32.36 mJ 29.17mJ 28.21'mJ
Listen cost 24.24 mJ 26.64 mJ 26.64 mJ
Energy cost 70.97mJ 72.3mJ 71.34mJ

Table 15: Communication Energy costs on a TelosBgasar for the IKE handshake protocol.

Basic Integer Threshold
Approach partition Distributed
Approach Approach
Transmit cost 9.03 mJ 557 mJ 5.36 mJ
Receive cost 10 mJ 9.69 mJ 8mj
Listen cost 24.24 mJ 26.76 mJ 26.76 mJ
Energy cost 43.27 mJ 42.02mJ 40.12 mJ

Table 16: Communication Energy costs on a TelosBgasar for the HIP BEX protocol.

Basic Integer Threshold
Approach partition Distributed
Approach Approach
Transmit cost 2.7mJ 5.48 mJ 5.48 mJ
Receive cost 3.93mJ 7.38mJ 6.3 mJ
Listen cost 24.3mJ 26.7mJ 26.7mJ
Energy cost 30.93 mJ 39.56 mJ 38.48 mJ

2.5.3. Total energy cost

Synthesizing the computation and communicationsgasé provide the total energy costs of the
two examples of key exchange protocols considetivey basic and collaborative approaches in
figure 21 and table 17 below.
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Fig. 21. Overall energy consumption on a TelosBiafour considered key establishment protocol®&sic & distributed
approaches (considering the basic and resilieneséat the distributed approaches).

Table 17: Compared total (computations + commurdoa)i energy costs on a TelosB processor for thinegtdoT key

establishment protocols, featuring for each prdttdm basic (unchanged) approach, the defaultlvotitive approach and
the resilient collaborative approach.

TLS handshake protocol | TLS handshake protocol | Internet key exchange | HIP BEX protocol

(key transport mode) ( key agreement mode) | protocol
e D c [TT c e c |8 T c e c|T T o e c |8 T c
[3) 8¢ g Lo O =€ 0Cg Q70O O |= < 0O|lg 80O O =€ 0Clg Q70
O © 58 58|98 P0cBe5S5q8| T V0B S50 Qa8 OB S5
0 O 29 & O| m o |DE 9Oqg o| »m o |95 9w ol O |9 9% o
2 |28 2 2 S |I§PEQua g S |TE2ua 2 °© IPEQo2 2
S |Sa|9Ea|l8a EEQ|Ea| Sa|28Ea/0Eg  8a [EEa|PE a
Mg | 9 cehao|lPa SESolceg o o o Ego_c_go_mo_ S Solceg o
S |53® Fg ® © T35 © S G5 ® © Cl-g ©
Comp. 30.30 4.25 4.6| 192.54 4.81 4.74| 192.11] 0.702| 0.610| 190.88| 2.07 2

Comm. 67.56| 59.29| 59.29| 70.97| 72.3| 7134 43.27] 42.02] 40.12 30.93] 39.56| 38.48

Total 97.86| 63.54| 63.89| 263.51 77.11] 76.08| 235.38 42.72| 40.73| 221.81] 41.63| 40.48
energy

cost (mJ)

As shown in figure 21 and table 17, the computestscoonfirm the efficiency of the cooperative
scheme we propose. The most significant energyngavtoncern the key agreement mode. They
amount to 75% of what is consumed in the key agees¢mode of TLS handshake and 80% of what
is consumed in IKE and HIP BEX protocols. Concegnihe key transport of TLS handshake, the
constrained node saves around 35 % of its enesggpmpared with what is spent during the basic
exchange. These results were expected since delgg#he computation of DH modular
exponentiations (in the key agreement mode) leadsdre energy savings at the constrained device
than offloading signature and encryption operatiorthe key transport mode.
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Energy savings can be increased by reducing thatidarof listening mode. Using LPL (Low
Power Listening) protocols [65], the source node ba temporarily put into a sleep mode when
waiting for the protocol to run between proxies aedver. These saving can be especially important
for the key agreement protocols, where the lisgmommunication cost amounts to more than 50%
of the overall energy consumption.

The results also show that the energy costs ofthiheshold distributed approaches of the key
agreement mode in the three studied protocols kghtlg less small than those of the simple
distributed approaches; contrary to what may hasenbexpected if one had only considered the
additional cost of the generation of the polynonsiahres. This generation overhead certainly makes
the secret distribution more complex, but meanwihileduces the energy cost of messages processing
at the source node, which receives and decighpaskets instead of .Thesek packetsontain shares
of DH session key sent from proxies at the endheffrotocol exchange to make it possible for the
source node to set up the master key.

Concerning the key transport mode of TLS handshieepverhead introduced by the addition of
redundant parity packets in the threshold distadwpproach slightly increases the energy cogteof t
protocol exchange. On the other hand, the constlagsource is not expected to process packets
received from proxies so that the introduced ovadhis not compensated as in the key agreement
mode.

In a nutshell, simulation results prove the viapilbf the proposed distributed approaches in the
studied context of 10T keying, which involves highltsource-constrained nodes such as the TelosB
sensor platform. Providing almost equivalent eneopgts compared to the simple distributed
approach, the threshold distributed approach ioired additional recovery and secrecy properties,
both essential for a collaborative protocol.

After proving the efficiency of the proposed cobiastive variants of TLS handshake, IKE and HIP
BEX, a formal security analysis of these approacisesequired in order to prove their overall
effectiveness as key establishment security prég¢oco

2.6. FORMAL VALIDATION WITH AVISPA

A formal security analysis was carried out using #VISPA [66] tool in order to prove the
fulfillment of the desired security goals of theoposed collaborative keying schemes. AVISPA
(Automated Validation of Internet Security Protoad Applications) is a push button security
protocol analyser based on formal methods, perfugnanalytical rules to illustrate whether the
candidate protocol is safe or not. If a vulner&piis detected, verification results revolve theaek
trace, showing at which step and under which caditan attack was made possible. The tool
implements the Dolev-Yao intruder model [67] abteetavesdrop, intercept messages, insert bogus
data, or modify traffic passing through. AVISPA amporates four different automatic protocol
analysis techniques for protocol falsification ®e-fly model-checker (OFMC), constraint-logic
based attack searcher (CL-AtSe), SAT-based modstkeln (SATMC), and tree automata based on
automatic approximations for the analysis of ségwiotocols (TA4SP) and provides a large library
of well-known Internet security protocols.

The first step of the protocol verification consigt modeling it using HLPSL formal language of
AVISPA. The specification language HLPSL is usediéscribe the security protocol as sequences of
exchanged messages between different parties aegptess desired properties and security goals.
Actors interacting in the exchange are modelechasdles including their message exchanges with
each other. After that, a session is created bylignthe roles altogether, describing message
exchanges in a normal run of the given protocdhe®sessions are then specified, with the diffexenc
that they include an active intruder in betweendlierent actors, specifying its optional knowledg
of keys known to legitimate entities. Modeling tiéruder activity is used to interactively find and
build attacks over the present protocol. Finallglabal environment is created including multiple
parallel sessions simultaneously. The HLPSL spetifin is later translated into an Intermediate
Format specification providing a low-level desdoptof the protocol and given as an input to ther fo
automatic analysis back-ends of the AVISPA tooleflthe verification of the security properties of
the protocol, namely authentication, integrity,i@aplay and secrecy, starts. If a specified séguri
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property is violated, the back-ends return a texqaaining the sequence of actions that gave dse t
the attack and exhibit which goal was violated.

We specified first the actions of each participard module, which is called a basic role; the role
of the constrained client in modified TLS handshpkaocol, for example, is modeled as follows:

6/8 C
4 4 4C) E5)
4*4C * E5) U5 * 5) )
+E8! -&VES! +E | -&VE ! +E! -&VE!C 6)77
) B!

The declared variables above represent the irkhalwledge of the client. The RCV and SND

parameters indicate the channels upon which thicipant playing “role client” will communicate
with other roles. Here the client A communicatethwine server B and;,both sending and receiving

packets.
In the same form, the role proxy in the modifiedPHBEX is modeled as follows:
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Each role consists of a sequence of states illuggraall of its exchanges with other parties
involved in the protocol. The state below descritesexchange between the initiator and the proxy i
the modified HIP BEX. Having received the list gbpies participating in the key exchange from the
trusted entity T, the client A sends a messagld@toxy Pcontaining the solution of the puzzle, the
server DH public value, the server identifier aruba of the secret exponent a
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After defining basic roles, we defined composedasolvhich describe the whole session by the
execution of all basic roles simultaneously.
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Finally, a top-level role called “environment” wesfined including the intruder activity trying to

play some roles as a legitimate user. The envirohmzte in the modified IKE protocol is modeled as
follows:
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In the above extract, one can notice that the neadtruder may have had its public key (i.ki)
signed by the same certificate authority that antibates B, as represented by its knowledge of an
{i.ki}_(inv(ks)) statement. Another noticeable pois the variation of the roles that the intrudenay

assume in the protocol test, as shown in theli@setlines: i is successively described as beitgytab
actas P A and B.

The security goals were finally specified in a “asection asserting that the secrecy should be
achieved for the final master key between the tleand the server B, and for the Lamport private
key (we model Lamport signatures at the proxy) leetwthe trusted party T and each proxy.

The secrecy of a parameter was also declared hefothe “role” section of the agent who has
generated it. For example, after the generatioth@fLamport key material in the role of the trusted
party, we have further described the transitiorcli@xges) with the following secret facts:

Y4 OCW 367U 5)
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This means that the trusted party T declares tieagenerated Lamport private key is kept secret
between T and;®nly and that this security objective is to beeredd to as ‘K'.

In a second part of the “goal” section, we assetthedl authentication should be verified between
each proxy and the server in order to prove thantbde is legitimate and authorized to act on lhehal
of the constrained node and that the proxy comnatieécwith the desired entity.

Goal facts related to the mutual authenticationvben the proxy and the server are stated at the
role proxy and role server sections. The goal fatthess” is used by the role to be authenticated i
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order to express that he wants to be the peereobttiner role and will prove later its legitimacyher
goal fact “request” preceded by an accompanyingesgs is used by the authenticating role releasing
in the transition after which the authenticationesified and is considered successful.

In our modified protocols, we have used witness @gliest facts for the mutual authentication
between the proxy and the server. Example dephmémv concerns the modified IKE:

» The proxy authenticates the server on the vafudi dbecause the server implicitly sends
back the received fresh nonce Ni signed with iiggbe key). Actually, the server signs a message
encrypted with the master key which was computa@agusie nonce Ni. This translates as:

?Y3 68 "E $ +07 (atthe role server)
?Y 6 8 ME $ +7 (at the role proxy)

» The server authenticates the proxy on tileevof Nr (because the proxy implicitly sends
back the received fresh nonce Nr signed with itapart private key). This translates as:

?Y3 6 8 $E ")+07 (atthe role proxy)
?Y 68 $E +7 (at the role server)

Eventually, these three goals (secrecy of (KM, i)l anutual authentication between proxy and
server) translate to:

)JE 55
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Subsequently, we checked the correctness of thiemgmted HLPSL codes and of the protocol
state machines by the use of the protocol animatiohcalled SPAN [68].

Finally, the security of the protocols was evaldaby executing the four AVISPA back ends
(OFMC, SATMC, CL-AtSe and TA4SP) against our definetended security goals. Peer
authentication, secrecy, message integrity, dgliyeoof, identity proof and replay protection were
evaluated. AVISPA tool produced a formal reporaasoutput indicating that the protocol is “SAFE”
against OFMC, CL-AtSe, and SATMC and “INCONCLUSIVEQgainst TA4SP database. No
vulnerabilities were detected: according to thel,titois not possible for an intruder to violate a
security requirement and alter the successful podsorun, based on the specified security goals and
the described assumptions. The output is providdd|ews:
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2.7. CONCLUSION

This chapter presents a novel collaborative appréackey establishment in the context of the loT,
by which a resource-constrained device delegagesxjpensive computational load to assisting nodes,
on a distributed and cooperative basis. In ordemiable this collaborative behaviour, two distrdulit
techniques have been proposed and carefully dekigmeboth the key transport and key agreement
modes. These techniques have been applied to gadexained key establishment standards for the
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IoT, as identified in chapter 1, namely TLS hande&hanternet Key Exchange and HIP Base
EXchange protocols.

The cooperative variants of these protocols hage Heen assessed and compared to the legacy key
establishment protocols they base on, from thetpah view of cryptographic and communication
costs. Simulation results show that our proxy-basdame significantly increases the energy savings
at the constrained device compared with existingdsrds.

A formal security analysis performed using AVISR®lthas validated the security of the modified
exchange protocols against external attackers ptiegnto violate the major properties related to a
communication security protocol, that is authertiizg confidentiality, freshness and data integrity

However, the obvious benefits of our collaboraiymroach should not hide the new threats they
introduce that AVISPA tool is unable to reason db®he I0T is also characterized by the fact that i
interconnects within a single infrastructure a wideiety of entities, some of which being expedted
become compromised and act maliciously over timéelVnodes rely on each other to achieve a
common goal, more points of failure arise that rdater the efficient service fulfilment. A legitineat
proxy can act selfishly and refuse to participatéhe collaborative key exchange process in omler t
save its energy resources and maximize its owropeance. Or it can act maliciously and impair the
collaborative process with the goal of damagingwiele system. These types of threats, introduced
by collaborative aspects, are known as internack$t Conventional cryptographic mechanisms such
as signature and encryption can provide confidétytiaintegrity and node authentication for
exchanged messages and protect the system frommaxtdtacks; however, they fail to deal with
insider attackers since the misbehaving proxy temtertified by a trusted authority to be a legéte
entity.

As explained throughout this chapter, this kindwffair" proxy play has been carefully considered
in the design of our collaborative approach. Tho&tlhechniques have been implemented during the
key exchange for ensuring a consistent recovethatecret key in case of a proxy unavailability or
misbehaviour. Nevertheless, further security messudrave to be considered in order to identify
malicious participants through an analysis of tHe#haviour inside the cooperative group. This
identification process is essential to isolate wsttvorthy elements and refine future proxy selestio

In the literature, collaboration between nodes lbeen proposed for enabling various networking
services, with the objective to improve the commatons between any two nodes in a networked
infrastructure. Accordingly, behaviour analysisteyss were designed that aimed at securing the
proposed collaborative schemes. We conducted @&wewf these systems in order to assess the
different forms that collaboration management caakke. Especially, our objective was to analyse
whether any existing behaviour analysis systemddcdulfil the specific requirements of our
collaborative key establishment schemes. Thismélke the subject of the next chapter.
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Chapter 3: COLLABORATIVE SERVICES AND THEIR
SECURITY -RELATED WORK

3.1. INTRODUCTION

Recently, we have witnessed the emergence of coltibn between nodes in wireless
communication systems to accomplish jointly a dpedask or to maximize the overall system
performance. Collaboration has gained momentuth thie advent of new communication schemes
introducing unattended wireless topologies, mostlgde of resource-constrained nodes, in which
radio spectrum therefore ceased to be the onlyuresoworthy of optimisation. Collaborative
techniques are introduced to improve the performasicwireless topologies in many respects, for
example by increasing the coverage, enhancingetturisy or saving bandwidth and energy resources.

Along the same lines of our solution, other coli@ive services have been proposed in the
literature. Among these, we chose to focus on botative networking services, which we define as
featuring functions that improve the communicatadilities of any two networked nodes. Radio
connectivity, end-to-end routing, establishmensetured channels fit within this definition. On the
other hand, it excludes both orchestrated applieatiervices and services that essentially rely on
assigning different roles to the connected entiBash as aggregation or backup.

This chapter starts in section 3.2 by presenting different networking services for which
collaborative approaches have been proposed iditdrature. Next, we review in section 3.3 the
security measures that are proposed to counternaiteattacks that can be launched inside a
collaborative group. By assessing existing behavémalysis mechanisms, we build in section 3.4 a
synthesis of the best practices to use as partgeharic trust management system. We conclude this
chapter in section 3.5.

3.2. COLLABORATIVE NETWORKING SERVICES IN WIRELESS COMMUNICATIONS

In this section, we survey existing collaborativetworking services in wireless communications.
The considered collaborative processes in our cengmsive approach include routing, security and
radio services.

3.2.1. Collaborative routing services

In a WSN, the main application of sensor nodesigdllect and report events to a sink node.
Collected data delivery is provided through muttiphcommunications, since direct communications
between sources and the sink node could be nabledsr sensor nodes, because of their constraints
in terms of transmission range or limited energgnék, collaborative routing schemes able to support
distant communication with a sink node prove oubé&oa necessity in WSNSs. Intermediate sensor
nodes collaborate to forward packets between thececand the sink node. If clustering is applied,
dedicated nodes are deployed in the sensor netwatpport the transmission burden from sensors to
the sink node. The network is then divided inta@ug of clusters.

A cluster head with richer resources capabilitexgives collected data from sensor nodes within its
own cluster, and delivers them to the sink nodes Tferarchical collaboration between sensor nodes
and cluster heads to route data has been propasedclieve energy efficiency in WSNSs.
Collaboration arises also as an essential requiternme Mobile Ad-hoc NETworks (MANETS)
routing. The lack of a fixed infrastructure in a MET leads to decentralized communications
between nodes, therefore causing the routing detvio be carried out by participants. A mobilel@o
is seen as a communicating node as well as a meldg that collaborates with other nodes to forward
and route messages from a source to a destination.
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Collaboration between nodes for routing and pafetarding is seen as an inherent behaviour
[69] as compared with other networking services.eéBgence, routing involves intermediate nodes
between the sender and the recipient of a pac&eath in charge of forwarding the sent packet unti
has reached its final destination. Routing alsamives dedicated control-plane messaging between
nodes allowing them to build awareness of theigmedurs’ own routing capabilities, in order to
determine the optimal route to send a packet. igisbuting protocols such as AODV [70] and DSR
[71] assume that all the nodes that form the walgetwork have to cooperate and are inclinedtto ac
as assisting nodes in a routing process by forwgrdackets of other nodes in the network.

3.2.2. Collaborative security services

Recent years have witnessed an increased intards iconcept of collaboration as a technique to
apply for enabling security services. Collaborati@as first been suggested by cryptographers to deal
with secret sharing. The concept of secret shawviag introduced in 1979 by Shamir [72] and Blakley
[73] based respectively on Lagrange interpolatiotyqpomial and Linear projective geometry, as a
solution to cryptographic keys management. Thechidsia consists in splitting a dealer’s secret into
multiple shares and distributing the result amongea of participants. Then a subset of these
participants belonging to the access structurecodlaborate to combine their shares and recover the
secret when needed. Such schemes have also begredefo ask n) threshold secret sharing
schemes since the secret is retrieved only ifagtlefrom n participantsi > k) cooperate to combine
their shares. Secret sharing schemes were propogedtect and control the access to any important
information in the network by distributing it ovdifferent locations, thereby imposing an attacleer t
have access to these multiple locations in ordkraim about the information [74].

Another security service in which collaboratiorrégjuired is signature delegation, also known as
proxy signature, whose concept was put forward®@6lby Mambo et al [75]. The primitive of proxy
signature allows a proxy to sign a message on behan original signer. This latter delegates its
signing authority to a designated proxy, mandatedct on its behalf. However, relying on a single
proxy node makes the security of the proposed seftgpendent on the reliability of the proxy signer
and impractical.

In order to share signing responsibilities, theosgn of proxy signature was therefore extended to
delegate signing rights to a group of participd®]. Each participating proxy initially receives a
partial proxy signing key from the original sign@hen, proxies collaborate to generate a valid yprox
signing key, required to act on behalf of the ardginode. In order to tolerate some proxies non-
availability, K, n) threshold proxy signature schemes were propaseddh a way that any subsetkof
proxy signers in a group afproxies can collaborate to build a valid proxynang key.

The need for signature delegation schemes arisesetample in MANETs. Permanent
communications between clients and servers areasifiie because of the mutable network topology.
In order to nevertheless guarantee service avhijabo all clients dispersed in the whole network,
proxy signature schemes have been proposed to fisky alistributed signature service [77]. An
original server delegates its signing capabilitesa group of remote members in the network that
cooperatively sign messages on its behalf.

In large-scale wireless networks, deploying a @iated Certificate Authority (CA) to manage key
certificates is a very hard task because of sdalahnd communication delay problems. Many works
have adopted the use of proxy signature schemesier to distribute the CA functionalities to a set
of nodes in a collaborative manner. Each design@federver generates a partial certificate and then
collaborates with other CA servers to derive valitificates to requesters by combining a sufficien
number of these partial certificates.

Nodes in WSNs are deployed in unattended and bastivironments to sense and report sensitive
data concerning critical applications, such astamyi surveillance and health monitoring. Providing
reliable sensed data despite wireless links vubililra and nodes’ resources constraints is
challenging.

The use of collaborative signature schemes has jpegosed to prevent the impact of false data
reported from malicious sensor nodes. In [78], atgluse a threshold elliptic curve cryptography
signature scheme that monitors false data emanétimy compromised sensor nodes. A reported
message should be signed lylistinct sensor nodes before reaching the core modrder to be
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considered as valid. Traveling along the full pa#tported messages are cooperatively verified by
intermediate nodes and signed again in case otawgmat. The global verification phase is performed
at the core node which verifies the validity of tt@mbined received signatures of all participating
nodes. In [79], an efficient collaborative signdigp scheme is proposed to monitor alert messages
reported by sensor nodes deployed in a certain &aah node has a share of a local private key and
produces a partial signature during an alert mespagcess. Then a designated sensor node takes in
charge the combination of all these valid partighatures from different participating nodes. If a
sufficient number of nodes have cooperatively etertisigncryption, it generates a final signcrypted
value and transmits it to the base station.

3.2.3. Collaborative radio services

The unpredicted partitioning of wireless networksised by loss of hodes connectivity or sparse
node density leads to unreachable groups of nandsai@ects the overall network connectivity. Two
nodes belonging to separated groups are not abt®rtonunicate with each other since the route
between them is interrupted and traditional mubiplcommunications cannot restore connectivity.
Therefore, a solution is to increase the radio simah power of a delivered message to reach a
disjointed group of nodes. Collaborative transmigdhas been suggested as a solution to overcome
broken links and connectivity problems in multi-hefeless networks.

The concept of collaboration in radio transmisdiefd has been first introduced by Sendonaris et
al. in 1998 [80] for cellular mobile users. In bawll, a user is responsible for transmitting oty
its own signal, but also the data of its neighbmgiisers, which it can detect. The cooperatiom-of i
cell users increases the uplink capacity to achéehigher data rate.

This concept has been extended to be consideredperative transmission in wireless networks.
The principle is similar and consists in combinthg transmission power of a group of nodes in order
to attain a higher transmission power and attaiverstise unreachable zones. Nodes collaborate by
transmitting identical symbols at the same timesttack up the transmitted waves on the physical
medium. With the sum of waves, the source can rdachdestinations. Different cooperative
transmission approaches have been proposed initénature [81], [82]. With wave cooperative
transmission scheme [83], nodes receiving a mesaadgee same time repeat it together once to
increase the power transmission range. The coneaptlater extended to tackle the problem when
there is only a single node in the initiator's mdange to receive the emitted message. In this, cas
repeating only once the message may not suffigehéeve the desired power transmission. For this
reason, an accumulating transmission scheme has ibgeduced in [84]. This new alternative
proposes that nodes, upon the reception of a messajgeat it cooperatively several times. Hence,
even a single node can collaborate with the imitiddb get a higher power transmission with the
summation of energy and reach an otherwise unrbéeimode. This technique is heavy in terms of
energy consumption since assisting nodes havetriansgnit the same message several times. Other
cooperative transmission schemes that alternateeket multi-hop and accumulative cooperative
transmission phases have been proposed such 8SsJirarfd [86]. This hybrid design aims to use
multi-hop communication wherever possible and ttmseduce the energy cost of accumulative
transmission phase. This scheme offers the higtmstectivity level but seems to be complex for
implementation in networks with unexpected nodeab@&iur. Assisting nodes have to be aware of the
network topology in order to be autonomously ablalternate between multi-hop and cooperative
communication phases. This may be only suitablesfrarse networks settings and for predictable
scenarios.

Cooperation has been also exploited to overconmakigding problems resulting from multipath
propagation in wireless networks [87]. Collaboratie achieved through spatial diversity by allowing
multiple users to collaborate and relay each osheressages, developing multiple transmission paths
to the destination. Cooperative transmission hesnbalso investigated in resource constrained
wireless networks to enable nodes with a singlerare to exploit spatial diversity in order to impeo
signal quality [88]. Contrary to what happens imwentional multiuser systems, cooperating nodes
make their channel resources available to enhdrecérdnsmission quality of each other's messages.
Each user can act as the source node in a typitaborative scheme while other users serve ag rela
nodes. Various collaborative protocols have beeopgsed based on this concept to advance
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communication quality in wireless communicationgafples are Amplify and Forward (AF) [89],
Decode and Forward (DF) [87], Compress and Forf@Fj [90], and Coded Cooperation (CC) [91].
AF and DF are the most common cooperative schemestal their simplicity. With Amplify and
forward (AF) scheme, a group of relay nodes recaisgnal from a source and simply retransmit it to
the destination without decoding it. It is alscereéd to as a transparent cooperation. With deande
forward scheme (DF), relay nodes are more involiéety decode the received message, re-encode it
to enhance error protection and retransmit it a&w message. Upon reception of multiple signals
from the source and the cooperating nodes, théndésh combines them and recovers the original
message. The advantages of these cooperative sstaften depend on the availability of reliable
inter-user links. The benefit of AF scheme reliagite quality of the relayed signal since coopecati
nodes amplify both the signal and the noise recefvem the source. Likewise, in DF scheme, an
assisting node can decode and relay the messagdfdtlis able to receive reliably the original
message from the source.

The outage probability of a transmission withiroaeration process caused by the quality of inter-
user channels has motivated researchers to prompamdeer selection protocols [92]-[95]. These
protocols, also referred to as selection cooperagichemes, aim to assign a set of relay nodes to
source nodes among a group of potential nodesthésdepending on a figure of merit that takes into
account channels conditions and available resouatéle relays. In a first coordination phase, all
potential relays receive an emitted signal from sbarce and process it to the destination. At this
stage, relays with poor channels are detectedetratted from the pool of assisting nodes whiledgoo
participants are retained as adequate to cooparateassist the source transmissions. In a second
phase, only selected relays participate to forwlaedsource’s messages to the destination.

In order to offer efficient resource utilisationrféthese cooperative schemes, flexible power
allocation techniques have been applied among catpg nodes [88], [96]. The source and relays
coordinate by exchanging mutual information in temf actual transmission power and channel state.
Then, each node adjusts its power allocation so asinimize the total power allocation required to
achieve the desired transmission rate. Opporten=ioperative transmission schemes [97], [98]
propose to dynamically select among all availalt#qrols the cooperative protocol that achieves the
minimum total transmission power.

3.3. SYNTHESIS
We assume in this section that the different netvearvices presented in the previous section can

be used concurrently. An example of a packet dsfliigvolving collaboration in the fields of radio
transmission, routing and security is provided el Fig. 22.

/'%‘

Fig. 22. Involvement of multiple collaborative neking services in a single packet delivery.
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Figure 22 is an example of successive use of amitdlye services for a packet sent from a node A
to a node B. Security enforcement of the B keying algorithm is first performed collaboratiyet
node A with the assistance of resource-unconsulanoeles. Subsequent routing at each intermediary
node, such as Nis also a collaborative process that involvesdhaice between multiple candidate
next hops and the delivery through the best onmallyi collaborative radio synchronisation between
node N and a set of its neighbours allows the packetetadlivered to the (distant) sink node S,
before eventually reaching B.

3.4. SECURITY MECHANISMS AGAINST INTERNAL ATTACKS

3.4.1. Classification of security mechanisms

As mentioned above, collaboration-based servicesvainerable to several attacks caused by the
selfish or intentional untrustworthy behaviour oh® assisting nodes. Indeed, nodes, especiallg thos
with low capabilities in terms of energy and conipgtpower, may be reluctant to make their
resources available to other nodes as part of pecative act. Therefore, such nodes may prefer to
behave at times in a selfish manner in order toimiae their energy savings. With this behavioue, th
selfish node unintentionally prevents the systemmfrworking properly. Meanwhile, a node
intentionally manifesting a malicious behaviour idgra cooperative service is not interested in
energy savings but in carrying out an attack vhinabjective to disturb or even damage the system.

That is why it is important to develop dedicateccs#y mechanisms in order to secure
collaborative services, especially when conventiorrgptographic mechanisms lack to provide
required protection against untrusted cooperatodea. We consider in this section existing security
approaches designed to thwart different attacksapeollaborative services.

In the literature, security mechanisms are normellgsified as prevention, detection and recovery
mechanisms. Arevention mechanisis implemented to enhance the security duringettecution of
a system and prevent an attack from occurringdefection mechanisns used to detect both
successful attacks and also attempts to violatesélarity of the system. This security mechanism is
usually followed by a reaction phase, used to aklihe attacker or take further measures to prevent
or mitigate a future attempt. fecovery mechanisis defined as a technique that ensures the system
restoration after an attack has been detected.

With respect to the scope of the collaborative apgh we are studying, this classification of
security mechanisms can be regarded as a distinbedween security-by-design mechanisms and
behaviour-analysis mechanisms.

Security-by-design mechanismefer to techniques implemented during the desigiine solution
to prevent and/or overcome potential attacks. Thesehanisms encompass prevention techniques
such as access control mechanisms, which actually dn attacker to be in position of launching an
attack, and also include other implemented teclesicguch as threshold security, which mitigate the
attack in order to guarantee a normal operatiothefsystem even in presence of attackers. These
mechanisms run inside the service program and a@aetimes slow down the system; however, they
cannot be dissociated from the service.

Behaviour-analysis mechanismeefer to detection and response techniques. Thesghanisms
track the system behaviour and interactions betweedes to detect attack attempts and/or
occurrences. Once a security anomaly is detecteshaion mechanism is launched to take security
and service repair measures. Security measuragimelttacker exclusion and punishment techniques.
Service repair measures involve recovery mechanisush as restoring the firmware of a
compromised node to factory default settings. Thlp consider cognitive techniques used to re-
adapt the service to deal with new threats andrenrwient conditions. These mechanisms run along
with the service process and can be handled dithéne node itself or by another centralized entity
In the literature, behaviour-analysis mechanisme aommonly designated atust-based
mechanisms This terminology will be used for the rest ofstiiocument.

Both of security-by-design and trust-based mechasmisomplement each other and are designed to
be applied together in order to establish a saf@@mment of cooperative entities. Security-by-desi
mechanisms (threshold secret key distribution usigLagrange interpolation and error correction
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scheme respectively for the key agreement anddhdrnsport modes) are already taken into account
in the design of our collaborative solution, enagplthe recovery of the session key even in case of
node misbehaviours. Trust-based mechanisms hawe tonsidered as a next step to detect untrusted
elements. At this stage, we review existing segwwiiutions proposed to deal with internal attaicks
collaborative services in light of the above clsation.

3.4.2. Security-by-design mechanisms

3.4.2.1. Collaborative routing services

Several security implementations have been incatpdr in routing protocols to stimulate
cooperative behaviour among malicious and/or $etfiizdes and thwart attacks in wireless networks.

Most of these implementations are based on paymerttels such as in [99]. These systems
provide economic incentives for cooperation. Coafpieg nodes are rewarded with virtual currency.
The source node has to pay to transmit a packetassisting nodes are rewarded upon packet
forwarding. It is thus advantageous for nodes tperate in the packet forwarding process in oraer t
be able to send their own packets. The paymendbamelel has been firstly introduced by Buttyan
and Hubaux [100] in the form of nuglets and essdigls a virtual trade market between nodes to
enforce cooperation. Nodes are stimulated to cadpén packet forwarding because they need to earn
nuglets. To ensure that nodes do not forge paymgrts] proposes the use of tamper-proof hardware
to secure the credit exchange. Nuglets are tratexpavithin the packet and stored in a specific
encrypted header called secure module. The tammaf pased mechanism encourages nodes to
cooperate; however, it requires deploying a newrgemodule using cryptographic operations in each
node, which introduces a significant implementat@mmplexity and communication overhead. A
good economic incentive mechanism has to provgletweight overhead in the network and secure
credit exchange. During the last decade, sevetati®es have been proposed aiming to secure the
payment process and to efficiently implement itha routing protocols. In [99] a central bank based
mechanism named Sprite proposes to replace thefusespecific hardware module with a central
controller called Credit Clearance Service (CCSJESCstores and manages nodes accounts in the
system. Nodes periodically report receipts resgltirom their cooperative actions to the central
controller in order to update their accounts. ®pmibdel motivates node cooperation without need for
hardware implementation; however, it induces ansesvmmunication overhead in the network due to
the large number of reported receipts. In [100dppised solutions still focus on securing the paymen
packet routing process and rely on centralizedaititbs and public key infrastructure to manage the
credit exchange between nodes. Although thesdi@oduclaim achieving security requirements, the
heavy computational cost and extra overhead thegdace degrade the network performance and
drain nodes resources. For this reason, furthartisnk have focused on reducing the heavy cost
induced by payment-based models especially forureseconstrained networks. In [104] and [105], a
payment aggregation mechanism is introduced torgene receipt for multiple packets instead of
delivering a receipt per packet. In [106] and [1GJprobabilistic payment technique is proposed to
reduce the overhead resulting from the large nunafereported receipts in the network. Other
solutions addressed the question of how much aeratpg node should be paid for forwarding
packets. In Ad hoc-VCG [108], cooperating nodesravearded according to the energy they consume
to relay the packets. However, a node may cheatsoreal cost in order to maximize its payment.
Based on the concept of game theory, the Vickreyk@tGroves (VCG) model was designed to
ensure that the profit of each cooperating noaeaisimized when it reveals its true cost regardiess
declarations of other nodes. Thus, it is no longefitable for nodes to cheat on their cost durng
routing protocol. In [109], the pricing mechanismcrieases the rewards for cooperating nodes
proportionally to the load of the network. In [1168pdes rewards are assigned based on their deailab
bandwidth and power level. In [111]-[113], authadklress the case where a group of colluding nodes
work together to maximize their benefits and pr@posllusion-resistant payment mechanisms based
on standard concepts for collusion resistance inegioeory.

Apart from payment based models, other mechaniswe heen designed for routing protocols to
maintain a reliable packet forwarding process ispnce of misbehaving nodes. These solutions take
advantage of route diversity (multiple routes be&twa&odes) in wireless networks to apply diversity
coding [114]. Exploiting route diversity has beerstly introduced in [115]. Authors highlight the
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need for specific mechanisms to ensure routingicemvailability in case nodes are compromised,
especially since traditional cryptographic mechausisare not effective by themselves in these
situations. The proposed mechanism consists isnmating redundant data through additional routes
in the network for error correction. Hence, eveth#d primary route is compromised, the receiver can
recover the original message using redundant dateived from additional routes. Transmitting
through multiple routes is a robust prevention na@édm to cope with malicious behaviours. For this
reason, multipath routing approaches become aacatte research field in wireless networks to
enhance transmission reliability and provide faolérance against attacks and node failures [116]-
[117]. The solutions detailed in [118]-[120] relyn specific metrics such as energy consumption and
node stability to select routes between a giverrcgoand a destination in order to increase the
reliability of packet transmission.

3.4.2.2. Collaborative security services

Traditionally, proposed collaborative security aygmhes either implicitly or explicitly assume that
cooperating nodes are trustworthy. Basic schen@sasipolynomial based Shamir scheme and proxy
signature scheme of Mambo suppose that all plagershonest and an adversary is assumed to be
unable to disturb the system. Afterwards, secuaitglysis for these collaborative approaches started
being considered in the literature, since trustihglayers is impossible in practice.

In order to prevent dishonest behaviour of somdigiaants, a number of robust secret sharing
schemes have been proposed. Verifiable secrengh@riSS) schemes [121]-[123] were designed to
deal with malicious players. These schemes guaaniorrect reconstruction of the secret in case a
dishonest dealer or participant provides fake shesspectively during the dealer distribution ag th
combiner reconstruction phase. Proactive secreinghaolutions have been proposed to overcome
mobile adversary attacks [124]. In fact, a mobilwaasary may take profit from the long lifetime of
the secret so that it attacks a sufficient numbbeseovers one by one to learn and destroy the secre
We consider that our collaborative key establisninsehemes are less vulnerable to mobile adversary
than secret sharing schemes since assisting ntatessecret shares for a short period of time aad a
to delete them after the key exchange. The badende against this attack is to renew the secret
periodically; however this could be impractical flang-lived information such as cryptographic
master keys or sensitive data files. Proactive reelse[125]-[126] protect the secret sharing against
these attacks by periodically refreshing shareslewkeeping the same secret. Since attacker
capabilities are likely to increase over time, il ibecome simpler for it to compromise many
participants in a short time. To counter this threathors in [127] have introduced the changeable
threshold secret sharing scheme, proposing to tadpes threshold parameters according to the
environment reliability. Thereafter, several secsbfring schemes have investigated the flexible
change of the threshold value in their solutiorisstiproposals [128] and [129] required establighin
secure channels between the dealer and participantsdistribute shares corresponding to a new
threshold value. Then, more flexible schemes haenlproposed, eliminating the dealer presence
during the threshold update process [130]-[131].

Likewise, other authors have reviewed the secwitproxy signatures schemes and proved that
they are insecure against various insider attatB2][ [133]. This was not surprising, since basic
constructions of Mambo’s proxy signature schemerlooked insider misbehaviours emanating from
the original signer and proxy signers.

The concept of threshold proxy signature has Bestn proposed by Kim et al. [76], based on the
secret sharing schemes. K. Zhang [134] proposezhvattnn) threshold proxy signature scheme. The
common idea is that a proxy signature key is digted among a group of proxy signers in a way
that at least proxy signers can cooperate to sign messagestaifloé the original signer.

After that, Sun in [135] revised the security ohKand Zhang's scheme and proved that it suffers
from some weaknesses: indeed, a proxy signer qaudiate a signature creation since the proxy
signature does not provide any authentication médion about the identity of the signer. In order t
solve the problem of unknown signers, Sun improked’'s scheme and proposed a non-repudiable
proxy signature scheme with known signers so thegrifier could identify the actual signers and
determine whether the group signature key was gégebifrom a legitimate group of proxy signers.
But, Hsu et al. in [136] revealed that Sun’s scheuiffers from a collusion attack that any group of
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proxies or more can modify the threshold stratagy thew {, n) one. They proposed a hew non-
repudiable threshold proxy signature scheme wittwknsigners.

Shum et al. [137] introduced a strong proxy sigreatacheme with a proxy signer privacy
protection. A proxy signer can sign messages oalb#te original signer while protecting his priyac
against outsiders. Lee in [138] showed that Shwtieme lacks the property of strong unforgeability,
since either the original signer or another thiadty can play the role of proxy signers and gemreaat
valid proxy signature. Zhang et al. [139] propoaetkw proxy ring signature to resolve this problem.
So far, many proxy signature schemes [140]-[142yeh&een proposed pointing out security
weaknesses of some previous schemes and propasingeaneasures to improve them.

3.4.2.3. Collaborative radio services

The vast majority of research studies on cooperatiansmission focused on improving the
efficiency of signal transmission and reliability the network, assuming that cooperating relay siode
are trustworthy. More recently, a limited number sttidies have considered security issues in
cooperative transmission. In [143]-[144] authorghtight the vulnerability of current cooperative
transmission schemes to misbehaving relays withbogpposing special security countermeasures. In
[143], simulations are carried out to evaluategbgormance degradation of cooperative transmission
systems under relay misbehaviours. In [144], ththas assess to which extent a cooperative
transmission can outperform a single transmissiahe presence of misbehaving nodes. Motivated by
the lack of security mechanisms to ensure the comanit of a relay node to the cooperation strategy,
recent works provide cooperation incentives in @wafive communications. These studies are
inspired by the pricing-based mechanisms proposeddoperative routing services discussed above,
and adapted to the cooperative transmission comtékt multiple relay nodes. In the same way,
cooperating nodes are rewarded with virtual cuyedource nodes make payment to participating
nodes for using their resources to relay their pckUnlike the payment in packet forwarding
schemes where prices are fixed and the utility iflay depends only on its own strategy, payment in
cooperative transmission is shared among a sefagérs participating in the same relaying process.
Hence, the utility of a node will depend on theatgies of other relays creating a competitive
scenario. In case of one source node and multgide modes, authors in [145]-[146] formulated the
interaction between players as a buyers’ market,nandeled it as a Stackelberg game with the source
node as the leader and the relay nodes as thevéaslo In game theory terms, Stackelberg model is a
strategic game in economics where the leader tak#isn first and the followers take actions
afterwards. The leader knows in advance that tilewers perceive its action and takes action
considering that fact. Zhang et al. in [147] stddike case of one relay node and multiple source
nodes; the market is expressed as a sellers' mark#tis mechanism, only the source nodes are
players and compete to obtain from the relay ndue dandwidth they require. Reference [148]
proposed an auction scheme where relay nodes mqpases on their relaying services and allow
source nodes to bid on them. Resources allocatioadch source node depend on source nodes bids.
In [149], authors showed that the above pricingesads proposed for cooperative transmission only
deal with selfish behaviour of players and are gtdble to cheating behaviour. In other words, a
source node can submit a bid higher than its taleation in order to maximize its profit in termk o
resource allocation. Motivated by this weaknessy ttesigned a trustworthy auction scheme based on
VCG model which enforces players to reveal theie tvaluations to maximize their individual profit,
thus eliminating the impact of cheating behavioutlte cooperative system performance.

3.4.3. Trust-based mechanisms

All of the above security-by-design schemes airhegito stimulate cooperation between nodes in
order to prevent selfish and/or malicious attackgsp guarantee a proper operation of the cooperati
service in presence of attackers. But generallggheechanisms are not able to detect misbehaviours
nor to handle ongoing attacks, since they are mesigded to trace nodes interactions during the
service execution.

Trust management mechanisms aim to track nodesppstiences to detect malicious attacks and
selfish attitudes. These mechanisms should alsty apmitive measures as a reaction phase after
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detecting an attack in order to deter the misbetgawiode. Trust-based mechanisms help improve
node selection decisions by designating only ridiglarticipants, based on their historical actbgti

We have extensively studied existing trust-basedietso proposed for cooperative services in
wireless communications. We have identified tha¢ thost proposed models addressed packet
forwarding services. Limited related work has beecently conducted in the field of cooperative
transmission. No existing work on trust is propokedcooperative security services.

We describe in this subsection research work ost-ttased mechanisms proposed for both routing
and cooperative transmission services. We disdwess their applicability for our collaborative key
establishment schemes in the context of the I0T.

3.4.3.1. Trust management systems for collaborative routnyices

Several trust management systems have been dedignpdcket forwarding services in wireless
networks. The goal of these systems is to detesbehiaving nodes causing routing disruptions, to
penalize malicious nodes and therefore to enhaacesidns making in the future. Marti et al [150]
have proposed the first work that introduces teust reputation based mechanisms. They recognize
that misbehaving nodes in packet forwarding camiogntly affect the network throughput and
underline the case where malicious nodes acceptléy packets but later do not accomplish the
assigned task. To defend against this threat, riregke use of the watchdog technique, which consists
in monitoring the neighbouring traffic in order tetect misbehaving nodes. They also use the
pathrater technique to avoid misbehaving nodes vdwecting the most likely reliable route for
packet routing. However, this model has not spegifiny punishment measures against misbehaving
nodes.

In [151], a distributed trust model called CONFIDANE proposed. It considers Dynamic Source
Routing protocol and aims at detecting and isafptimsbehaving nodes during the packet forwarding.
The proposed model takes into account both firadhand second-hand information to update trust
values. In the first-hand information based mod#tis, system relies only on its direct observations
and own experiences to update nodes trust values [450]. This reflection can be useful when a
node is active but when this latter has sparsedatiens or its requirements change frequentlyay
lack sufficient information to make trust decisicaisout other nodes. To make both the trust model
more robust and the computed trust values morabieli CONFIDANT extends the previous work to
disseminate trust throughout the network. Therélglso takes into account indirect experiences and
observations reported by neighbouring nodes touatalthe trustworthiness of relay nodes. Only
negative observations are exchanged between nas®sning that misbehaving nodes sending false
reports will be the exception and not the norm. iQbsly the system, with such assumption, is
vulnerable to false reports causing the trustwodass of benign nodes to decredsad( mouthing
attacks). Low reputation nodes are completely rejectednfthe packet forwarding process. Authors
in RRS [152] improved CONFIDANT and introduced ayBsian model with Beta distribution to
explain how actual trust values are computed. Batsitive and negative reputation values provided
by second-hand information are used to computest #alue about a specific node. The confidence
put in collected reports is integrated as longhasréporting node is classified as trustworthy. ¥bst
metric is used to determine whether the node caimuséed or not to perform an assigned task. The
proposed model assigns a higher weight to recdravi@urs, considering that a misbehaving node can
initially build a high reputation with good behaurs and then remain trusted while misbehaving.
SORI scheme [151] proposes another distributed-based model to enforce node cooperation in
MANETs. Each node in SORI listens in promiscuousiento packet transmissions within its one-hop
range. Trustworthiness is evaluated through rag¢itwben the number of packets a relay node has
forwarded and the total number of packets it isiass] to relay. Neighbouring nodes exchange these
local evaluations periodically. If the trust valoka node falls under a threshold, this latteratedted
and signaled as a suspicious node. The SORI medabie tolerant than CONFIDANT in terms of
punishment decisions. A misbehaving node is newvearptetely excluded from the routing path and
can continue to increase its reputation value habieg cooperatively with other nodes.

In [153], the CORE model is proposed. It is a geneust-based mechanism aiming to detect
selfish behaviours for different cooperative seggicThe watchdog mechanism is implemented to
monitor interactions between nodes performing goecating service, which is not limited to packet
forwarding. The model assigns a global trust vatu@ cooperating node for all provided services.
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Unlike CONFIDANT, CORE mitigates bad-mouthing akaccaused by malicious nodes reporting
false evidences to decrease the reputation valaenofle. Indeed, it allows only positive withestges

be propagated in the network, assuming that a h@deno advantage to give a false praise about
unknown nodes. Nevertheless, this model overlodis dase where nodes collude together by
disseminating false evidences to increase theiutatipn values (calledallot stuffing attacks).
CORE does not apply the same measures to punidiehaiging nodes and considers that a selfish
node restrained by its low resources should nopémealized like a malicious node deliberately
affecting the service performance.

In [154], authors highlight that previous trust retedsuffer from low scalability since reputation
information has to be propagated among all nodgeémetwork and can be biased when poisoned
with false reports. They propose a novel trust-agpproach to enforce collaboration in routing
services considering these problems. Reputatiomegahre kept local and the node monitors only its
one-hop neighbour nodes through direct observatiOnse a non-cooperative behaviour is detected,
benign neighbours will redirect received packetsufgh another route to avoid the misbehaving next
hop node. This latter is implicitly rejected frommet network since in turn all of its neighbours will
reject its packets as response to its future rgusiervice requests. A cognitive reputation based
scheme is proposed in [155] to reinforce routinghgterogeneous wireless communications. To
monitor nodes behaviours during path selectiorgusing algorithm is created to compute reputation
of next-hop nodes based on feedbacks reportedebiwitrhop neighbours. A feedback is transmitted
along other routes different from the forwardingiteothat contains a hash value of the received data
encrypted with the source’s public key. In a nulistiee source learns to classify the behaviouthef
one-hop neighbours from the testimonies of its hep-neighbours. Authors recognize that feedback
information can also be vulnerable to unreliabléehpaand propose to send redundant feedback
information through multiple disjoined paths. Regign values are computed locally at each node
using the Beta Bayesian approach.

RFSN [156] is the first trust-based model propokedvireless sensor networks to monitor sensor
nodes interactions. Each node maintains trust sadfi®ther nodes using its direct observations from
the watchdog mechanism and second-hand informatiom other nodes observations. The
computation of trust is based on the beta distidnugiving more weight to latest observations. Like
CORE, the proposed system allows only positive mag®ns to be propagated, making the bad
mouthing attack impossible. It relies on the trusthWiness score of the withess node to weigh its
reports in order to overcome ballot stuffing at&ck

An agent-based trust model for wireless sensorar&is presented in [157]. It allows to move the
heavy computational and storage cost required todlbatrust at constrained sensor devices to
dedicated agents in charge of cooperation manadgemside the network. The proposed system
claims to be safe from bad mouthing or ballot-stigffattacks, assuming that the deployed agents are
trusted-third parties and would not engender tigses of attacks.

3.4.3.2. Trust management systems for collaborative radivices

Authors in [158] were the first to design a truased model for cooperative transmission in 2007.
In the proposed scheme, each node maintains liaktginformation between itself and its neighbour
nodes. The link quality is computed using the letetion model and stored as a trust value. A node
checks the cyclic-redundancy-check (CRC) and theasito-noise ratio (SNR) of the received signal
and can infer a trust value of this link. This trualue is estimated directly from its own obseiuat
and is therefore considered as direct Link Qudfifprmation (LQI). On the other hand, each node
also receives indirect LQI reports, estimated blyeptnodes. Gathering this information, a trust
manager module implemented at each node deteksswiith low quality and disregards them during
the relay selection. The proposed approach alloalicious attacks detection at the destination by
putting in opposition the observed link qualityrfraeal data transmission and the estimated reports
from other nodes. Lying relays are penalized byicedy their associated weights to zero during the
signal combination.

Authors in [159] show that the above work bases am the number of successfully received
packets in its trust computation process and damscaonsider the channel condition and relay
selection policies. They make clear that unsucoégsicket transmissions from a relay node are not
always the result of a malicious behaviour, but banalso due to other factors such as channel
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congestion or packet overflow. They introduce a niéstributed trust approach that modifies the trust
establishment method and takes into account thenehatate information and relay selection decision
for signal combination at the destination.

Some studies have been proposed to provide trusiagement mechanisms in cooperative
communication without explicitly designating them taust-based models. In [160], authors revealed
the vulnerability of cooperative wireless commutimas to garbled signals generation by
compromised nodes. A cross-layer framework foritigaenalicious relays is proposed. The basic idea
from the tracing scheme is that the source ingsgsidorandom tracing symbols along with the initial
signal before transmitting it to the relays. Thasging symbols can be extracted and verified lgy th
destination only to detect the ground truth of eastly node. Indeed, the destination is the oniyeno
sharing the tracing key with the source.

In [161], a smart destination which analyses remal prior to applying signal combination is
considered. The analysis phase consists in congpabrrelation between signals received from the
source and relays. Since the malicious behaviognifgiantly decreases this correlation, the
destination becomes able to detect the responsiidy node. Authors expect that this detection
mechanism can be further explored as a part obbagltrust management framework, which also
implements reaction mechanisms, imposing penatiiesisbehaving partners.

In [162] authors highlight that existing work on sbéhaving relays detection requires perfect
channel state information that may not be alwayslabie. Based on this weakness, they redesign the
malicious relays tracing technique described inO[16 the absence of instantaneous channel
information at the destination. This lack of infation makes the destination unable to demodulate
the received tracing symbols in order to detectigimals relays. In this work, authors propose to
identify misbehaving relays by sensing the distidouof the phase rotations of the tracing symbols.
As long as relays behave in a cooperative way,ethescing symbols undertake similar phase
rotations. Simulations show that the proposed sehdras considerable detection performance
compared with existing work requiring perfect chalrstate information knowledge.

3.5. DESIGN DECISIONS FOR THE APPLICATION OF A TRUST MANAGEMENT SYSTEM IN
THE CONTEXT OF OUR COLLABORATIVE KEYING SOLUTIONS

As network aspects have changed with the advetiteofnternet of Things, new design decisions
are to be taken into account for the design ofuattmanagement system, in order to fit additional
requirements of the loT and make viable decisiokings for our collaborative key establishment
protocols.

By essence, the role of a trust model is to assistork entities in the decision making process. As
such, it is reasonable to expect that a trust madleperform better if it processes more inputalat
being able to issue a recommendation out of afsdiverse gathered elements that all help to baild
clearer model and assessment of the situation.tiistrecommendation must also be adapted to the
context of the node requiring assistance for decisnaking. The rule of thumb in trust model design
can therefore be seen as an instantiation of timeda "think globally, act locally" paradigm. Among
the various elements a trust model is made upoofeshave to be considered together, some others
have to be kept separated and yet some othersthdeeput in relationship with each other through
thoroughly designed weighting functions.

Considering reputation and trust separately is mayb first design decisionthat should be taken
into account. While reputation refers to the goodbad behaviour of an entity, trust refers to the
ability or inability of an entity to fulfil a certa function. Most of prior trust models do not meake
difference between reputation and trust metricsthia thesis, we recognize that a node under the
context of the 10T may change from a context totlamodue to its variable resources capabilities
(energy exhaustion, energy harvesting) and variataleus (mobility, processor availability). So the
fact that a node has a good reputation when it & $pecific context gives no information about how
much it can be trusted to provide assistance fopa@perative service when changing to another
context. A node classified as honest could behasi with 80% of available resources. Yet, there
would not be any guarantee that the same levetédnlence would be obtained for the same service
in another situation where only 20% of its resosreeuld be available. To that aim, additional
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parameters are to be considered such as energyrecesoand availability of the scored entities,
evaluated by the trust model. If one takes the @amf a node candidate for assisting in a security
service, it becomes perfectly clear that the comgupower of this node has to be evaluated, along
with its ability to remain present and availableidg the service exchange.

A second important design decisions that a trust model should be able to monitdraveours
according to different functions, considering fohieh service the assistance of a given node was
required. Demanding aspects may change from ondcseto another. A node trusted to provide
assistance for a simple service (e.g. routing &giqaenay not necessarily behave well for a reseurce
demanding service (e.g. signing messages). The CG@&kEel [160] proposes such a functional trust
management system. However, it eventually assigssgle, global, trust value to a node. This
simplification comes at the expense of a lack ekibility and adaptability to complex malicious
patterns. Indeed, when considering a global trastesfor all services, a subtly behaving malicious
node may show a high level of benevolence for ademanding service while behaving poorly for a
resource intensive service, which would allow ikézp an overall fair trust value.

Though the contextual and functional environmefitesaeh observation should be kept along with
the observation report itself in order to satigfg second design decision, there is of course @ tioee
combine distinct reports (positive/ negative evatures issued from different nodes without any atiti
restrictions), to make the information complete whecandidate assisting node has to be evaluated.
third design decision would therefore consist in defining a rigorous Imeet to perform this
combination. An evaluation being obtained from atkgsis made over a plurality of individual
reports, defining the combination operation amouatdefining a weighting algorithm that gives an
optimal weight to each individual report. This waligeflects the relative confidence put in each
report, with respect to its representativeneshefsituation in which the evaluation is performad.
such, the weight of a report changes dependinghensituations where this report is used (time,
context, type of service). The report weight aleflects the confidence that is put in the report
originator, which leads us #fourth design decision

The confidence in a report originator depends enealuation of the originator recommendation
guality. Currently, there is no trust managemerstesy in wireless communications that handles
reports received from withess nodes basing on theddity of recommendation. Prior trust models
propose either to only consider direct experierveliie overlooking reports of other nodes to avoid
false witnesses or to base on the trustworthinem® ©f a node when assisting a service to estiitsate
trustworthiness when providing reports. The firase& would be efficient for a node involved in
numerous transactions with other peers; howeveoda having only sparse interactions with assistant
peers or whose requirements are changing frequemdly lack information to make trust decisions
about other nodes. In the second case, mixing tuaivtorthiness scores together would encourage a
node to take advantage of this fact and send daeommendations while misbehaving as a service
assistant. It would then remain overall trustedgceiits bad behaviour in service setup would be
compensated with good behaviour in recommendatidhe. score given to a node to evaluate its
recommendation quality should thus be kept independf the score evaluating it as an assistant in a
collaborative service.

The four design decisions listed above (trust Utaon distinction, combined {function, context,
observation} storage, weighting factors rigoroudirdiéon and update, service assistance and
recommendation quality separation) will be cargfalbnsidered for the design of a generic functional
trust model. These design decisions can be apphiegeneral and do not depend on a specific
topology. In addition to these generic principlasfew other incidental ones have to be taken into
account. Deciding when to trigger the operationtlu# trust management system and where to
instantiate this system are choices that are muate mependent on the studied topologies and the
capabilities of the nodes they are made of. In wbHbws, we answer these 'when' and 'where'
guestions with respect to a heterogeneous wirébgedogy that includes highly resource-constrained
nodes.

The trust information can be computed on demandfetier a node has to rely on collaborative
peers) and delivered to the requesting node attioatent, or it can be computed on a regular basis
and be propagated throughout the topology. In #terbgeneous topology considered in this thesis,
the former option appears much more viable for teasons. First, a real-time trust information flow
would result in communication overhead, detrimental network performance as well as to
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constrained nodes battery life. Second, unsolicitedt information would have to be stored for
subsequent use, which memory-constrained nodesotaye able to afford. The storage cost of trust
information chunks would be all the more complexewtthese chunks are multidimensional (our
second design decision forbids globalizing a nodeist value) and likely accompanied with

cryptographic authentication MACs.

The choice between centralized and decentralizethntiation of the trust management system
must take into account its complexity in terms afist computation formulas and processed
information quantity. Here, our second and thirdigie decisions lead us to favouring a centralized
approach, wherein a central server would handledhgplex node evaluations, based on a wide range
of reports.

Offloading the charge from the most constrainedesdaly taking profit of a much more powerful
entity is not the only advantage of the centraliapgroach. Having to send its observations to the
central server instead of sending them to otheesiod malicious node would not be in position to
send false reports to specific victims only, inardo fake their decisions. With a central entity
responsible for trust management, it becomes a @ympmofit for all nodes to provide reliable
evidences since false ones can globally affectsd®timaking at the central entity, and could
eventually be detrimental to the attacker itselihalty, relying on a central entity reduces the
information asymmetry by letting a node with a glibliew of the network compute the trust value of
all nodes.

Though centralisation appears as the right arditecscheme with respect to trust management
systems for resource-constrained entities, loceampaters depending on initial network setup must
not be neglected. Relative and absolute locatidre candidate assisting nodes can be provided as
examples of these configuration parameters. Tlaivellocation of the candidate assisting nodé¢o t
requesting node may indicate whether the formeresra pairwise key with the latter or belongs ® th
same multicast group (clustering). The absoluteggahic location or at least an estimation of the
candidate node's location within the consideredltayy could be required as well and is actually
needed in some collaborative signature schemes$. IBoation information elements help the central
trust management system to issue relevant reconatiend.

To summarize we provide the table 18 below.

Table 18. Assessment of trust model design dedsion

Prior trust models practices 10T requirements/constraints Trust model design decisions for our
collaborative keying approach
Mix trust and reputation metrics together. | Variable contexts of 0T nodes and differgnEvaluate the trust level of a node by takihg
resource capabilities. into account additional  parameters
concerning its current context.
Define a global trust score for all assisted\ node trusted to provide assistance fof ®esign a functional trust model that talkes
services. lightweight service is not necessarily trustednto account the specific demanding aspdgcts
to assist for a service demanding moref the assisted service when assigning a tfust
resources and increased availability duringgvel.
the service execution.
Restrict the reception of certain reports franback of information to take trust decisionsConsider all received reports and pst
witness nodes to avoid bad mouthing gndue to the sparse interactions of constrainedteractions in making trust decisions by
ballot stuffing attacks. 10T nodes. defining new methods to perform the
combination and bypass the underlyipg
attacks.
Do not separate received reports fronioT nodes belong to different groups apdVeight reports basing on the trustworthingss
witness nodes basing on their quality jofay provide false witnesses since they |dof nodes as reporting nodes.
recommendation. not work towards the same goal.
Trusting a node as an assistant node does not
imply trusting it as a reporting node.
Consider both centralized and decentralizeMost of 10T nodes are characterized by lowravor the centralized approach to offload fhe
instantiation of the trust managementapabilities in terms of both memory apdunderlying charge from constrained nodes
system. computing resources which make thenand reduce the communication overhdad
unable to support the complexity of trustbetween nodes.
computation and data storage.
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3.6. CONCLUSION

In this chapter we explored the different mannefsaddressing collaboration for diverse
networking services. In these services, collabonatinsures a much better operation of a cooperative
topology than the mere juxtaposition of individuaklf-oriented decisions. Machine to Machine
(M2M) and Internet of Things (loT) architecturesaatuated the collaboration trend that was inidiate
in Wireless Sensor Networks (WSNs). They did it ooty by involving wider architectures but also
by adding heterogeneity, resource capabilities netancy and autonomy to once uniform and
deterministic systems. Indeed, M2M and loT node®lagreater need to collaborate with each other
when they are constrained and/or diverse, when giheye a common rare resource - such as our
collaborative solution for key establishment - ohem they are expected to feature an adaptive /
cognitive function such as self-healing.

However, we highlighted that the emerging advardage collaborative approaches could be
hindered by their inherent exposure to internads: during a collaborative task, a single oraugr
of malicious node(s) can disturb the proper openatif the entire system.

The internal attacker may be prevented from perifogrharmful actions through a careful design of
the collaborative protocol that may, for exampleguire redundant processes to be performed by
different nodes or a threshold security proceduabking a proper operation of the system in presenc
of this attacker. These prevention and recovenhrigmies are designed as security-by-design
mechanisms. Or it may be detected as maliciousigiir@an analysis of its behaviour, which becomes
more complex with large-scale heterogeneous amthites such as M2M and IoT. This detection
technique is designed as a trust-based mechanibeseTtwo ways of mitigating attacks against
collaborative schemes are complementary and shoodctist together in order to safely manage
collaboration inside a group of nodes. Among thesririty mechanisms, our solution presented in the
previous chapter did provide security-by-designwieer, its reliance on a trust management system
for selecting trusted elements and assessing campgrnodes behaviours was only implicitly
mentioned at this stage.

By studying existing trust management systems, auddcpinpoint gaps in current approaches with
respect to the context of our keying solutions. ¢éerwe identified a set of relevant design prastice
that oriented the conception of a novel trust moddlich we propose in order to build a generic
functional trust management system, fitting theunesgments of our solution and the 10T environment.
This will be the subject of the next chapter.
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Chapter 4. TRUST MANAGEMENT SYSTEM DESIGN AND
PERFORMANCE ANALYSIS

4.1. INTRODUCTION

In this chapter, we propose a novel Trust Manage®@gstem (TMS) for the 0T that involves nodes with
different resources capabilities. As compared gady Internet, the Internet of Things exhibits aager
autonomy, instantiated in the form of multigelf-* functions. The wide majority of TMSs proposed for
wireless networks are today bound to a single fanciAs such, they cannot use past experienceedeta
other functions. Even those that support multiplections hide this heterogeneity by regroupingpatbt
experiences into a single metric, which stronglgrddes the quality of results. They consider thabde
will behave fairly or maliciously as a whole, bub dot take into account the current status of thden
(available resources). Neither do they separatertgfpased on the demanding aspect of the sertliegs
refer to.

Based on a set of guidelines identified in the ey chapter for TMS design, we propose a context-
aware multi-service trust management system thatages cooperation between nodes for establishing a
community of trusted elements assisting each othieis system is able to induce from a node's past
behaviours in distinct collaborative networking vsegs, including our collaborative key establishinen
services, how much trust can be put into that fodeccomplishing a required task. Eventually, othlg
best partners with respect to a sought collab@airvice are proposed to a requesting node. Guieray
quickly identifies poor/misbehaving nodes, eveth presence of wrong or malicious recommendations.

The design description of the proposed TMS is ttain the section 4.2 of this chapter. Section 4.3
presents then the technical implementation of thpgsed solution. We analyse in section 4.4 theilsition
results we have obtained, which prove the effentgs of the proposed trust model and its robustness
against attacks. Finally, we conclude this chaiptsection 4.5.

4.2. PROPOSEDTRUST MANAGEMENT SYSTEM

4.2.1. Overview

The main objective of the proposed solution is tanage cooperation in a heterogeneous wireless
topology involving nodes with different resourcegpabilities, in order to establish a community rofsted
elements assisting each other.

The operation starts with the trust manager assigoboperating nodes, or "proxies”, to requestiodes
in order to assist them for the collaborative sssithey are demanding. After having obtained tassis,
each requesting node sends a feedback to themausager, specifying its satisfaction level abouthea
participating proxy. By analysing the received mpothe trust manager learns about the resulits dast
assignment decision. It becomes able to detectah&hng nodes and to refine its selection in theréu

In the considered architecture, the trust managehus the component that is in charge of storireg t
experiences of nodes in the network and makingajltinst decisions. The other nodes that exishan t
network play either the role of service requestsking for assistance from other nodes to accomglis
service, or proxies (Pdesignated by the trust manager to assist farifipservices.

A description of the different phases of the praobsnodel is presented in the figure 23 below. This
model involves a cyclic succession of operationgneim: 1) the trust management system (trust majpage
obtains information about the trustworthiness ef @lvailable proxies, 2) the trust management sysisnes
recommendations about proxies to a requesting tmateintends to set up a collaborative serviceth®)
requesting node relies on the collaborative sergroeided by the recommended proxies, 4) the rdinges
node assesses the quality of each individual semprovision from each assisting proxy and 5) thsttr
management system learns from its past operatigrelfprming self-updates intended to improve itsifel
operation. These five phases our proposed modahike up of are reviewed in the next subsection.
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1. Information
Gathering

!

2. Entity
Selection

!

3. Transaction

!

4. Reward and
Punish

!

5. Learning —

Fig. 23. Proposed model phases.
4.2.2. Operation phases

4.2.2.1. Initialisation and information gathering

At the beginning of the lifetime of the networketproposed model is initialized with all nodes lgein
assumed to be trustworthy and well-behaving. domtrolled architecture (e.g. wireless sensor nekjyall
nodes are indeed supposed to be verified for &slirefore deployment. Only once the network becomes
operational, nodes may happen to become comproraisgdheir trustworthiness levels will thereforesdna
to be adjusted with respect to their behaviourscddtrolled architectures (e.g. Internet of Thing#er
fewer assumptions about the initial status of nodes, here also, initially assuming that all notbehave
trustworthily makes the system converge quickdhéostate where it is able to identify the nodesafhich
this assumption was false. This requires, howetet,the number of trustworthy nodes exceeds 50%eof
overall nodes population.

Before being able to produce trustworthy resultdyust management system has to gather enough
information from the network, during a so-callecbtstrapping period whose precise definition depesrds
the requirements on the recommendation qualityusttmanagement system is indeed expected to produc
better results over time: a compromised node mayaie unnoticed for a while (especially since the
initialisation process will have set its initialgtworthiness level to the maximum value); butilt be more
easily spotted if it gets involved in a large numbktransactions, all of which are poorly rated.

The bootstrapping period can be long, since adssessment of nodes behaviours needs to be cautied
over multiple transactions. In order to minimize thootstrapping period, the trust manager may wavad
in the setup of the trust management process lgetiag some nodes and inducing dummy artificial
interactions between them (in essence probing thdes), in order to accelerate the rating of their
trustworthiness. However, this process could bdoieal by intelligent attackers, who would pretdndoe
benevolent during the bootstrapping phase onlybtwstrapping dummy transactions would therefenesh
to be made non-distinguishable from the subsedagitimate ones.

When a service is provided, the requesting nodlis to evaluate the behaviour of each assistitg n
as either positive or negative, depending on whatheas accomplished its assigned task properkyoor It
delivers then the evaluation to the trust manager.

The evaluations are stored in the trust manageruaed as inputs for the trust management system. |
order to make assisting nodes recommendations aumgrate and specific there is a need to storegalo
with the evaluation score, additional contextuatrioe concerning the type of executed service, hathe
time of execution and the current state of the uated node (aging, resource capacity, etc.) Ihdeed
important to know in which circumstances the coapeg node has obtained the reported evaluations.

Contrary to what is proposed in the literature, toust model proposes an objective mechanism piroyid
dynamic trust ratings for the same node, adaptededalifferent behaviours exhibited in differenntaxts.
This mechanism states that an evaluation repoaici®mpanied with a set of contextual parameters, as
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follows. A report R referring to the'j report sent to evaluate the quality of the seryioavided by an
assisting node, or proxy; B therefore made up of the following information:
- [S]] (Servicg: the service for which the nodggdPovided assistance.
[Ci] (Capability): the capability of node;vhen assisting the service.
[N;] (Note: the score given by the requester node;ttoPevaluating the offered service; N
{-1, 0, 1}. The score 'l' corresponds to a goodliuaervice; the scores '-1' and '0' respectively
correspond to a bad-quality or not-provided seraice to a partially acceptable service.
[t;] (Tim@: the time at which the service was obtained.

4.2.2.2. Entity selection

Upon receiving a request from a node asking fois&sxe, the trust manager starts the entity setect
process to return a set of trustworthy assistindesdo the requester. We propose a step-by-steptisel
process. This process is the most important ofrttst management system. It is made up of five ecutsve
steps that all happen within the trust manager.

Step 1: Restriction of the set of proxigs P

The system first restrains the set of nodes byctpiethe potential candidates. This selection ddpen
the requirements of the service. A security sengaeh as our collaborative key establishment scheme
requires that the requesting node shares a synunketyi with each assisting node, which typicallyroas
the set of acceptable proxies. Likewise, the needightweight communications may also require thlht
assisting nodes belong to the same multicast gamapcan therefore be contacted simultaneously girou
the (cheap) sending of a single message.

In the case of signature delegation schemes, theesting server looks for assisting nodes dispersed
specific locations in the network in order to sigressages on its behalf, and hence to ensure service
availability to all of its clients. In radio trangssions services, neighbours in the same radioerang the
only possible candidates for assistance.

Step 2: Restriction of the set of reporfsfét each proxy P

After the prior selection, a set of nodes are dedigd to compete for the final selection. In oriderate
the trust level of each of these candidates, tst thanager needs first to narrow the set of delteeports
about each node independently. The most meaningfalrts are those that pertain to the same coatest
the current request: ideal reports would be pertgito the same service that is being requestey; would
also have been issued when the evaluated nodesntbiiesame status as of the new request moment.

It is very likely, though, that the system will nfihd enough such ideal reports to calculate the
trustworthiness of a node in a specific contextisThay happen either because the candidate nodeohas
yet been evaluated for the current requested sendc because it was in a different condition when
evaluated for the same service. To resolve thelgmobf this lack of information, we proposed toccadite
context similarity.

The graph below in figure 24 describes how we agstihe set of potential reports needed to evalite
trust level of a node by considering the principleontext similarity in terms of type of servicedxis) and
node capabilities (y-axis). This two-dimensionahiext representation assumes that one is ableantify
the two values it relies on. Node capabilities easily be quantified, for example as a percentdgede
resources in terms of processing power, memoryoarutittery level. It is more complex to quantifyeth
former term, namely context similarity in termstgbe of service, since multiple collaborative seed exist
that share little in common.

We consider that an adequate metric for assessivice similarity is the amount of resources that a
required to run a given service. Within the resesrthat can be measured, we recommend to consider
energy consumption whose decrease is generallyoagsincentive to selfish behaviours. Let us take a
example of how we use service similarity in ordenteasure a context similarity. We assume for examp
that both a cooperative key establishment servideaasignature delegation service require the $aved of
resources capabilities (asymmetric cryptographyratjmns). So that, receiving a report about a node
performing one of these security services at ardimedsame resource capabilities level can be used t
evaluate the trust level of this node for perforgriine other security service.
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Fig. 24. Proxy reports history.

Figure 24 presents various reporis(Bervice § Capability G, Note N) stored at the trust manager, sent by
all nodes j evaluating past interactions with a owmn assisting node.Prhis figure can be read as follows.
The horizontal axis on the graph shows the diffesemvices for which the evaluated noden®&s provided
assistance before. These services are ordereddawgpdo their resource-demanding requirements. The
vertical axis shows the capabilities of the fdde when assisting for these services. Each gisph
characterized by the target repoft,R:(Srarges Crarge) depicted as a black diamond on figure 24:

[Srargel (Service Targgtis the current service in request.

[Cragel (Capability Targe)is the current Reapability.

Rrarget refers to the next report to be received, in daseproxy Pis selected for the current service
assistance. The goal of the context similarity cotapon process is to retrieve from the graph twstm
relevant reports, helping the trust manager tosteeehe score received within the target repdhefproxy
P: is retained for the service assistance.

Context similarity between a report about a presimieraction and the present target report is cie
by considering a global contextual distamgeédetween the old report and the target one. To atey, we
first defined§ as the difference between the target serviggeSand the report servic§ and dG as the
difference between the target capacityfand the report capacicy.

Opq MBszrech %pqr (12)
Otq U sznech %tqu (13)
We then obtaim; as:
opf _ oty 1Pz %oR2 * t X
oq E #V opgy 5ot $ 5 —1 7 (Viopk, 5 oty 2$ {y 5y 4 *
Iq Piow fow $Yoor =5 Grg, 2 (Y 10Pfw zw {ypsz Dolpey %12 > VTomen 517 } (14)
(for reports carrying a positive evaluation)
Or:
opy ot 1t 7y %tg2 X By X
o, E #v o 5ot 5 vV o 5ot * 15
Iq prZW (ZW $ yop?(Zw ot éw Z( prZw (ZW ${ yt . %1t <orech %l 22 ypSZAECb 5 | z } ( )

(for reports carrying a negative evaluation)

The purpose of this computation is to make theadist metric more subtle than if it was merely
measuring the sole similarity of an old report towarent situation. Indeed, some reports are meéuin
although they are not close to the{s: Crarge) target on the graph. To that respect, an asymyraeises. A
node behaving well for an expensive service islyike behave well for a less demanding service too,
whereas the fact that a node behaves well for plsiservice gives no information about its expecfeaality
when providing assistance for a demanding service.

The computation off; takes this asymmetry into account by decreasiegltstance (hence, increasing the
probability to be selected) for the reports thatega good score when the evaluated node was atch mu
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lower capability level, or those that give a badrecwhen the evaluated node was at a much higher
capability level. Figure 25 below explains how etipres (3) and (4) orient the selection of the nre&vant
reports, and how the chosen parameters affectiti@nde computation. Indeed, each of these eqation
obtained as the min of two terms. The first ternrahyerelates to the distance between the evalu&igoit

and the target. It is equal to opy,, 50t {, for the points that belong to the {{Sei Crarge), dSnax
dChay ellipse, and tends to zero when a report getseclto the center of that ellipse. The,gd&nd dGax,
respectively x and y semi-axes of the ellipse, espithe tolerance of the selection mechanism. ditger
dSnax (resp. dGay, the smaller the increase of distance wherésp. @ gets further from Qg (resp.
CTarge)-

The second term is where said asymmetry comeslato it is proportional to the distance betweea th
evaluated report and the point.(s 0) for positive scores, or to the distance betwie evaluated report
and the point (0, G for negative scores. s refers to the most complex service in terms obuese
consumption and faxis the maximum resource level that could be avhilab a node. A positive report
close to (Sax 0) means that the candidate node performed weld tomplex service while having only few
available resources. A negative report close t&€¢Q,) means that it performed poorly for a simple sayi
while being nevertheless at the maximum of its weses availability.

The parameter is an adjustable parameter that allows to take a&ucount through the second term a
greater number of significant reports, by enlargimgupper-left and lower-right quarters of ellipstnereby
increasing the number of considered reports.

Finally, the computedi; distance is used as follows: a retained repqrtsRould have a distance

dj (Rj, Rrarge) <t, with k=~0p%,, 50t %, acting as an adjustable threshold, characterittiagsimilarity
interval we want to use.

Crarget*n

Crrarget

CrargetN

di=0
StargetN  Starget  Stargettn Siax

Fig. 25: Schematic representation of reports seledtinctions.

» S

Three domains are represented on figure 25. Thieatezilipse is where reports are considered releva
under the d%., dChaxtolerance factors. The upper-left and lower-righarters of ellipses, whose size can
be adjusted through theparameter, represent the areas where reports amingéul in accordance with the
score they carry. For each domain, the darkerhheisg colour, the lower th# distance. The white areas
represent the portions of the graph where the tepoe not selected, since their computed distarceeds
the threshold.

An example of thel; variation with (§ G) positive reports for (Qiges Crarges AShax dCnay) = (50, 70, 25,
15) is provided in figure 26.
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Fig. 26. Contextual distance for positive reports.can be seen, the reports having the minifdisiances are those that are either
close to the target (central ellipse), or thateetfla node behaving particularly well in difficatinditions (bottom right corner).

Using the defined distance for restricting the afetonsidered reports leads to selecting only aetubf
them, as shown below in figure 27.

Fig. 27.Retained proxy reports. After computing the contaktlistance of proxyReports originally depicted in figure 24, only
those for which g<t are retained.

Step 3: Computation of the weights, for each retained report;Rn the step 2

Among the set of selected reports, not all havesémee significance: those exhibiting a smaller extoial
distance glare more relevant than those with highgwvalues. Meanwhile, old reports may not always be
relevant for the ongoing trust rating, because dermay change its behaviour over time: recent te@re
thus more meaningful than reports obtained forray lbme. It is therefore necessary to assign a htedy
value for each report, which bases on those twasiderations and expresses the overall report netevéor
the selection phase.

The weight w; of the R report is thus calculated as a product of two eptial factors that respectively
decrease with the report agky %l and the report contextual distance calculated elto\step 2. The
adopted scheme gives progressively less weightlar and contextually more distant reports.

io, [t bxschb

‘e, » (16)
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With
- ., ...being parameters in the range of [0, 1] that esgpthe 'memory’ of the system(resp.,) is
adjusted according to the expected rapidity of gkain the observed node along the time (resp.

among services). The lower.(resp., ), the lower importance the system gives to passp(r
contextually more distant) reports.

F G+ @7 %@ being a parameter computed from(tile score given by the witness node in
the report R) such that s is equal to 1 when this score islefgual and O when this score is

either 0 or 1. This way, the weight of negativereds doubled as compared to that of neutral or
positive scores. The goal of the weighting fastaill be clarified in what follows.

Step 4: Computation of the trust valuddr each proxy P

At this stage, the system is able to combine alhiops about the evaluated proxy. Fhis happens

through a weighted average where the trustworthifigesf the proxy Pfor the sought collaborative service
is eventually obtained as follows:

Q —— § ‘e, *Tq'qg an

With:
- T 3(Quality of Recommendation of the node j havingiggbthe report Rabout the proxy Pis

the trustworthiness score assigned to a witness degending on the accuracy of its past reports.

It ranges between -1 and 1, 1 representing a vaspwiorthy node and -1 a node reporting the

opposite of the actual service quality.

* ¢. Is the weighting factor computed above in step 3.

Step 5: Provision of the best rated proxiges P

Upon computing trust levels for all selected caathd, the trust manager responds to the requexiihe
by securely providing it with the list of the basted nodes, in accordance with the sought coltdiver
service and the respective current statuses @dbessed proxies.

4.2.2.3. Transaction and evaluation

In order to perform its planned collaborative sesyithe client node relies on the list of assistioges
obtained from the trust manager. At the end oftthasaction, the client node is able to assessffeesd
service received from each assisting node and semegort to the trust manager in which it eitrewards
(positive score) or punishes (negative score) Hrégipating nodes. The technique carried out sess the
offered assistance depends on the type of thecgenticould be either derived from the client ndaleal
observations or from feedbacks received from offemrs involved in the collaborative process, sush a
neighbours or the destination node. In our collatee key establishment scheme, local observatiosng
consist in suspicious communications occurring ketwproxies during the key exchange execution. & hes
may mean that a collusion attack is being set upngnthe contacted proxies. The second assessmansme
namely feedbacks received from other peers, is niikady. At the end of the collaborative key
establishment procedure, the remote server B peevile client node with the list of participatingdes
and/or those participating to the key exchangenbuing sent bogus shares. In turn, the client ti@aesmits
this list to the trust management system.

It is then of high importance to deal with receiveg@orts in our trust model by adequately takinig a
the credibility of the node providing it. This idhat the next 'Learning’ operation is about.

4.2.2.4. Learning

The learning phase of our proposed trust managesystém qualifies it as a cognitive process. This
phase is what distinguishes a cognitive process in adaptive one. Translated to security scenatics
means that adaptive security consists in dynargicakcting to a change in the environment by apglyi
new security policies while cognitive security oduces a learning step wherein an assessment of the
enforced action is carried out, which will eventyahodify the system behaviour, so that a differaction
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may be taken when the same situation occurs. Indeedgnitive process is classically [163] desatibs a
cycle involving four steps namely observation, plag, action and learning.

These steps almost straightforwardly correspontiégphases proposed in our TMS, as depicted ie tabl
19.

Table 19: A Cognitive Trust Management system.

Cognitive process terminology

Proposed TMS terminol

ogy

Observation Information gathering
Planning Entity selection
Action Transaction
Reward and punish
Learning Learn

The proposed learning phase consists of two stedity of recommendation update step and reputatio
update step.

4.2.2.4.1. Update of witness nodes’ qualities of recommendatio

Having received a report evaluating an assistimenthe trust manager learns about its behavicwe. T
trust manager can then update the trustworthineme ©f all nodes having already sent a report atieu
same proxy, in similar contextual conditions. Timelerlying idea is quite simple: a node having pesly
marked as 'bad' a proxy node that eventually reded/'good' score will be considered a poor recamlere
(irrespective of its trustworthiness with respecttsistance in collaborative service, if any) aad)uality
of RecommendationR) will be decreased (made closer to -1). Likewgs@pde having previously given a
good mark to a good-rated node will be considersed good recommender, and @R will be increased
(made closer to 1).

This can be achieved by applying a weighted averagetion for trustworthiness score for each
cooperative node on each node having sent a useptet about this cooperative node. This weighted
average function serves two purposes. First, itdsvexcessive variations @IR. For example, a generally
good recommender will not suddenly be classifiec g@or one for having issued a wrong report, tsut i
recent history will mitigate itQR decrease. Second, the weighted average functiowsalto choose
precisely to which extent a nod€® must be oriented either towards 1 (good recommgnolie0 (reporting
non-usable data), or -1 (maliciously reporting tipposite of what happened). To that respect, wieighs
important since a node being wrong in one old regaative to a contextually distant service wil far less
penalized than a node being wrong in a very recembrt about the same service, provided at the same
capability level. TheQR of the node having issued the report used to epifetQRs of nodes having sent
reports about the same proxy node is also an impbmarameter to take into consideration in the
computation of the weight: saying the opposite ofesy good recommender is more penalizing than
contradicting a barely trustworthy recommender.

Let X be a witness node that helped the trust memtgevaluate a nodeg, Rvhich was used later as a
proxy for assisting the node F. Depending on wirdtheas successfully accomplished the assignddq ths
node F sends a repori R the trust manager that contains an evaluatoamesN: {-1: bad; 0: neutral;
1: good}.

The trust manager uses this report to update twmmendation trustworthiness sc@& of each node
having participated as a recommender during thgypselection stage (which means that the repoueiss
by this node must have been judged relevant atstiEpm contextual distance point of view). Weide#l X
as being one such node.

The steps the learning stage is made up of ar®llbe/ing:

- First the system retrieves thestored quality recommendation scores (that ishtbtory of their
recommendation quality) for all witness nodes. X% iar exampleT ~ (oT +(“(*T g (*T4)
with T + being the last updated (the most recent) quaditpmmendation score.

The system then extracts the score N from the vedereporfl- and retrieves the weight
* ¢, corresponding t@. .
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Afterwards, it calculate®QR:, which represents the direction towards which @R should
evolve.QR: is computed as follows:

0O % ~*'-5
T. t.%$0 - ) (18)
th ee. $ Ty

In the above formula, is computed from ~ (the score previously given by X) anhd (the score
just given by F) such thatis equal to 1 when these grades are identicall twhen they are
opposite and to 0 when they differ byrlis therefore the value towards which the weighted
average function should lean the QR of the witmeste X, since this latter must tend towards 1
when the report is coherent with the newly receiwed, and tend to -1 when it contradicts it.

In accordance with our weighted average appro@gls the weight of. As explained above:
increases when the weight of the report previosggt by X is high (an error by X is less
tolerable if it pertains to a similar context).dlso increases if F is a good recommender, as
expressed with theT ; factor (the current recommendation quality of nBjle

Finally, the system computes the new recommendatiatity ‘1T  for node X as follows:

d

CleT S — ;T ;5T 19)
T el s

The last term of this weighted averagdin the form ofeT . that includes its weighting factor)
has already been discussed above. The other teentheQR, which are representative of the
history of X's recommendation quality. Their respecweightings ¢, are computed such as to
be weighting values that assign a higher weighhé#olatest recommendation quality values. We
propose to have defined as.(.being presented in Step 3):

' B .bwg) < brmg, (20)

Once computed, tHéT  value is added to tH@R historic list stored in the trust and reputatioanager.
It will be used as a recommendation quality forftiterre processes.

‘Is'T can fall off below zero and become negative, whigans that the withess node is reporting the
opposite of the real service quality. At that tinmstead of applying a report discard, we proposeotsider
the opposite of what is provided in order to stilke use of the maliciously reversed reports.

4.2.2.4.2. Update of assisting nodes’ reputation levels

As explained above, we distinguish in this theskdMeen trust and reputation concepts. Whilest
measures the ability of a node to fulfil a specifisk in a specific contexteputationrefers to the global
opinion of a node’s trustworthiness in the netwatter having provided assistance for various sesvi@ he
reputation level of an assisting proxyscomputed as follows:

d
Tng # qf @ oT.* (21)
o ¥
", is the score given by the requesting negldaving obtained the assistance frénfor a specific
service ancT is its quality of recommendation. The weightingtta ,,, presented above, is applied to
gradually forget old feedbacks.
It is important to update reputation levels of r@dethe network after each interaction in ordeidemtify
assisting nodes commonly judged as untrustwortiponireceiving a feedback from the requester node F,
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the trust manager takes into account its evalusitionrecalculate the reputation levels of the inedl
assisting nodes. If the reputation level of onetladfse falls below a certain threshold, its activiity
interrupted and it is added to a list of ill-repditgodes. It is also reported by the trust managérd network
operator, which may then examine the reasons $omisbehaviour. Indeed, a node might provide wrong
information or bad services either due to a detiteer malicious misbehaviour, or just as a resula of
malfunction or an environmental change.

4.2.3. Synthesis
In this subsection, we provide a quick assessmémiow the proposed solution as well as the most

common prior art trust models behave when matclyadhat the design decisions that were identified in
previous chapter.
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Table 20: Assessment of the proposed solution ledibst common trust management systems againistethiified best practices.

CONFIDANT [151] CORE [153] Zhu Han et al. [158] Roposed solution

Functional trust multi-service multi-service

decisions

routing services cooperative radio

transmissions

not addressed not addressed not addressed conapitetcsimilarity
to gather the most
significant reports and

derive trust scores

Contextual trust
decisions

- take into account
variable node status and
assigns dynamic trust
scores for each service
assistance and node
capabilities.

Trust scores
computation

single global score for
routing service

single global score for
multiple services

single global score for
radio transmission service

- define a second trust
score reflecting the
recommendation quality
of a node reports

check the recommendatio
quality score of the witnesp
node to evaluate the
credibility of the

corresponding report

Reports trustworthiness
evaluation

checks the global trust evaluating trustworthiness
level of the witness node tp of reports is not addressed
evaluate the credibility of
the corresponding report

all reports are trusted as
long as the reporter is
never classified as a liar
node

both positive and negative
observations are

Exchanged observations | only negative observations

are exchanged in reports

only positive observations
are exchanged in reports

both positive and negative
observations are

exchanged exchanged
Reports weighting no weighting factors are | gives more weight to past | no weighting factors are | - give more weight to
factors assigned reports assigned recent and context-

similar reports

- give more weight to
negative observations

- give more weight to
reports provided from
nodes with high
recommendation quality|
scores

Storage and decisions
making localisation

- local observations and
other nodes reports are
stored at the node

- local trust decisions
making

- local observations and
other nodes reports are
stored at the node

- local trust decisions
making

- local observations and

- local trust decisions

other nodes reports are
stored at the node

making

- local observations are

reported to a centralized
entity which provides
nodes with trust
decisions making on
demand

Learning about decisions
making

once an assisting node
trust level falls below a
threshold, it is excluded
from future routing path
selections

once an assisting node
trust level falls below a
threshold, all of its service|
requests are denied and it
may only act as a service
provider

- detect lying nodes and

- once the number of

- no punishment decisiong

send them warning
message

received warning
messages exceeds a
threshold the witness
node is discarded

concerning misbehaving
assisting relays are
specified

- update the

- once the

- once an assisting node

recommendation quality
of previously involved
witness nodes

recommendation quality|
of a witness node
approaches to -1 the
system considers the
opposite of what is
provided

trust level falls below a
threshold, it is excluded
from the future
selections an all its
service requests are
denied
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4.3. TRUSTMODEL TECHNICAL |MPLEMENTATION

4.3.1. TMS subsystems overview

The trust model we propose can be viewed as a gaakaunctionalities linked with one another imer
to ensure a reliable trust decision and offer #h& bssistance to the requesting node.

As shown in the following figure (Fig. 28), the pased TMS consists of various subsystems with
different roles and functionalities. There are ¢hmain components, namely the database, the cdréhan
input/output interface.

- The Database (DB)is a structured collection of useful informatioratlgered from the
environment;
The Core is the smart component of the system performingctions such as analyse,
computation and update;
The Input/output interfacas the interface used to communicate and excharfigemation with
the requesting nodes.

Fig. 28. Proposed trust management system.

4.3.2. TMS subsystems design

Among the three components our proposed TMS is raadef, two can be qualified as major ones and
will be discussed in the rest of this subsectibase are the core of the system and the databasprasent
in the following the structure and the role of ea€lthese components.

4.3.2.1. Database design

Reliability and robustness of the proposed systelyn an the quantity and quality of stored datacsin
computing a node trust level requires the knowledfets past behaviours. To that aim, the database
component saves all information that will be helpfiithe decision-making.

We designed the TMS database in two steps, namaleptual and logical modelling.

Conceptual modellingallows to model data at higher level, learningudtibe different involved
entities and how they relate to one another;

Logical modelling derives from the conceptual modelling and prestretginal appearance of the
database.

Based on the trust model specifications, we exadhttte following constraints in order to defingihtites
and relationships for the Entity-Relationship dagrcorresponding to the proposed TMS:

Network topology contains one or many nodes;

Each node has a particular conduct (fair behawwounisbehaviour);

Nodes must share secrets with the neighbourhood,;

Each node belongs to one or more group, for examplécast or neighbouring groups;
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Each node has a type (proxy node, able to prowtlaborative services and/or simple node, able
to consume collaborative services);

Each node can execute one or more collaboratiwgéceés) (e.g. routing, aggregation, signing-
verification, encryption-decryption, key establisimt);

The TMS must keep all QR values stored in the destab

The TMS must process each request sent by a node;

The TMS must respond all nodes requests by asgjgmia or many assistant node(s).

Figure 29 represents the logical model of our sgstecontains seven main entities, namely:
Node: to store all nodes that make up the system
Node Type:to store the different types of nodes that exigshe system
Service:to store the different existing services in theteyn
Group: to store the group(s) within which the nodes efstudied topology fall
Misbehaviour: to store the intrinsic nodes behaviours
Quality_Recon to store the Quality of Recommendation scorédnefrtode
Trust req: to store the exchanged request

Fig. 29. Logical model of TMS Database

4.3.2.2. Core design

The core design relies on a modular approach, whéie core component is seen as being made of
multiple "blocks", or logical entities, as depicted figure 30. These blocks interact and commuaigath
each other. We present in what follows the diffeteumilding blocks of our trust model, along witheth
specifications and algorithmic solutions.
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Fig. 30. TMS blocks.

4.3.2.2.1. Listen block

The Listen block is the first block in our TMS.i¢t responsible for listening to any node’s requékis
block can be designed as a server model that enalident node to establish a connection in ofdlethis
latter to send and receive information from the TMS the form of a request for assistance and the
associated proxies list response.

Fig. 31. Listen block.

The connection between the two communicating iestis ensured by UDP sockets. Indeed, the UDP
transport protocol is more suitable than the heaM&P for what concerns 10T nodes.

4.3.2.2.2. Preselect block

The main goal of the Preselect block is to increagerelevance of the decision task in the next,ste
through the narrowing of all assisting nodes intsubset of most relevant candidates (N in the 6@#),
which can be able to assist the requesting node.

Fig. 32. Preselect block.

At the receipt of the request, the Listen blockvards it to the Preselect block. At this stage Rheselect
block consults the TMS database and restrainsehefgotential candidates. This preselection ddpem
both the service requirements and the proximitk lffor what concerns collaborative key establishinen
nodes have to share a secret key with the requasigithey may have to belong to the same group).
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Algorithmically, we can present the Preselect blask a function called® 67 , described as
follows:

% $ : contains the entire set of proxy nodes
3)($ : will contain the subset of preselected nodes
14'1 :the source requester

4 @ 64 %$ 3)($ 7G
4# 2 1T %$ "
53 * $
46 7 2
5 * ) 14
[2 * \
46 7 2
3)($
H

At the end of this phase, the Preselect block le &b deliver the list of selected proxies to theleSt
block in order for this latter to analyse it andedmine the preselected proxies trust levels, wadpect to
the requested service.

4.3.2.2.3. Select block

The Select block is the main engine of the propdsest management system. It is responsible for the
trust decision making and implements most of thepmatational operations described above. The maah go
of this block is to assess the trust level of gaxy R belonging to the subset of nodes received from the
Preselect block.

Fig. 33. Select block.

The Select block collects each stored report thatlated to the proxy;Pselects the most relevant ones
and computes each report weight.
Algorithmically, we can present the Select blocladanction called® ! 67, described as follows:

% $ : input table containing the nodes retained fromPieselect block
3)($ : output table including the best-rated nodes,gassl to the requesting node to assist
its collaborative service
1 : local table storing reports related to the curpgoxy
4 3 6% $ 3)(%$ 7G
4# 2 1T %$ "G
| E- 6 1 7]
O z 3]
3# 2 15 1 " G
6152 B ) 15
1527 $ $ 15
752 & E3 6158

'( z'( "~615_15_758
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( z Yif _c00 9" (
H
P " 3)($ *
H
/| E- 6 1 7 This function evaluates the stored reports alBpand selects the most relevant
ones. As explained above, a retained report mug da&ontextual distance lesser than a threghold
& FE 6L 7 This function computes the weight for each regmssed in parameter and

returns a weighting score as a float value.

4.3.2.2.4. Respond block

Upon computing trust levels for all selected prexiethe Select block, the trust manager respamdiset

requesting node by providing it with the list ofetlbest-rated nodes. This operation is ensured &y th
Respond block.

Fig. 34. Respond block.

4.3.2.2.5. Learn block

In order to perform its service on a collaboratbasis, the requesting node relies on the list sisasg
nodes obtained from the trust manager. After tineicse completion, the requesting node is able sessthe
service obtained from each assisting node and sergfsort enclosing this assessment to the TMS.

Fig. 35. Learn block.
The reception of this report triggers an updatection. This function is instantiated within the kea

block, which analyses the received reports in otdeupdate the QRs of withess nodes as well as the
reputation of assisting nodes.

Algorithmically, we can present the Learn blockagsinction called® ' 67 described as follows:

% $1  : Received report
4 @' % $1
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The main role of th&& E+B-67 function is to compute the new quality of recomnetion of the
witness node that helped the TMS to chogses Rn assistant node.

4.3.2.3. State diagram

The transitions between blocks were controlledofeihg the state diagram shown on the graph below
(figure 36).

Fig. 36. TMS state diagram.

Once started, the system turns to the Listen sfdtéhis stage, the system will wait until a messag
received from a client on the input interface. Res# messages can be either requests or repoitss l&
request, the system switches to the Preselect statgwise, it moves to the Learn state.

The system then continues its evolution in accardamith the type of received data. Indeed, in ¢hee
system is in to the Preselect state, it perforthprakelection functions described above and retarmalue,
called Set, representing the potential proxiescsedeat this stage. If Set is null then the systeverts to the
Listen state. Otherwise it switches to the Sel&tieswhere it first eliminates the less relevamores and
then calculates the trust level of each of thedential candidates obtained while in the Preseltate.
Finally, it provides the list of the best-rated xigs to the requesting node in the Respond state.

In case the system is in the Learn state, it per$othe update functions and then reverts to theeihis
state.
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4.4. SIMULATION AND PERFORMANCE ANALYSIS

In this section, we provide performance resultsrofer to prove the proper operation and effectisered
the proposed system. These results were obtainedigih the development of a dedicated simulation
framework, which was favoured over the use of aistiey networking simulation environment, such as
OmNet++ [164] or NS [165]) for efficiency and sirigity reasons. Indeed, our simulation framework asak
it easy to implement specific design decisions. (dajabases customisation, trust patterns, behavand
interactions model), as well as to integrate ardi reglv functionalities while, in the meantime, allogvfor
straightforward porting onto actual physical desicAlso, graphical outputs were conceived so amndet
our specific requirements.

4.4.1. Simulation lifecycle

The operational phases of our simulator are dapiatefigure 37 below and explained later in this
subsection.

Fig. 37. TMS operational phases.

4.4.1.1. Initialisation

During the initialisation phase, the simulator céeall stored data within the database. To do lse, t
system calls the database package and executes the* 67 function for each database table.

4.4.1.2. loT Network configuration

This phase is where the initial network configuwatitakes place. The system defines the network
topology according to the configuration paramet{etsmber of proxy nodes, number of requesting nodes,
proportion of poor witness nodes, percentage ofamals nodes, initial qualities of recommendatigrgups
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and services). It generates a set of nodes witthorarattributes (e.g. services, group, (X,y,z) pasjtreal
quality of recommendation) and maintains them ia database. These attributes will be used duriag th
simulation lifecycle.

For the rest of this chapter, we consider the ¥alhgy configuration (table 21):

Table 21: Simulation configuration parameters.

Number of proxy nodes (PNs) 100
Number of nodes 200
Poor witness nodes (%) 20%
Malicious nodes (%) 10%
Initial quality of recommendatiorQR) 1
Services 6

Once the connection with the database is establistiee simulator executes the * 67
function in order to ensure that the database syt this stage, the network topology generatan be
launched.

Fig. 38. Generated 10T network topology.

As an example, figure 38 represents a topology &bar simulator generated 111 nodes:

10 proxies yellow colouy;
100 constrained nodesrpty/white coloyr
1 trusted entity (including the TMSyreen colou).

Each of the simulated nodes is characterized ley afsttributes, e.g. for node 12:

Table 22: Simulated node attribute set.

% 2
" <==2==
6 *" 61 /
" # '>127?
| * @+
1*4*" 1$61 =0
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This node is located at location (600, 20, O)s &lble to run the services S4 and S2. From thergysbint
of view, its quality of recommendation is initialbet to 1 in order to be adjusted progressivelgadug its
real trustworthiness level as a witness node. el quality of recommendation is set to 0.8 in #xample
and is of course not known by the trust manager.

At the beginning of the lifetime of the networkl mbdes are assumed to be trustworthy and wellxbeba
since they are supposed to be verified for failubefore deployment. Once the network becomes
operational, it may happen that nodes become caniped. Their trustworthiness levels can therefore
change with respect to their behaviours.

4.4.1.3. Request/Response simulation
Once the topology is defined, the simulator actigatll nodes (figure 39).

Fig. 39. Activated nodes and their respective fistg ports.

Once the network becomes operational, the simulsdtects a random node, generates a request for
assistance and sends it to the trust manager. Baséte type of service and specific requirememthe
requesting node, the system selects potential ggdkiat run this service and fulfil its requirensent

This pre-selection phase is performed within thesBlect state, as explained in the previous section
Figure 40 shows the system response upon receavieguest from the node 12, requesting assistamce f
key establishment service. Proxies 1, 2, 3, 4, B, &d 10 are able to assist this key establishsenice,
and proxies 1, 3, 4, 5, 9 and 10 share a key vm¢hniode 12. Hence, only proxies 1, 3, 4, 9 andr&0 a
retained for the subsequent selection step.

Fig. 40. Preselect state results.

At this stage, the trust manager switches to th&t tlecision making process. Based on a set oftedle
reports, the TMS computes trust levels of preseteptoxies 1, 3, 4, 9 and 10. The figure 41 bglossents
the results of this phase. To obtain proxy 1 tiexsel, 332 reports have been analysed.
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Fig. 41. Select state results.

Upon computing trust levels for the proxies 1, 394nd 10, the TMS responds to the node 12 request
and provides it with the list of the best ratedxpes. The node 12 will rely on a set of nodes tuwattains
proxies 3, 4, 9 and 10 (we assume that the keyblesiment service requires the involvement of 4
collaborating proxies).

After the service execution, the node 12 is ablassess the service obtained from each proxy ard$ se
report assessment to the TMS (figure 42). The ew@ln score depends on the node assessment. Dinés sc
is randomly generated, according to the malicidasus of the assisting node and to the real quality
recommendation of the requesting node (fixed asthg-up stage).

Fig. 42. Respond state and received reports.

Having received a report evaluating proxy 4, 9, ®l 40, the TMS learns about their respective

behaviours and updates tlRER of all withess nodes having already sent a repbadut the same proxies
(figure 43).
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Fig. 43. Learn state results.

The scores “1” and “-1"given by node 12 to respatyi evaluate the proxy 3 and 10 induce the deereas
of theQRs of witness nodes having previously assignedréiffiescores while they increase Bs of those
that had previously given identical scores. Thigatan of withess node®Rs is adjusted basing on tER
of the node 12 itself and on other weighting part@nse as described in previous section.

4.4.2. Performance evaluation

4.4.2.1. Evoluation of quality of recommendation score

As mentioned in the design of our solution, a rpadlity of recommendatioR_QRis set, that defines the
intrinsic behaviour of each node when reportinguwatéons about other nodes. These subsequent ¢ealua
reports are then used as input in the trust managerder to calculate trust values. A clear visminthe
quality of recommendation influences thus direttlyst computations, leading to reliable decisiorkimgs
and offering the best assistance to requestingsiatiscarding poor/lying recommenders and promoting
efficient recommending nodes are indeed requiredrder to have the computed trust match the actual
trustworthiness of an assisting node.

This provides us with a simple means to check wdretthe proposed TMS behaves properly: if yes, the
interpolated quality of recommendation should tawiards the real quality of recommendation. Therkg
below show examples of the evolution of the qualityecommendation for some nodes.
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Fig. 44. A perfect recommende®R=1) is recognized as such by tk
trust manager, which constantly assigns it the sddre as quality o
recommendation. No incident interferes with thisng

eFig. 45. Perfect recommender and poor witnessege, Henode that is

intrinsically a perfect recommender has its quatifyrecommendatior
score initialized at 1. Two incidents, caused byrpaitnesses' error
cause the trust manager to decreas€@Rsscore. However, the syste
behaves properly and quickly reverts to the propére.

b

=

Fig. 46. Good recommender. We see here a situatibare the
considered node is a good, yet not perfect, recardere QR=0.77
means that the node, though generally giving a gesdmmendation
will be wrong 23% of time. Hence, as compared Wlith previous case
this node's quality of recommendation is not onffeced by poor
witnesses but also by its own errors.

, between 0 (node is estimated to issue uselesstsgmord 1 (node ig

Fig. 47. Poor recommender. With an even lower @GRI(QR=0.58), the
node's score is regularly affected by its own rkis$ain addition to the
wrong reports from poor witnesses. The score thegzefoscillates

estimated to issue trustworthy reports), with @eeurrence of negativ
scores (node is estimated to be intentionally rssufalse reports)
Mitigation of these oscillations would require riely on non-linear
formulas: trying to mask them with slower incredsefease slopes onl
would also slow down the convergence of the sydtemecognizing a|
fully trustworthy node (more frequent case) and Mdherefore damage
the entire system behaviour.
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Simulation results confirm the proper operationtlod proposed trust management system. As
shown above, positions of curves in the vicinityl®gR_QRprove that the integrated learning module
performs properly and succeeds in fine-tuning thality of recommendations.

4.4.2.2. Detection of misbehaving assisting nodes

Based on the received reports evaluating each pamxl the recommendation quality of their
originating nodes, we can detect assisting nodeéls bad reputations. As shown in the figure 48
below, the proxy 10 had more than 60% of bad evalus Fixing the threshold of bad evaluations to
60%, our trust management system considers inaisl@&having node.

Fig. 48. Assessment of proxies 4, 9, 3, 10 repuati

4.4.2.3. Protection against attacks

Previously, we have proven the proper operationwfTMS when making trust decisions, fine-
tuning QRs of witness nodes and detecting misbehaving agsisbdes. Meanwhile, a trust model
which is built to counter internal attacks insidecallaborative group and reduce the impact of
misbehaving nodes can be itself hindered by speaifiacks that can disrupt its functioning. It is
especially vulnerable to three potential attacks timve been classified as critical in [166]. le th
following, we investigate the effectiveness of oliMS under these three threats, namely bad
mouthing / ballot stuffing, selective misbehavicamd on-off attacks.

4.4.2.3.1. Bad mouthing and Ballot stuffing attacks

As long as reports from witness nodes are takenaiotount in a trust management system, the risk
of receiving wrong recommendations is present.

Malicious nodes may provide dishonest recommendstieither to boost the trust values of
malicious accomplices (referred to as bHadlot stuffingattack) or to drop trustworthiness of honest
parties (referred to as th®d mouthingattack). Currently, there is no trust managemgatesn in
wireless communications that can deal with these types of attacks without making initial
assumptions about the behaviour of the nodes. TORRIDANT trust model allows only negative
reports to be propagated, thereby assuming thatrwadhing attacks could not be performed by a
node. As for the CORE model, collected reports taite account positive reports only, thereby
assuming that a node has no advantage to cartyatlot stuffing attacks for unknown nodes benefit.
Other trust management systems either do not axidiesse attacks and consider all reported
evidences as reliable, or are content with checttiegylobal reputation of a node to weigh its régpor

The trust management system we propose in thisstdesends against these attacks by building
and updating separately trust recommendation vdfoes regular trust values. Our trust management
system involves a learning phase allowing it torideom the consequences of its actions in thdyenti
selection phase. This knowledge is used to fine-talne trustworthiness of previously used
recommendations, in order to improve the selectiothe future. As presented above, Quality of
recommendation scoreQRs) are computed by checking consistency betweeguitrent evaluation
and previous recommendations used during the pselaction phase. A malicious witness node can
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be detected during the learning process by puttsigishonest recommendations up against others'
evaluations, which progressively decreaseQsand reduces the impact of its recommendations
during the entity selection phase.

As shown in figure 49, without considering tQ& the trust level of an honest node (red graph)
significantly drops when impacted by a bad moutrattgck (characterized in this case by a group of
ten witness nodes sending negative evaluationst abeell-behaving assistant node). Considering the
QR of a node when assessing its reports, the systmonies able to decrease Q& of these
malicious witness nodes by putting their dishomesbmmendations up against others' evaluations.
Our trust model (blue graph) decreases in a finsé the node trust level but quickly recovers its
trustworthiness by reducing the impact of wrongorepprovided by malicious nodes.

Fig. 49. Resilience against bad mouthing attack.

4.4.2.3.2. On-off attack

This attack exploits the forgetting property ofstrmnanagement systems, which gives more weight
to recent recommendations. Such weight adjustnergquired since trust is variable over time. For
example, in wireless communications, a honest raaditity may suffer for a period of time from bad
channel conditions, which deteriorate its truseleas a relay node. After it moves to a locatiorekgh
the channel condition is better, it should be mpdssible for that node to recover its original trus
level. Hence, old and recent recommendations abaote do not carry the same weight.

However, a dishonest entity can take advantaghisfproperty and behave alternatively well and
badly, since it can compensate past bad behavimyrbehaving well for a period of time and
eventually regaining trust. This attitude is re¢erto as an on-off attack.

In order to make our trust model robust againshsattacks, we adapt our system such that a bad
behaviour will be memorized for a longer time thangood behaviour. We accordingly add a
weighting factors in the computation of the report age in step 2thed we make negative scores
appear less old, compared with neutral and pogitbges.

This decision discourages dishonest nodes to mttlyrswitch between bad and good behaviours
and require them to perform many good actionsdower their trust values.

We see in figure 50 a situation where the node gésits behaviour alternatively. It behaves well
for the ten first interactions. Then it provideslisrvices for the second ten interactions andiet@
normal. Without considering (blue graph), the system takes more time to déftecbad behaviour of
the node since the node past good behaviour is erophasized, and therefore hides the malicious
transition for longer. Once the system recognibésltad behaviour and starts to slightly decretse i
trust level, the node stops bad behaviours andrregaist. With the use of (red graph), the system
detects earlier the node misbehaviour and decre#sesust level. Since bad behaviours are
memorized for a longer time, it takes much longetiie node to regain trust from the system pdint o
view.
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Fig. 50. Resilience against on-off attack.

4.4.2.3.3. Selective behaviour attack

While a dishonest node switches between bad and gebaviours over time in the on-off attack
described above, it can also behave alternativatylypand well between services. This attack is
referred to as selective behaviour attack. If denloehaves well for simple services, it can satdwve
badly for other resource-demanding services. Therdle average trust level will remain positive and
the node will selfishly save energy.

Existing trust models suffer from this attack sirtbey rely on a unique trust value that globally
characterizes a node including all assisted sesvioeir system defends against selective behaviour
attack through the implementation of a functionadel that assigns multiple trust values to a node,
relation with all assisted services. A node thatuldoalways perform poorly in demanding
collaborative services would always receive bades;ovhich would not be compensated for by good
scores obtained for good behaviour in simpler ses:iIn the short term, this means that the node
carrying out this attack would no longer be selédte demanding services, which it would no longer
be in position to damage. In the longer term, sbehaviour could trigger action from the system
administrator, if the accumulation of poor scomgches a predetermined threshold.

We consider in figure 51 a situation where thettiasel of a dishonest node is evaluated with
respect to a resource demanding service. We cathaethis node, being considered under a global
trust value, manages to hide its misbehaviour whenforming this service. It maintains an overall
high trust level (red graph) since it compensagegived bad scores with good scores obtainedsor it
good behaviours in simpler services. Our trust rhffadlee graph) succeeds to decrease the trust level
of the node when performing this specific serviespite its good behaviours in other services.

Fig. 51. Resilience against selective behavioucktta
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4.5. CONCLUSION

In this chapter, we proposed a multi-service andtexd-aware trust management system as
required for our collaborative key establishmenprapches and, more generally, as required for
collaborative networking services. Indeed, thistmnodel manages cooperation and enables nodes
requesting for assistance to identify the bestngast when setting up collaborative networking
services. The proposed trust model fulfils the Bgerequirements of the environment we consider,
characterized with heterogeneity and nodes energgtaints. At the same time, it goes beyond the
shortcomings identified through our study of pitimrst models, such as flexibility to handle vanas
of nodes and/or services contexts and ability tx@ss all reported information without making aliti
assumptions about the behaviour of nodes. A qtigitacomparison of TMSs is provided in this
chapter to show the strengths of our proposalpagared with prior trust models.

In addition, a set of testbeds and simulation tswve been reviewed in order to prove the proper
operation and effectiveness of the proposed syskin.effectiveness is assessed by considering how
our trust management system responds to spedifiatisins. Among these situations was its ability to
fine-tune the real quality of recommendation of @ness node through its reported evidences, its
efficacy to identify a misbehaving proxy and takeet decisions and its conduct when subjected to
specific attacks that may be launched against tnastagement systems.
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CONCLUSION

This thesis addresses new security issues in teengt of Things (IoT). The heterogeneous nature
of IoT communications, coupling resource-constraimetworks with powerful Internet makes it
challenging to provide end-to-end secured commtioics between 10T entities. Indeed, applying
existing end-to-end key establishment protocol Wikir heavy resource demands could be hindering
for most 10T components due to their low capalktitin terms of computing power and energy
resources. Since the IoT will not emerge throughdésign of entirely novel protocols, these segurit
standards have to be revisited in order to adagntto the loT scenarios. In that light, this thesis
provides several significant contributions aimirtgaddressing 10T security challenges and specific
requirements. Each contribution was presented atailleld in a separate chapter.

CHAPTERS SUMMARY

The first chapter is a thorough overview of existing end-to-end siggustandards and key
establishment schemes in the literature and a stidthe generic design decisions helping to
characterize a key establishment protocol for thterhet of Things. Indeed, we provided a
classification of key establishment protocols adowy to three criteria: the key delivery schemey(ke
transport or key agreement), the underlying crygplgic primitive family (symmetric or asymmetric)
and the authentication method. Considering thélnméquirements of the 10T, we have retained TLS
Handshake, Internet Key Exchange and HIP BEX pmito@s the best candidates for key
establishment in the loT. However, when assesdiegntin terms of energy efficiency, we have
highlighted their resource-intensive design. Them gave an in-depth study of the efficient key
establishment solutions that have been proposeddostrained devices, from legacy WSNs to
Internet-integrated pre-loT topologies.

The second chaptemproposesovel collaborative approaches for key establistindesigned to
moderate the requirements of existing security quals, in order to be supported by resource-
constrained devices. Contrary to prior proposale, @xplored the possibility of reducing the
computational load to be performed on constrainedces through collaborative offload instead of
doing so by relying on weaker cryptographic aldgons. Our solution exploits spatial and temporal
heterogeneity of nodes in the Internet of Thingefftoad heavy computational load required at the
constrained device to more powerful nodes in theosmdings. Retained TLS Handshake, Internet
Key Exchange and HIP BEX protocols are redesigrethat the constrained communicating party
may delegate its expensive cryptographic operatimngess constrained nodes. During the key
exchange, these assisting nodes take charge ofedwon key derivation, in a collaborative and
distributed manner. Two distributed techniques Haaen proposed and carefully designed to perform
the collaborative key exchange approach. The distibuted approach depends on reliable multiple
hop-by-hop deliveries of secret fragments by prexidedicated assisting servers). In case these
proxies are non-dedicated nodes belonging to thee dacal infrastructure of the constrained device —
though being less impacted by energy constraimtssbehaving and/or unavailability behaviours may
arise. In order to reinforce the reliability okthollaborative approach, a second threshold bliggd
technique is proposed enabling the recovery of ghssion key at the two endpoints of the
communication even in case of proxies misbehavmuunreliability. A formal security analysis
performed using AVISPA tool has validated the siguof our collaborative variants of TLS
Handshake, Internet Key Exchange and HIP BEX. Asskfrom the points of view of cryptographic
and communication costs, our proxy-based schenm®s alsignificant gain in terms of energy at the
constrained device compared with the basic appeschkey establishment standards.
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The third chapter is an exhaustive overview of the literature in tield of collaborative
networking services. We highlighted the vulnerapitf these emerging collaborative approaches to
internal attacks, launched from within the groupcobperating nodes, that may prevent the system
from working properly. We then assessed the sgcuméchanisms proposed in the literature to
counter these attacks. We classified these mecaharnigo two main categories: security-by-design
mechanisms and trust-based mechanisms. Much attentis especially devoted to studying existing
trust models and identifying a set of relevant giespractices to use as part of a generic trust
management system, required to ensure the propenatigm of our proposed collaborative key
establishment services.

The fourth chapter focuses on the desigof a new trust management system that fulfils the
requirements of our collaborative approaches anghéses identified shortcomings of prior trust
models. This trust model manages cooperation betwedes and enables them to identify the best
partners when setting up collaborative networkiegyises. It takes into account variable node status
and assigns dynamic trust scores for each clasemfce assistance and node capabilities. It also
handles received reports from witness nodes withauytinitial restrictions, basing on their qualdfy
recommendation scores. These scores are updated duearning phase and kept independent from
the scores evaluating them as assistants in eboo#lave service. In order to evaluate the perforcea
of the proposed trust model, we have developedwaur experimental simulation environment. The
system performance was assessed by consideringrediff aspects. Simulation results proved the
proper operation of different integrated modulesl drmulas in our trust management system.
Obtained graphs proved that the integrated learmiogule succeeds in fine-tuning the quality of
recommendations. Revealing the real trustworthimegsl of a withess node makes our trust model
able to take relevant decisions since trust istboglsed on reported evidences from previous
experiences. We also proved its effectiveness agawmtential attacks targeting trust models namely
bad mouthing, selective misbehaviour, and on-atickis. Obtained results showed that the system
recognizes quickly malicious attempts trying touoe these attacks and succeeds to overcome them
before they affect the proper operation of thettnusdel.

DiscussioN AND OPEN | SSUES
There are many interesting open issues that defather investigation:

Specifying the number of proxies for our collabivatkey establishment schemes: Selecting
the right number of proxies is not an easy taskvi@isly, we cannot specify the exact
number of them without other joint parameters. #djehis number should be a function of
the network size and topology, the degree of sl required against attacks and the
guantity of resources that a proxy is devoting ddaborative services. That is, it would be
interesting to carry out simulations to identify thppropriate number of proxies according to
the variation of these parameters. It is evideat &hoosing a small number of proxies causes
bottleneck and creates performance problems wihdlecsng a high number of proxies
increases the communication and, in certain casasputational overhead during the protocol
exchange.

Making the proxy-based approach transparent aséeer side: allowing this transparency
makes it possible for the constrained node to #akéstance from proxies and delegate to them
its heavy cryptographic operations while the sereanains unaware of this phase during the
key establishment process. In that case, the pedppsoxy-based solution will require new
protocol implementations at the constrained dewvinly, which make our approach more
flexible. However this solution increases the cotapianal charge at the constrained device
since this latter gets involved in more transadintith the proxies and more computations.
Protecting our collaborative approach against e@lu attacks: while most studies only
consider attacks coming from an individual node, dssumption that a group of malicious
nodes may collude is often overlooked despite iitbgbility of occurrence in collaborative
services. Collusion attacks are even more detriaheamid hard to detect than individual

112



attacks since a group of nodes may coordinatehigee a common malicious purpose. In our
collaborative key establishment schemes, assistimdes can collude by gathering their
private fragments to recover the session key betile® source and the destination. This type
of collusion attack occurs undetectably since thstesn still works properly during the
session key exchange. However it will have serioupacts later on, when a secure
communication using this "secret" key will startvseen the source and the destination. This
attack has been considered for the design of ast inodel. We assume that the constrained
node would be likely to be able tletect communications between assisting nodesgithis
key exchange as long as they are within the saxlie range. Yet, malicious proxies may
postpone the collusion attack once the key exchéwagebeen completed, in order to make
sure that the constrained node is no longer mangdheir activities. As a first way to defeat
collaboration of malicious nodes during the sugpgrtmechanism, the constrained node may
keep a small key fragment of the premaster secfet $ize equivalent to the final session key)
that it would transmit later to the server, encegbtvith the server public key. For a small
fragment (as opposed to the entire premaster ¥edret encryption overhead on the
constrained node would remain limited. Further wiorkhis direction would be interesting in
order to fully grasp the possibilities of nodeslesibns in collaborative services and take
security measures (further enhancements of ourrtradel) against these threats.

Studying the situation where the two endpointhefdommunication are resource-constrained
nodes. It might be gain incentive to check whethertwo peers can rely on the same set of
assisting nodes at the same time, or if two distinoups of proxies have to be assigned.

Let us conclude this thesis with another open isgoieh is not specifically related to the present
study but rather to the general field of key essiaiphent in the IoT.

Give more interest to Lamport and Merkle tree sigres. Lamport signatures are proposed to
be used by proxies in our solution to perform sigres replacing heavier asymmetric
algorithms while Merkle scheme is used as a birteeg for authentication of Lamport
signature verification keys. These two schemes nilagessible to create digital signatures
based on one-time signature schemes. With the ad¥equantum computing, widely-used
signature schemes such as RSA, DSA and ECC arstehexl and about to become entirely
insecure, whereas the former two schemes relyingash functions are conjectured to be
unbreakable using quantum computers. It would lenming to investigate the use of one-
time signature schemes along with symmetric ciphalso resistant to quantum computing
attacks, for designing quantum-safe cryptosystéapecially, to investigate the adaptability
of such cryptosystems to constrained devices. {jkelemory capacity should be the most
hindering factor for these.
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