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Abstract. Text segmentation is an essential pre-processing stage for many sys-
tems such as text recognition and word spotting. However, few methods have 
been published for Arabic text segmentation. In Arabic handwritten documents, 
separating text into words is challenging due to the enormous different Arabic 
handwriting styles. In this paper, we present a new segmentation methodology 
of an Arabic handwritten text line into words. Our proposed approach of text 
segmentation utilizes the knowledge of Arabic writing characteristics. This me-
thod shows promising results.  
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1 Introduction  

Extracting all the word images from a handwritten document is an essential pre-
processing step for two reasons [1]. First, for text recognition methods, which can be 
categorized into letter-based and word-based, there is a need to work on pre-extracted 
word images. Secondly, for word-spotting or content-based image retrieval tech-
niques, all the word images in the documents are required to be pre-segmented prop-
erly. Most of the techniques in handwritten document retrieval and recognition fail if 
the texts are wrongly segmented into words. 

Few methods have been published for Arabic text segmentation. In Arabic 
handwritten documents, separating text into words is challenging due to the enormous 
different Arabic handwriting styles. In this paper, we present a new segmentation 
methodology of an Arabic handwritten text line into words. Our proposed approach of 
text segmentation utilizes the knowledge of Arabic writing characteristics. 

In this Section, we provide some background of the Arabic characteristics and the 
previous works of text line segmentation into words. In addition, the challenges of 
Arabic handwritten text segmentation are given. Finally, the proposed approach is 
summarized with the rational of applying it and our overall methodology is explained. 
The secondary component removal technique is briefly explained in Section 2. The 
used metric-based segmentation method is explained in Section 3. The contribution of 
this paper is described in Section 4. The experiment is explained in Section 5. Finally 
the conclusion is given in Section 6. 
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1.3 Related Work  

Word segmentation is a critical step towards word spotting and text recognition. 
There are many word segmentation techniques in the literature [14].  Nevertheless, it 
is still a challenging problem in handwritten documents.  Word segmentation tech-
niques are based mainly on the analysis of the distance between adjacent CCs.  
The algorithms can be categorized into gap thresholding and metric classification. In 
the former, the threshold is determined to distinguish between gap types. In the latter, 
the gaps are classified into either inter or intra word gaps.  

There is little research for Arabic handwritten text segmentation. Some works ap-
ply to manual segmentation [13]. In [9], an online Arabic segmentation method was 
proposed. The gap types are classified based on local and global online features. The 
fusion of multi-classification decisions was used as a post-processing stage to verify 
the decisions. 

J. Alkhateeb et al. proposed a method for Arabic handwritten text segmentation in-
to words based on the distances between PAWs and words [6]. Vertical projection 
analysis was employed to calculate the distances. The statistical distribution was used 
to find the optimal threshold. Bayesian criteria of minimum classification error were 
used to determine the threshold. The technique was applied on a subset of the 
IFN/ENIT database. The correct segmentation of one-word and three-word images 
was 80.34% and 66.67% respectively.  

In [8], an offline handwritten Arabic text segmentation technique was introduced. 
First, the CCs of the images were detected based on the baseline. Their bounding 
boxes were determined. These boxes were extended to include the dots and any small 
CCs. The distances between adjacent PAWs were obtained. They assumed that the 
distance between words is larger than the distance between PAWs. Based on that 
assumption, a threshold approach was used. Two conditional probabilities were de-
termined by manually analyzing more than 200 images. A Bayesian histogram mini-
mum classification error criteria was used to find the optimal distance. They achieved 
85% of correct segmentation.  

M. Kchaou et al applied scaling space to segment Arabic handwritten documents 
into words [7]. The techniques that were used for segmentation were scaling space 
and feature extraction from horizontal and vertical profiles. Two documents written 
by five writers were used in their experiments. Segmentation errors varied between 
29.5% and 3.5%. They believe that the errors arising from different writer styles, 
coordinating conjunctions and distances between PAWs.  

In [18], the segmentation is based on extracting several features from the adjacent 
clusters. The main and secondary components are merged into clusters. Nine features 
were extracted. The neural network is used to classify the gaps between the words. 
Overall performance is about 60% correct segmentation. 

Due to the importance of text segmentation, four Handwriting Segmentation Con-
tests were organized: ICDAR 2007, ICDAR 2009, ICFHR 2010, and ICDAR 2013 
[15]. Therefore, a benchmarking dataset with an evaluation methodology were created 
to capture the efficiency of the methods. The total number of participants on these 
competitions was thirty research groups with different algorithms. In addition, there 
are plenty of methods for Latin-based languages in comparison to Arabic language 
that address this problem [14].   
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1.4 Proposed Approach  

The main difference with our segmentation approach from previous methods is utiliz-
ing the knowledge of Arabic writing by shape analysis. In [6], [9], and [8], the authors 
pointed out the importance of using the language specific knowledge for Arabic text 
segmentation. In addition, in [7], the authors claim that one of the problems of Arabic 
text segmentation is the inconsistent spacing between words and PAWs. Our ap-
proach for segmentation is a two-stage strategy: (1) metric-based segmentation, and 
(2) recognition-based segmentation.  

Utilizing the Knowledge of Arabic Writing. In the Arabic alphabet, twenty-two 
letters out of twenty-eight have different shapes when they are written at the end of a 
word as opposed to the beginning or middle. Two non-basic characters have different 
shapes at the end of a word. Therefore, analyzing these shapes can help to identify the 
end of a word. In fact, there are just fourteen main shapes that can be used to distin-
guish the end of a word, since the remaining characters have the same main part but 
have a different number and/or position of dots. Only NLC letter shapes, which cause 
the disconnection within a word, are written the same way at the beginning, the mid-
dle or the end of a word. Therefore NLC letters cannot identify the end of a word. 
Consequently, End Shape Letters (ESLs) can be categorized into two classes: end-
Word and nonEndWord. Figure 3 shows the shape of the letter Noon when it is writ-
ten at the beginning of the word, the middle and the end, and this letter is part of 
endWord class.   

 
 

        

 

Fig. 3. Letter Noon in different positions 

1.5 Our Methodology  

Our methodology is composed of two stages as mentioned earlier. The first stage is 
called metric-based segmentation. The second stage is named ESL-based segmenta-
tion. The input of our system is a binarized text line. A method that was proposed by 
M. Al-Khayat et al. [16] for text line segmentation was used. First, the Connected 
Components (CCs) of a text line were extracted. CCs by definition, consist of con-
nected black pixels. Normally, a PAW is composed of several CCs: a main compo-
nent, diacritics, and/or directional markings. Therefore, the first main step in segment-
ing an Arabic handwritten word is detecting and labeling its CCs. CC analysis is the 
most efficient approach since the Arabic script consists of several overlapping CCs. 
The 8-connectivity method was used. Second, the secondary components were re-
moved, which was explained in detail in Section 2. Then, metric-based and ESL-
based segmentation were applied. The ESL-based proposed method was provided in 
Section 4. The overall methodology is given as a block diagram in Figure 4.  

 

Middle   End Beginning   
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Fig. 4. Overall Methodology 

2 Removal of Secondary Components  

In this paper, the secondary components are removed to improve the performance of 
metric-based segmentation and to reduce the number of classes of Final Shape Letter 
recognition system. However, many algorithms also remove the secondary compo-
nents to facilitate skew correction and baseline estimation. Some methods also detect 
the secondary components to extract more features for recognition or spotting sys-
tems. We used secondary component removal using morphological reconstruction 
[12]. 

Mathematical morphology is an essential tool in image processing that is used to 
process images based on its shape information. Reconstruction is a morphological 
transformation that involves two images. The mask image constrains the transforma-
tion. The marker image is the starting point for the transformation. Using the morpho-
logical reconstruction method that is based on a thin horizontal line facilitates main 
component extraction. This line is defined below the middle of the image. The recon-
struction method is used to ascertain that only the main components are analyzed. We 
process only binary images. The word images are the masks. The marker is a generat-
ed binary image with the same size as the mask image and a horizontal line that is 
located below the middle of the image.  

CC Extraction

Text line  

Secondary Component Removal  

Metric-based Segmentation  ESL-based Segmentation  

Combination  

Segmented Text  
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3 Metric-Based Segmentation   

In this stage, the distance between adjacent components was computed using a gap 
metric. This method is somewhat like a writer dependent technique since the thre-
shold was estimated based on a given text line. In fact, since spaces between words 
are part of a writing style, this writer dependent technique provides better result [14]. 
Thus, a global threshold across all documents is an inadequate solution.  

3.1 Distance Computation  

After extracting the main components that are ordered from left-to-right, a bounding 
box for each component was calculated. Then all the overlapped bounding boxes were 
merged. The minimum horizontal distances between pairs of adjacent bounding boxes 
were measured. After that, all gap metrics of the text line were sorted.  

3.2 Threshold Estimation  

After identifying the largest space (determined based on empirical study) between the 
sorted values, the threshold was determined. The threshold is the minimum value of 
the largest group of gap metrics. If the spaces between the gap metrics are almost the 
same, the threshold is calculated to be the mean of the gap metrics. Finally, the text 
line is segmented into words based on this threshold. The algorithm is given below: 

 

Algorithm for Word Threshold Estimation  

For each text line 
Calculate the bounding boxes for each CC (Bci), i =1….. L 
Calculate the distance between Bci and Bci+1 
Find all gap metrics Gj 
Find spaces between Gj that is denoted by Si 
If a large space is found  
 The minimum value in the largest group is determined as a Threshold (T).  

T ⊂ Gi 
Else  
 The mean of the gap metrics is the threshold    
 T = mean(Gi) 

4 ESL-Based Segmentation   

In this stage, the main idea is to recognize the ESL that helps to specify the word 
segment. ESL can be isolated or part of a PAW. However, the end-shape needs to be 
detected first before recognition can begin. Each step is described in the following 
sub-sections. Our method is depicted in Figure 5. 



234 A.T. Jamal, N. Nobile, and C.Y. Suen 

4.1 ESL Detection  

At this stage, the main purpose is to detect the isolated letter or the last letter of a 
PAW. The last part will be extracted based on the height, width, and the baseline 
position.    

4.2 ESL Recognition 

At this stage, either the end-shape of the main component or the isolated letter is sent 
to an ESL recognizer. We created an ESL database and classifier to identify the end 
of a word. This recognizer classifies the end-shapes of main components and of an 
isolated letter.  

The ESL database contains the shape of letters at the final position (only in its iso-
lated form). The endWord set contains eleven classes and the nonEndWord set is 
composed of three classes. We used the CENPARMI Arabic isolated letter database 
[19]. To test the ESL recognition system before applying it to the documents, a testing 
model was generated using the testing set of the CENPARMI Arabic isolated letter 
database. We applied the method that was used by M. W. Sagheer [24]. This ESL 
recognizer consists of the following three phases: (1) Pre-processing, (2) Feature ex-
traction, and (3) Recognition. 

Since our concern is the main component of the letters, we removed all the second-
ary components that comprise less than half the area of the largest component. Then, 
the bounding box of the main component is calculated in order to eliminate all the 
white spaces around it. The image was normalized to two different sizes, 64 x 64 and 
128 x 128 pixels by using aspect ratio adaptive normalization strategy [22]. Two dif-
ferent sizes of the image were used for different feature extraction processes. In addi-
tion, the image was skeletonized to standardize the representation of the images and 
facilitate feature extraction. The Zhang and Suen thinning algorithm [23] was applied. 
We extracted gradient features and structural features. Several experiments were con-
ducted with different features to find the best combination of these features that pro-
duce the best results as shown in Table 1.  

Gradient Features Extraction. In our gradient feature extraction phase, each image 
of size 128 x 128 pixels was converted into a grayscale image. Robert’s filter masks 
were applied on the images.  

Let IM(x, y) be an input image; the horizontal gradient component (gx) and vertical 
gradient component (gy) were calculated as follows: 

gx = IM(x+1, y+1) - IM(x, y) 
gy= IM(x+1, y) - IM(x, y+1) 
• The gradient strength and direction of each pixel IM(x,y) were calculated as fol-

lows: 

 Strength: s(x, y) = ඥ݃ݔଶ ൅  ଶ (1)ݕ݃ 

 Direction: θ(x, y) = tan-1 (gy / gx) (2) 
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Fig. 5. ESL-based segmentation method 

After calculating the gradient strength and direction for each pixel, the following steps 
were taken in order to calculate the feature vector: 

1. The direction of a vector (gx, gy) in the range of [π,-π]. These gradient directions 
were quantized to 32 intervals of π/16 each. 

2. The gradient image was divided into 81 blocks, with 9 vertical blocks and 9 hori-
zontal blocks. For each block, the gradient strength was accumulated in 32 direc-
tions. By applying this step, the total size of the feature set in the feature vector is 
(9 x 9 x 32) = 2592. 

3. To reduce the size of a feature vector, a 5 x 5 Gaussian filter was applied by down 
sampling the number of blocks from 9 x 9 to 5 x 5. The number of directions was 
reduced from 32 to 16 by down sampling the weight vector [1 4 6 4 1]. The size of 
the feature vector is 400 (5 horizontal blocks x 5 vertical blocks x 16 directions). 

4. A variable transformation (y = x0.4) was applied on all features to make the distri-
bution of features Gaussian-like. 

Structural Features Extraction. In addition to the gradient feature, other structural 
features were extracted. The additional features are: the number of black pixels, hori-
zontal and vertical histograms, end and intersection points, holes, and structure of the 
top part of the image. However, the horizontal and vertical features were removed 
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since they provide lower performance. Moreover, the upper profile features were used 
to capture the outline shape of the top part [17]. To extract the upper profile feature 
the following steps were followed: 

• Each image was converted into a two-dimensional array. 
• For each column, the distance was measured from the top of the image to the clos-

est black pixel. 

Feature Vector. After extracting the gradient and structural features from each im-
age, all the features were merged to make a feature vector of size of 468 (400 gradient 
features, 64 upper profile, 4 structural features). Then, this feature vector was passed 
to the classification phase. 

Recognition. A Support Vector Machine (SVM) is a technique in the field of statis-
tical learning. SVMs have shown to provide good results for both offline and online 
cursive handwriting recognition [21]. We used an open source library for the imple-
mentation of SVM called LibSVM [20]. The input of LibSVM is a feature matrix and 
the output is the classification result probabilities. LibSVM uses a Radial Basis Func-
tion (RBF) kernel for mapping a nonlinear sample into a higher sample space. RBF is 
given by: 

 K(Xi, Xj) = exp(-γ || Xi – Xj||2) , γ > 0 (3) 

For the K-class problem, K2 SVMs are trained by a pairwise approach. The proba-
bility is estimated for test sample x that belongs to class i. The probabilities are ob-
tained from a one-against-one class probability. The two optimal parameters γ and C 
were chosen by using v-fold cross validation. A training model was generated for the 
whole collection of images with their class labels. 

Table 1. Experimental Results with Different Features 
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