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## 10 INTRODUCTION

HAL/S is a computer programming language, it is a representation for algorthms which can be interpreted by etther a person or a computer HAL/S compilers transform blocks of HAL/S code into machine language which can then be directly executed by a computer When the machine language is executed, the algonthm specified by the HAL/S code (source) is performed This document describes how to read and write HAL/S source

HAL/S was developed principally for real-tıme aerospace programming Its most significant use to date has been the production of the NASA Space Shuttle Flight software This intended application imposed three major constraints on the language design relability, efficiency, and machine-independence Relability and efficiency are obvious requrements of fhght software The machne-mdependence requirement stems from a desire to minumize programmer training, to transfer blocks of proven code between distinct NASA projects, and to reduce the dependence on flight hardware availabiltty

Within these constrants, the language provides smple and intuitive constructs for functions commonly performed by aerospace applications, such as vector/matnx anthmetic More generally, HAL/S is suitable for real-tume process control applications, particularly where mathematically-ormented algorthms are involved While the language is "tuned" for aerospace, the machne-mdependence and reliability aspects of HAL/S make it attractive for a variety of applications which do not perfectly match the ongmal intent

It may seem strange to some readers to attribute relability to a programming language rather than to programs wntten in that language This viewpoint is an outgrowth of the study of structured programming $A$ relable program produces correct results for all possible combinations of mputs Since it is usually mpractical to exercise the program on all possible inputs, programs must be venfied by induction The assertion is made that if the program passes a parttcular set of tests, then the program will produce correct results for any set of mputs This assertion is always based on an understanding of the program's internal workings If the logic of a program is misunderstood, the results of verification cannot be relled upon

Although it is difficult to assess the psychological mplications, certain high order language constructs ( e g , the GOTO) are known to be symptomatic of unreliable programs These constructs have been eliminated or highly restricted in HAL/S

## 11 LEARNING HAL/S AFTER FORTRAN

HAL/S is smilat to FORTRAN in many ways The assignment statement is essentally the same in both languages The FORTRAN concepts of subroutnes, arrays, common blocks, and hbrary routines all have analogues in HAL/S Some concepts have been extended, for example, the FORTRAN statement $\mathrm{A}=\mathrm{B}+\mathrm{C}$, can be used to add either integers or reals The compiler generates mstructions appropnate to the types of A, B, and C In HAL/S, the same concept apples, but A, B, and C may also be vectors, matrices, or arrays of any type HAL/S has many more data types than FORTRAN

Every variable used in a HAL/S program must be explicity declared before it is referenced Thus is done via the DECLARE statement, which specifies the name of the variable and its attributes (including its data type or "mode") The need to declare variables results
from the wide vanety of data types in HAL/S It also allows the compler to check for misuse of data and to enforce certain programming standards For example, a FORTRAN programmer might divide a varnable contaning alphanumenc character data by the number 256 in order to access the leftmost byte HAL/S does not allow any anthmetic operations on character data since such operations usually depend on the particular character code in use and are thus machme-dependent Instead, individual characters may be extracted from a character variable by explicit subscrupting Similarly, bmary (logical) data is a distnct data type The AND, OR, and NOT operators may be used with BOOLEANS or BIT strings, but not with anthmetic data

These restrictions may seem awkward at first, but with experience it will become quite natural to select the approprate type for each varrable in advance HAL/S meludes constructs for data type conversions, but these conversions are needed less frequently than an expenenced FORTRAN programmer might expect

Another majordifference between HAL/S and FORTRAN is in the flow-control (branching) statements Structured programming research has had a major impact in the area In essence, the vanous forms of GOTO statement have been replaced with more relable constructs The distinction may be characterized as "flow control by nesting of statements" rather than "flow control by branching" While this difference of philosophy may make the transition to HAL/S from FORTRAN more difficult, it can be argued that the HAL/S form is more Englsh-like and thus move intuitive Furthermore, using the HAL/S flow-control constructs instead of GOTOs tends to result in a program which can be read sequentally (from top to bottom) Loops and decisions are expressed explicitly in HAL/S rather than implued by a convoluted arrangement of forward and backward branches In any case, most modern programming languages (including FORTRAN '77) have flow control statements of the type found in HAL/S

While the treatment of data types and flow control are the most fundamental differences between HAL/S and FORTRAN, the differences in source and listing formats are the most noticeable The source format is somewhat freer than in FORTRAN The output listing format, however, is not under programmer control at all Every HAL/S listing is put in a standard format by the compler Each HAL/S statement is placed on a new line and automatcally indented to show its relationship to other neighboring statements Exponents and subscripts are rased and lowered (respectively) in the listing, and various additional informatron (compler-generated annotation) is added Thus, the work of the programmer is reduced, the mdenting is always correct (since the compiler re-computes it every time), and reading a listing requires no knowledge of the individual programmer's style

Other major differences between HAL/S and FORTRAN are in the areas of Real-time interactions, and the interfacing of separately compled unts These advanced topics are thoroughly discussed in chapters eleven and twelve of the text

## 12 HAL/S CONTRASTED WITH OTHER HIGH ORDER LANGUAGES

The dufferences between HAL/S and other high order languages arise from the characteristics of aerospace applications, and the time-frame in which HAL/S was designed HAL/S was developed between 1970 and 1972 Snce that time, changes which would invalidate existing HAL/S code have been ressted Thus, some recent advances in language design have not been incorporated Note, however, that the language did evolve from a thorough study
of the existing languages Most of the concepts which have been developed since that time have not been mplemented in any operational (rather than experimental) language When these concepts (e $g$, data abstraction) have been proven outside of the unversity environment, they may be incorporated in HAL/S There is an established language control board which continuously reviews the state of the art and suggests and/or approves changes to HAL/S

Some features which were in common use at the tume were excluded due to efficiency considerations These anclude recursion and dynamic storage allocation In addition to the overhead normally associated with these facilities, a relability problem is avoided by ther exclusion Because of these and other exclusions, the total storage requirement of a HAL/S application can be exactly determined before execution starts Consequently, HAL/S programs can never run out of storage during execution This safety feature is essential in aerospace applications

Other constructs, such as the full generality of the PL/1 error recovery system, have also been omitted for reasons of efficiency

HAL/S also lacks sophisticated facilites for dealing with ground-based penpheral devices (printers, plotters, etc) Character-onented $1 / O$ statements are provided for testing and development, but many I/O facilities provided by ground-based operating systems are inaccessible from HAL/S This is due to the design emphasis on flight software, and the lack of standardzation of the concepts and facilities of ground-based operating systems

HAL/S stresses readability rather than "writability" This approach acknowledges the fact that a program is written once (generally by one person), but is read many tumes (and often by many people) For instance, there are no abbreviations for HAL/S keywords Furthermore, all of the keywords are "reserved" No confusion can arise from vanable names which duplicate keywords, because no such re-use of a keyword is allowed

On the other hand, HAL/S includes some facilities which other languages lack Vector/ matrix arithmetic has already been mentioned HAL/S vectors and matrices are distinct from arrays, and are supported by a full set of operations These include cross and dot product, as well as addition, subtraction, multiplication, division, and exponentiation All are defined according to the usual rules of mathematics

Although HAL/S contans features abstracted from a variety of languages, it exhbits a considerable uniformity For mstance, a portion of a variable is always selected by subscripting, whether the varable is a 3 -vector, a character string, or a set of bits comprising a computer word

Finally, there is one difference which is not exhibited in the language per se This may be termed the "system" aspect of HAL/S In addition to the listing and a machine-language "object module", the compler generates a machine-readable random access file contaning information about every variable and statement in the program This file is then used by various statistics and dagnostic packages Furthermore, some complers can optionally insert "hooks" (dagnostic package interfaces) in the generated code These interfaces are used in a functional sumulation ( $F S I M$ ) execution mode

FSIM is a tool which allows flight code to be developed and tested on ground-based computers It includes a model of the flight operating system, and simulates the timing of the flight computer It also includes provisions for the smmation of avionics I/O This is done in such a way that flight code can be executed on a ground-based computer without any source-level changes whatsoever Debugging commands are entirely based on the HAL/S source, the program can be debugged without knowing any detals of the ground computer hardware More mformation regarding the compler and related software can be found in Appendix B of this manual

## 13 HAL/S CONTRASTED WITH THE ASSEMBLY LANGUAGE

This manual is primarily intended for experienced high order language programmers, this section presents some brtef background information for programmers whose experience has been primarily in assembly language

The term "high order language" refers to languages in which a line of source produces a vanable number of machine instructions Some readers may initally view HAL/S as a tool for specifying machine instructions more compactly

Many assemblers allow expressions, such as " $\mathrm{A}+\mathrm{B} / \mathrm{C}$ " in certain contexts where a number is needed The symbols used in these expressions must have values known to the assembler, $1 \mathrm{e}, \mathrm{A}, \mathrm{B}$, and C must be equated to constants in some way or must be macros which expand to constants or Iterals The computation is done at assembly time and the output of the assembler contans just the value of the expression

This facility is present in HAL/S There is, however, an important dustanction of the values of the symbols used in a HAL/S expresston are not known at comple-time, then machne instructions are generated to perform the computation at run-time Most of the computation in a $H A L / S$ program is specified by means of expressions There are no ADD or SUBTRACT HAL/S statements, all anthmetic is done with operators (e g, " + ", "-", etc ) The " + " operator will add integers, scalars, vectors, matrices or arrays of any of these basic types The same operator performs both single and double precision arthmetic Thus, the compier "decides" what particular machine instructions are appropriate to add the spectfied operands together This is one type of bookkeeping that is automated by the compler

This approach 1 llustrates another meaning of "high order language" the programmer is farther removed from the detals of the computer hardware The programmer specifies a function (eg, addition) and the compiler maps it into the computer's repertore (eg, LOAD, ADD, STORE) All addressing and instruction usage decisions are also the province of the compler

Unlike a macro assembler, the compiler does not always generate the same instruction sequence for a given source statement It can "remember" whether a vanable is stall in a register from some prior statement, and, if so, avod re-loading it The compler may also move an entire computation out of a loop if none of the variables referenced are modified withn the loop Generally, the compler is free to make any re-arrangement of the program, provided that the same results will be produced from its execution This means that it is nearly mpossible to predict what machine instructions will be generated when a particular HAL/S statement is compled Hence, the best policy is to specify the desured function in the most inturtive way and ignore the mapping into machine instructions

There is no way to reference a particular machme register or word of memory in a HAL/S program Operations are performed on variables and constants rather than addresses and registers All such assignments are made by the compler A large class of potential programmer errors (e g , use of the wrong register) is avoided by this approach

## 14 INTRODUCTION TO THE MAIN TEXT

The following chapters describe the HAL/S Language, a few advanced features are omitted, but most of the language is covered, including all of the frequently used constructs This manual is intended for sequentral reading The HAL/S Language Specification is more appropriate for use as a reference, since it is concise, complete, and fully crossreferenced This manual, being tutonal in nature, describes each facet of the language in terms of the material presented in previous chapters interactions between separate constructs are not discussed until each construct has been described separately Each chapter is a prerequisite to the next, but no other knowledge of $\mathrm{HAL} / \mathrm{S}$ is assumed

Another document, the HAL/S Programmer's Guide, is also tutonal in nature, but each chapter is self contaned matenal is repeated mstead of referenced Hence, the programmer's gude may be the best choice for "brushing up" on some particular aspect of the language

The information needed to comple (link, run and debug) a HAL/S program, once it is written, can be found in the HAL/S User's Manual for the particular compiler in use These documents also describe variations among compiers ( 1 e , implementation dependencles)

The chapters which follow explan HAL/S promarily by example The form of each construct is always shown by example, the examples are so constructed that the meanngs of new forms can be deduced Those who learn easily from examples may find portions of the Englush explanation redundant In every case, the examples are intended to be read from top to bottom when they are first referenced, rather than after the new constructs have been explaned

The occasional tables and lists need not be memonzed If the exercises can be done after one reading, further study is not needed The most mportant constructs are used freely m subsequent chapters, thus providing a continuous review of earher material It would be difficult to learn HAL/S without writing any HAL/S programs, about one-half of the exercises require programming Answers to all are given in Appendix C

Computer words which are not defined herem (eg, algorthm, program) may be taken at therr conventional meanings In some cases, a more precise HAL/S meaning is given later Definitions are denoted by italics as in "the form and meaning of a language construct are generally termed its syntax and semanthes, respectively"

Chapter Two contans enough mformation to write a HAL/S program that really does something Chapter Three completes the topics introduced in Chapter Two, promarily addrtronal forms of the arthmetic expression The remainng chapters discuss flow control, addrtronal data types, and advanced topics such as real-tume programming

## 20 READING, WRITING, AND ARITHMETIC

The basic rules for wnting a HTAL/S program are shown in the example below .

## SIMPLE PROGRAM,

C CODE IN THIS TYPEFACE IS
C HAL/S SOURCE
DECLARE PI CONSTANT (3 14159266), DECLARE R SCALAR, READ(5) R, WRITE(6) PI $\mathrm{R}^{\times \times}{ }^{2}$, CLOSE SIMPLE,

## 21 WRITING A HAL/S PROGRAM

The example above consists of six HAL/S statements and two comments The first statement serves to illustrate several conventions used throughout the language

1. Every program begins with a labeled PROGRAM statement
$2 \mathrm{HAL} / \mathrm{S}$ statements are labeled by preceding them with an identiffer and a colon
3 All HAL/S statements end with a sem1-colon
The two lines following the PROGRAM statement are comments For further clanfication, addtitional lines could be used Any line contaming a $C$ in column one is a comment Comment lines may be placed anvwhere in a program

The next statements are DECLARE statements These statements form the declare group, which precedes the executable statements in every program varables are created va the DECLARE statement Variables must always be declared before they are used READ and WRITE are executable statements The numbers 5 and 6 m parentheses are channel numbers They control the routing to and from an extemal device Many other executable statements will be introduced in later chapters CLOSE, like PROGRAM, is a delimiting statement It is the last line of every program The block delimiting statements are further discussed in chapter seven Thus chapter stresses the DECLARE statement and the assignment statement (not shown above)

In this simple example each statement could be punched onto a card just as shown HAL/S source is free format There are no rules about partucular card columns except column one Column one must contan one of the characters E, M, S, C, D or blank Normai statements are wntten with a blank in column one "C" is used for comments, the use of the other characters will be discussed later

When a program is stored on disk or tape the format is the same Column one is defined as the first character of a record or the character following an end of line code With this exception, the arrangement of HAL/S source on cards or records does not affect its interpretation by the compiler The example above could also be put as

```
    SIMPLE PROGRAM,
C THIS IS HAL/S SOURCE
DECLARE PI CONSTANT (3 14159266), DECLARE
R SCALAR, READ(5) R, WRITE(6)
PI R**2, CLOSE SIMPLE,
```

Longer programs are not always wnitten correctly the first tume Placing only one statement on a line makes later modifications much easier *

Since every statement ends with a semi-colon, no additional convention is needed for long ştatements It is the semicolon rathet than the end of a line that marks the end of a statement To put a comment after a statement on the same line, the " $/ x$ " form can be used For instance

```
READ(5)R, /*OBTAIN RADIUS*/
WRITE(6) PI R**2, l* ** MEANS EXPONENTIATION */
```

This type of comment may be placed anywhere a blank is allowed (except in column one) It consists of any string of characters beginning with "/x" and ending with " $/ \mathrm{l}$ " As the example shows, "w" and "/l" may be used withn the string'in any combinatuon other than "*/"

The WRITE statement could also be coded as

```
column 1
    \downarrow
    E
    M WRITE(6) PI R }\mp@subsup{}{}{2}\mathrm{ ,
```

Here, column one is used to distingush between main and exponent lines Some implementations of HAL/S accept a two dmensional input format in which exponents and subscripts are indicated by their positions Mult-line input is generally not used however, since entering and maintanng source in this form 15 cumbersome under common editors or on cards The compiler produces listings in the multi-line format but all source in this book will be shown in the single-Ine form

The preceding paragraphs describe the placement of statements in a file or on cards Next we will discuss the format of individual statements

The PROGRAM and CLOSE statements contam the two keywords, an identifier, and punctuation Keywords are the "verbs" in HAL/S Each has a predefined meaning, and so cannot be used as a variable name A complete list of keywords is given in Appendix D All of the HAL/S keywords are made up of the letters A through Z Except for ARCTAN2 function, no numerals are used The underscore, or,"break character" (_) is not used in any HAL/S keyword

[^0]Blanks, or spaces, are sigmficant in HAL/S For instance, DECLARER is a valid identıfier It would nevel be interpreted as DECLARE R Blanks must be coded between keywords and identifiers in any combination Except in comments and character strings, however, there ts no dufference between one blank and many blanks

The compler sees ats input as a continuous streatn of characters, 1 e , the concatenation of columns 2 through $n$ of the entire input file This input is split into words at the punctuation blanks, commas, sem-colons, etc The punctuation is in two categones delimiters such as , ", and blank, and operators such as + , - , blank, and / When a blank appears between two identifiers or expressions it serves as the multiplication operator Otherwise, it is a delmmter

Using the punctuation, the compier breaks its input into a series of tokens Tokens are of four types

1 Keywords such as DEClaRE
2 Identifiers such as R
3 Operators such as ** or blank
4 Literals such as 314159265
Each HAL/S statement is defined in terms of these token types For instance, the basic DECLARE statement conssts of the keyword DECLARE followed by an identifier followed by attributes The attributes consist of keywords and literals Like all statements, DECLARE ends with a semi-colon

Identifiers consist of variable names and labels The identrfiers in the sample program are SIMPLE, PI, and R ldentifiers may be from one to thirty-two characters in length, and composed from the letters A-Z, the numerals 0-9 and the underscore. The first character must be a letter, the last may not be an underscore Selection of names is entrely up to the user

DECLARE SIGMA CONSTANT (3 14159),
is syntactically correct The underscore may be used in an identufier to write an identifier composed on more than one word DELTA_V and TIME_TO_GO are valrd identifiers

There is a trade-off in identifier lengths Very short identifiers, such as RLNGL, make for cryptic code, whereas very long identifiers, such as CURRENT_VEHICLE_ROLL_ ANGLE, make it hard to find operators and match up parentheses in expressions Identifiers may not be started on one card and continued on the next Since the card boundary serves as a delimiter equivalent to a space, long names can be awkward

HAL/S does encourage self-documenting programs through meaningful identifier names This author's preference for a misture of long and short names is generally displayed throughout this manual Sometimes this text uses underscores and numerals in identifiers to distinguish them from keywords The HAL/S keywords cannot be used as identfiers A few to be careful of are SUM, IN, SET, LINE and TRACE None of the keywords are less than two characters

The third type of token is an operator HAL/S includes logical and character operators as well as the arthmetic operators listed in Section 22

The fourth type of token is a literal There are arthmetic, character, and bit literals, though only arnthmetic hterals are of concern now Throughout this book, arithmetic Interals are called simply numbers

While HAL/S has both integer and scalar datatypes, it does not distmgush between integer and"scalar numbers " 3 " is completely-equivalent-to " 30 " " $3141-59$ " is completely equivalent to " $314159 / 100000$ ", and to " $314159 \mathrm{E}-5$ ", " $314159 \mathrm{E}-4$ " and so forth The character E is used in numbers to indtcate scientific notation The form " $314159 \mathrm{E}-5$ " is interpreted as

$$
314159 \times 10^{-5}
$$

or
$(314159) 10^{* *}(-5)$
Thus, numbers can be wniten as a sequence of digits with or without a decmal point, optionally followed by the letter E and one or more digits The minus sign ( - ) is used for negative numbers and exponents The HAL/S Language Specification describes the use of other exponent letters to specify powers of two or sixteen instead of ten

No blanks may appear in a number Blanks must separate numbers from adjacent keywords, identifiers and literals

The statement,

## DECLARE PI CONSTANT(3+1/7),

is completely valid " $3+1 / 7$ " is considered a number rather than an expression An expression which contains only numbers, CONSTANTS, and the basic anthmetic operators is sad to be computable at compte-time Instead of generating code to evaluate such an expression at runtime, the compler will convert the expression to a simple number Only the value is kept at runtime, the addition and division in " $3+1 / 7$ " are performed dunng complation When this manual refers to numbers, any expression which can be reduced to a number during complation is included

In summary, a HAL/S program begns with a labeled PROGRAM statement and ends with a CLOSE statement In between is a declare group followed by executable statements These statements may be arranged in any convenient way on successive cards or limes, providing that column one is blank Declaration and executable statements must end with a semi-colon Both comment lines and comments within statements are allowed Statements consist of a sequence of tokens separated by blanks or other punctuation, the tokens are of four types keywords, identifiers, operators, and literals Most of the HAL/S keywords and operators will be described later The rules for forming and recognizing tokens of each type have been presented here

## Exercises

21 A Some of the following are valid HAL/S tokens, some are not Identify the valid tokens, and state the type of each

Note Appendix D contans a complete list of HAL/S keywords
a) TEST_TIME
b) CHARACTER
c) TRY AGAIN
d) $71 \mathrm{E}-14$
e) $X$
f) 1 ABC
g) DEC_LARE
h) INITIAL

1) ALTITUDE
j) TRUE
k) 421
2) QUITE_A_LONG_STRING
m) 10000000

## 22 ARITHMETIC EXPRESSIONS

Like most high order languages, HAL/S allows numeric computations to be specified in a form very simular to ordmary mathematical notation For mstance, the equations below should be quite recognzable in therr HAL/S forms

| AREA_CIRCLE $=$ PI R ${ }^{* *} 2$, | [* ${ }^{\text {CIRCLE }}$ / |
| :---: | :---: |
| AREA_TRIANGLE $=1 / 2 \mathrm{~B} \mathrm{H}$, | /*TRIANGLE*/ |
| AREA_PYTHEGORUS $=\left(\mathrm{H}^{* *} 2-\mathrm{B}^{* *} 2\right)^{* *}(1 / 2)$, | /*PYTHAGORUS*/ |
| AREA_TRAPEZOID $=\mathrm{H}(\mathrm{A}+\mathrm{B}) / 2$, | /*TRAPEZOID*/ |

This example illustrates the forms of some famlar equations in HAL/S. As in other languages, the successive assignments to AREA are not functional

This example shows four assignment statements as well as a number of anthmetic expressions The assignment statement is much as in other languages The value of the expression on the right of the equals sign is assigned into the variable on the left This section is primarily concerned with the evaluation of the expression on the right hand side

The example shows addition, subtraction, multiplication, division and exponentiation operators As in mathematical notation, multuphcaton is indicated by adjacent factors No special character is used to stand for multiplication Sometimes the blank is referred to as a multuplication operator, since adfacent identifiers must always be separated by a blank However, it is the adjacency not the blank that indicates multiphication For mstance, "PI R**2" can be written without a blank as "PI( $R^{* *} 2$ )" or " $(P I) R^{* 2} 2$ " or " $R(P I) R$ "

The other basic operators contan no surpnses The hyphen or minus sign is used for both subtraction and negation Parentheses control the order of valuation in the usual way The table below shows the majordifferences between HAL/S and mathematical conventions

| Mathematical Notation | HAL/S Expression |
| :---: | :--- |
| $a b$ | $a b$ |
| $2 x$ | $2 x$ |
| $n x^{n-1}$ | $n x^{* *(n-1)}$ |
| $-(c+d)$ | $-(c+d)$ |
| $\left(\frac{a+b}{c-\bar{d}}\right)^{25}$ | $((a+b) /(c-d))^{* *} 25$ |
| $\frac{x y}{-2 a \bar{b}}$ | $(x y) /(-2 a b)$ |
| $a(x+1)$ | $(a(x+1)$ |

Mathematics defines several conventions to reduce the need for parenthesis in expressions For example,

## $A X+B Y$

is always interpreted as the sum of two terms, (A X) + (B Y) rather than as the product of three factors $A(X+B) Y$ These conventions are stated in terms of the order of evaluation of vanous constructs In particular, multiplication and division are performed before addition and subtraction HAL/S incorporates these rules by defining a precedence for each operator, as shown below

> Precedence of Operators $* *$ exponentiation first $\$$ multuphcation $/$ division ,+- addition subtraction

Note that multiplication is done before division rather than at the same tume as in some languages

Given this precedence, the expression

$$
A X^{2}+B X-C
$$

is evaluated correctly when wntten in HAL/S whthout parenthesis
A. $X^{* *} 2+B \cdot X-C$

The equivalent form with parenthesis is

$$
\left(\left(A\left(X^{*} * 2\right)\right)+(B X)\right)-C
$$

If strict left-toright evaluation was desired, this could only be indreated by parentheses, as shown below

$$
\left((A X)^{* \times 2}+B\right) X-C
$$

When an expression contans several operators of the same precedence, they are evaluated from left to right for all operators except for exponentiation and division These are evaluated right to left To see why this is true, consider the definitions below

$$
\begin{aligned}
& \mathrm{X}^{\mathrm{Y}}=\mathrm{X}^{\left(\mathrm{Y}^{\mathrm{Z}}\right)} \\
& \frac{\mathrm{A}}{\mathrm{~B}} \equiv \mathrm{~A} \frac{\mathrm{C}}{\mathrm{~B}}
\end{aligned}
$$

The first expression is written

$$
X^{* \times} Y^{\times \times} Z
$$

If $X=4, Y=3$, and $Z=2$, the is

$$
4^{* \times 3^{\star \star}} 2 \equiv 4^{* *}\left(3^{\star *} 2\right)=4^{9}
$$

If the natural sequence was overndden via $\left(4^{* \pi} 3\right)^{\times \infty} 2,16^{2}$ would be produced Likewise, $A / B / C$ is naturally interpreted as $A /(B / C)$, which is indeed equal to $A(C / B)$

Other operators of equal precedence are evaluated from left to right Addition and multiphication are commutative and associative, so the order does not matter except for precision analysis Subtraction, however, is netther, and the order of evaluation does affect the results The HAL/S expression,

$$
A-B-C
$$

is interpreted as $\left(\mathrm{A}_{\uparrow} \mathrm{B}\right)-\mathrm{C}$
The distinction between numbers and expressions is somewhat blurred in HAL/S As already stated, any expression that can be computed in advance (during compilation) can be used wherever a number is required Furthermore, a negative number (e $g,-1$ ) is actually an expression, contaning the number 1 and the negation operator The presence of a blank between a munus sign and a literal is irrelevant " -2 A " is the product of A and -2 , but " $A-2$ " is a subtraction even though there is no space between the minus sign and the 2

The construct, "A/-2" is illegal The minus sign is seen as an operator, and HAL/S never allows two operators in succession This diviston could be written as " $\mathrm{A} /(-2)$ " or more sensibly as " $-\mathrm{A} / 2$ "

To summanze precedence rules,
HAL/S has defined the precedence of each operator to comespond to the usual mathematical conventions, BUT WHEN IN DOUBT, PARENTHESIZE

Anthmetic expressions may contan a vanety of anthmetic types Integers, scalars, vectors, and matrices If one vanable of each type is created as follows

DECLARE S SCALAR, DECLARE I INTEGER, DECLARE V VECTOR, DECLARE M MATRIX,

The following multiplications and assignments are legal

$$
\begin{aligned}
& \mathrm{S}=\mathrm{V} \mathrm{~V}, \\
& \mathrm{~V}=\mathrm{V} \times \mathrm{V}, \\
& \mathrm{~V}=\mathrm{V}, \\
& \mathrm{M}=\mathrm{V}, \\
& \mathrm{M}=\mathrm{M}, \\
& \mathrm{~V}=\mathrm{V}, \\
& \mathrm{M}=\mathrm{M},
\end{aligned}
$$

They are, respectively the dot (inner) product, the cross product, the vector matrix product, the vector outer product, the matnx product, and the scaling of a vector and a matnx They produce results of the types indicated by the target varable (left hand side) of these assignments This is a necessity rather than a coincidence Every expression has a datatype and assignments can only be made between like types

Identical data types are not required Snce integers and scalars may be used interchangeably, the following combinations are also legal

$$
\begin{aligned}
& \mathrm{I}=\mathrm{V} V, \\
& \mathrm{~V}=\mathrm{V}, \\
& \mathrm{M}=\mathrm{M},
\end{aligned}
$$

as are all elght combinations of integers and scalars alone This, however, exhausts the combnations that can be written with the four vanables declared above Not all operators apply to every combination of datatypes For instance, the addition of a vector to a matrix is not permitted In general, operations which are undefined in mathematics are illegal in HAL/S

By default, vectors and matnces are of size 3 and $3 \times 3$ Section 23 explores other possibulities and defines the operators in more detal At this point it suffices to say that wherever a varable of a given type is allowed in an expression, a parenthesized expression of the same type 1 s also allowed, e g ,

$$
\begin{aligned}
& \left.\mathrm{V}=\mathrm{V}^{*}(\mathrm{~V} \mathrm{~S}) \mathrm{M}\right), \\
& \mathrm{M}=\mathrm{M}(\mathrm{~V} \mathrm{~V}),
\end{aligned}
$$

## 221 A Compiled Example

With the names ( $I, S, M$, and $V$ ) used in the previous section, the type of each variable is apparent Most applications would require a better notation This is provided by the compiler as shown below


This listing was automatically produced from the preceding HAL/S statements by a HAL/S compler No changes to the source were made The astensk and hyphen overmarks appear only in the listing, they are not coded by the programmer The compler indicates the type of each variable in a complation va the overmarks shown below

| Integer and Scalar | none |
| :--- | :---: |
| Vector | - |
| Matrux | $*$ |
| Character |  |
| Bit and Boolean | + |
| Structure |  |

Other differences between the source and the listing are
1 The compler controls spacing, indenting, and the arrangement of statements on lines in the listing The source format is irrelevant
2 Statements in the listing always appear in multi-ine format, with rased exponents and lowered subscripts

The compiler marks each line of the listing with an $\mathrm{E}, \mathrm{M}$, or S to indicate exponent, main, and subscript lines These characters, as well as "C" for comments, appear outside the box in the examples Some blank lines have been removed, and DECLARE statements are sometimes used in several examples without being repeated Any HAL/S code which appears in a box like the one preceding is extracted from an actual listing It has not been re-typed and is therefore free of any syntax errors

The standardzed listing format produced by HAL/S complers isolates the reader of a program from the style of 1 ts author The same listing will result whether the source was entered with mmimum spacing on as few lines as possible, or was entered one token per line As a result, the listing format is a relable source of information about a program's structure, independent of individual programmers Since the indenting in the listing is re-computed at each complation based at the flow control statements in the source, it is always up to date, and changes to the source can be made without undue concern over spacing

This completes the discussion of.HAL/S source and listing formats Moremformation about arithmetic data will be needed to proceed with the topic of anthmetic operations

## Exercises

22 A Write $\mathrm{HAL} / \mathrm{S}$ expresstons equivalent to the following mathematical expressions
a) $a x+b y+c z$
b) $\frac{a+b}{c}+\frac{d}{e+f}$
c) $\frac{2^{n-1}}{2^{n}-1}$
d) $x^{3}-3 x^{2}+3 x-1$
e) $(x-1)^{3}$
f) $10^{x^{Y}}$
g) $\left(10^{\mathrm{x}}\right)^{\mathrm{Y}}$
h) $\frac{\mathrm{VW}}{\mathrm{VV}} \mathrm{V}(\mathrm{V}, \mathrm{W}$ are vectors, ' 'means dot product) VV

2 2B The left-hand column contans mathematical expressions that are incorrectly coded in HAL/S in the nght-hand column Find the errors and rewnte each expression conectly
a) $m x+b$
$\mathrm{M}^{*} \mathrm{X}+\mathrm{B}$
b) $2(x+1)$
$2 \mathrm{X}+1$
c) $x^{-25 n}$
$\mathrm{X} \times *(-25 \mathrm{~N})$
d) $\mathrm{c}^{-5}$
$C^{*-1}-5$
e) $\frac{\mathrm{ac}}{\mathrm{bd}}$
$\mathrm{AC} / \mathrm{BD}$

## 23 DECLARING DATA

The example below is a declare group which shows the three different forms of DECLARE statements

```
DECLARE3
PROGRAM,
    DECLARE COUNTER INTEGER,
    DECLARE VECTOR,
            POSITION, VELOCITY, TORQUE;
    DECLARE NEW_CO_ORDS MATRIX,
            SPEEO SCALAD,
            N IHTEGER,
            NEF:O_FORCE VECTOR,
CLOSE DECLARE3,
```

The first form is the sumple DECLARE statement used previously The next two forms are for convenience in declaring many varrables The effect is the same as a number of simple declare statements The second form is a factored declare statement It is distingushed by the appearance of a data type before the varrable names The data type apples to all of the identifiers in the list This example creates tiree 3 -vectors

The third statement in DECLARE3 is a compound declare statement This form is used etther to avord re-typing the word DECLARE, or to show that a group of variables are related This grouping capability can add in the attempt to document a program in the code as well as in the comments

Like all HAL/S statements, declaratons may be entered in free format The example above shows how the compler arranges the tokens in the listing

The sumple declare statement consists of DECLARE, a vanable name, and the attributes of that varable The factored declare statement consists of DECLARE, a set of attributes, a comma, and a list of identifiers to which the attributes apply The compound declare statement consists of DECLARE and a list of identifier-attributes pars, separated by commas

The three forms of DECLARE are for convenience and documentation A variable of any type can be created using any form, and the type of declaration used does not affect the way the data is allocated or referenced

The attributes of an identifier consist of its data type, precision, dimensionality, imitialzation, lock group, and so on The only attribute that is requied in a declare statement is the data type Several other attributes are described in Chapters three and six

The INTEGER type is used for counters, indexes, status indicators, and other applications where a variable's domain is limited to the whole numbers Integers generally occupy less storage than scalars and can be operated on more efficiently

SCALARs correspond to the real numbers They are generally stored in floating point format although this is not a language requirement In any case, they can represent numbers to " n " digts of precision, where n is constant for a given implementation In a floating point implementation, scalars may trade-off precision for a greater range by representing the number as a fraction (mantissa) and an exponent (charactenstic)

VECTORs have scalar components They generally represent quantities in 3 -space, such as position in cartesian coordinates Vectors can be of any length from 2 to an mplementa-tion-dependent limit The VECTOR keyword may be followed by a parenthesized number VECTOR(2) is a vector with two components VECTOR alone is an abbreviation for VECTOR(3) No distunction is made between row and column vectors

The MATRIX keyword by itself is equivalent to MATRIX(3,3) Matrices also have scalar components, but are generally viewed as limear operators on vectors, rather than as a collection of scalar or vector components

A VECTOR(n) can be multiphed by a MATRIX(x,n) yielding a VECTOR( x ) When $\mathrm{x}=\mathrm{n}=3$, this can serve as a coordinate transformation suce each component of the resulting vector is equal to the dot product of the ongmal vector and one column of the matrix A projection of the vector onto one axis

A MATRIX $(x, y)$ can be multhplied by a MATRIX $(y, z)$ yıelding a MATRIX( $x, z$ ) The inner dimensions must match The exponentration operator can be used to invert or transpose a matrix or to generate the identuty matrix The cross product (*) only apples to 3 vectors The dot product () apphes only to vectors of equal lengths Addition, subtraction, and assignment require identical dimensions

These definitions of the four arthmetic data types are consistent with standard mathematical conventions Data type is the most important attribute because it determmes which operations may be performed on the varable

Another upportant attribute of variables is mitalization The INITIAL attribute specrfies the value a varable will have when the program is first loaded into computer memory Its form is shown below

```
INITIAL_AND_CONSTANT*
PROERAM,
    DECLARE X SCALAR INITIAL(O);
    DECLARE MAX_SPEED SCALAR INITIAL{14000);
    DECLARE FEET_TO_MILES SCALAR CONSTANT(1 / 5280);
    DECLARE SEC_TO_HR CONSTANT(60 (60)),
    DECLARE MAX_MPH IWITIAL[14000 FEET_TO_MILES / SEC_TO_HRJ,
CLOSE;
```

The CONSTANT attribute also causes intitalization When an identifier has the CONSTANT attribute, its value cannot be changed Any attempt to assign into it results in an error message

In other respects, INITIAL and CONSTANT are the same Both are followed by a parenthesized value to which the identifier is mitally set Varrables of any type may be initualized For integers and scalars the value must be a number As the example indreates, thus includes both anthmetic literals, and expressions which can be evaluated at compile time Since the value of a CONSTANT cannot be changed, compile-time expressions may contan references to prevously declared integers and scalars with the CONSTANT attribute

This example shows two new abbreviated forms SCALAR is the default data type it can be omitted, as in the fourth declaration of the example Another omission is in the CLOSE statement The program name is optional, although good reasons for keeping it will be seen when nested code blocks are imtroduced in Chapter Seven

A vector or matrix is initialized in much the same way as an integer or scalar The essential difference is that a value for each of the vector or matrix components is specified in parentheses following the word INITIAL or CONSTANT The values are separated by commas and are sometimes referred to as the mittal list

For example, the declaration
DECLARE VECT5 VECTOR(5) INITIAL( $28,13,37,0,0)$,
created a vector with the following mitial value
$\left[\begin{array}{l}28 \\ 13 \\ 3 \\ 7 \\ 0 \\ 0\end{array}\right]$

Each element of the vector is intiahzed to the corresponding value in the inital list The first element receives the first value, the second element the second value, etc

For a matrix, the elements are initialized to the values in the mitial hist as follows the first row is imtialized to the first values in the list (using enough of them to fill one row), then the second row is initialized, and so on The declaration,

DECLARE COORDMAT MATRIX (3,3) INITIAL(1 7,2,0 9,8 2,6 1,1 1,-8,7 3,8 6),
creates


The arrows indicate the order in which the matrix components are assigned from the hnear senes of values in the initial list

The important fact to remember about MATRIX imitalization is that the order in which values are assigned is by rows and not by columns This row-by-row order also applies to the way matrix components are read and printed with READ and WRITE statements, and to arrays and the MATRIX shaping function, as will be shown later. This convention is commonly called row-major order

Writing an inttual list as in the above examples can be cumbersome if the vector or matrix is large $\mathrm{HAL} / \mathrm{S}$ offers some shortcuts

1 If only one value is specified in the imtialization attnbute, all of the components of the vector or matrix are mitalized to that same value For example
DECLARE V VECTOR(3) INITIAL(10), M MATRIX $(3,4)$ Intral(0),
$\left[\begin{array}{l}10 \\ 10 \\ 10\end{array}\right] \quad\left[\begin{array}{llll}0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0\end{array}\right]$
2 If several successive values in the initial hist are identical, the programmer can specify a repetitton factor and witte the common component-values just once The repetstion factor is a number indicating how many tumes the value is to be repeated, and it is separated from the value by a \#symbol Using repetition factors, the imtialization attribute,
INITIAL(15,1 5,1 5,2 7,2 7)
may be wntten more succunctly as,
INITIAL(3\#15,2\#27)
which is enturely equivalent to the longer form The repetition factor may also precede a parenthesized, comma-separated list of values, in which case the whole list is repeated Repetition factors may be nested to form a vanety of patterns For example, a $3 \times 3$ matrix may be mitialized to the identity matrix by the imitalization attribute,
INITIAL(1,2\#\#(3\#0,1))
3 If only some components are to be intralized there are two ways to acheve the desired affect
a) A repetition factor may be specified without an accompanying value, m which case the specified number of components are passed over and left uninitialized, or
b) the last item in the initial list may be an astenisk, which indicates that the remaning components are not to be initialized
For example, the statement,
DECLARE A MATRIX( 3,5 ) INITIAL ( $\left.1,2,3,4 \#, 8,6,3 \# 09,{ }^{4}\right)$,
creates the matrix
$A \equiv\left[\begin{array}{lllll}1 & 2 & 3 & x & x \\ x & x & 8 & 6 & 09 \\ 09 & 09 & x & x & x\end{array}\right]$
where x indicates an unimitalized component

The symbols \# and ${ }^{\wedge}$ are used in vector and matrix initial lists as well as in other constructs They can also be used in the mitial list in the declaration of an array or structure and in shaping functions As described later shaping functions allow the creation of vector and matrix quantities as in the following statement

$$
\mathrm{M}=\operatorname{MATRIX}(1,2 \dot{F}(3 \# 0,1)),
$$

All HAL/S vanables must be defined before they are referenced The DECLARE statement is the most common means of defining an identifier, but other possibilities such as use of the TEMPORARY statement will, be introduced in later chapters While there are additional data types and attributes, all of the forms of the DECLARE statement have been presented

## Exercıses

23 A Write declare statements corresponding to the table below
$\left.\begin{array}{llll}\text { IDENTIFIER } & \text { TYPE } & \text { INITIAL/CONSTANT } \\ \text { X_DELTA } & \text { SCALAR } & \text { INITIALIZED TO 1 } & \\ \text { Y_DELTA } & \text { SCALAR } & \text { INITIALIZED TO 1 } & \\ \text { TIME_DELTA } & \text { CONSTANT } & \text { VALUE 1 } & \\ \text { DELAY_FACTOR } & \text { CONSTANT } & \text { VALUE 5 } & \\ \text { TEMP1 } & \text { SCALAR } & & \\ \text { TEMP2 } & \text { SCALAR } & & \\ \text { TEMP3 } & \text { SCALAR } & & \\ \text { COUNT } & \text { INTEGER } & \text { INITIALIZED TO 1 } & \\ \text { POINT_A } & \text { VECTOR } & & \\ \text { ORIGIN } & \text { CONSTANT } & \text { VALUE (0,0,0) } & \\ & \text { VECTOR } & & 0 \\ \text { TRANSFORM } & \text { MATRIX } & & \\ & & & 0 \\ & & 1 & 0 \\ 0 & 0 & 1\end{array}\right)$

### 2.4 EXECUTABLE STATEMENTS

Thus chapter stresses the HAL/S source and listing formats and the arithmetic operators and data types Enough executable statements have been introduced to write simple programs The information about executable statements which will be assumed in later chapters appears below

The assignment statement consists of one or more target variables, an $=$ sign, and an expression To store the value of an expression into several vanables at once the multiple assignment is used, as 1 n

I, J, $\mathrm{K}=0$,
$A, B, C=(A+B+C) / 3$,

Each target variable must be of the same type as the expression on the nght Conversions between integer and scalar, and smgle and double precision are automatically performed, however

The operands to the READ statement are a parenthesized channel number and a list of vanables, eg ,

READ(5) ALPHA, BETA, GAMMA,
The channel number selects one of several external devices from which the variables are to read The data must be in a standard character format, so no additional control parameters need be given Chapter eight describes other options in the READ statement

The WRITE statement also includes an integer channel number Its remaining operands may be expressions of any type In the statement,

WRITE(6) $M, V, M^{*} \times(-1), M^{* *}(-1) V$,
two matrix and two vector expressions appear Matnces can be raised to any integral power Minus one results in the "mverse" operation The output format is described in Chapter Eight along with more details of the READ, READALL, WRITE and FILE statements

The PROGRAM and CLOSE statements have been described in this chapter
Most of the remaning HAL/S statements alter the sequential flow of control These include statements for conditional execution (Chapter 4), looping (Chapter 5), and subroutines (Chapter 7) Error control (Chapter 10) and'real-time (Chapters 11 and 12) statements complete the set

Chapter three describes additional forms of the anthmetic expression

## End of Chapter Problems

2A The following program will compute the roots of the polynomial $3 X^{2}+4 X-10$ and print them out

```
ROOTS PROGRAM,
    DECLARE SCALAR
        ROOT1, ROOT2,
    ROOT1 \(=\left(-4+\left(4^{\times \times} 2-43(-10)^{* \times 0} 05\right) / 2\right.\),
    ROOT2 \(=\left(-4-\left(4^{\times 2} 2-43(-10)\right)^{\times \times 0} 05\right) / 2\),
    WRITE(6) ROOT1, ROOT2,
CLOSE ROOTS,
```

Modify the program to read in three scalar values A, B, and C from channel 5 , and compute the roots of $A X^{2}+B X+C$
Note Assume the input values will yield real roots
2B A ball is tossed straght outward from a height of 110 feet with a horizontal velocity of $4 \mathrm{ft} / \mathrm{sec}$ Each time it hits the ground, it rebounds to $35 \%$ of its previous height

Wrate a HAL/S program to compute the time until the ball lits the ground for the third tume, and how far it has traveled horizontally in that interval

The applicable equations of motion are
1 For an object droppang from height H to the ground or bouncing from the ground to height H, in time T ,

$$
\mathrm{H}=\frac{1}{2} \mathrm{gT}^{2}
$$

where $\mathrm{g}=32 \mathrm{ft} / \mathrm{sec}^{2}$ is the gravitational acceleration
2 Honzontal motion is mdependent of vertical motion, so if $D$ is horizontal distance traveled in time T at velocity V ,

$$
\mathrm{D}=\mathrm{V} \mathrm{~T}
$$

2C An artificial satellite moves in a circular orbit of radius 4000 miles Write a HAL/S program to compute how long at takes to make 1 revolution and write the result on channel 6

Remember, $\mathrm{P}=\quad \frac{4 \pi^{2} \mathrm{R}^{3}}{\sqrt{\text { (MASS_OF_EARTH) } 6670 \times 10^{-8}}} \quad$ in CGS units
Say the MASS_OF_EARTH is $5983 \times 10^{27}$ grams One mile equals 1609344 cm

2D Let $a x+b y=e$,

$$
c x+d y=f
$$

be a system of 2 equations in 2 unknowns
Write a HAL/S program to compute the solution of the system
The inputs $a, b, c, d, e$, and $f$ are avalable on channel 5 , and the solution $x, y$, should be wntten on channel'6

We are guaranteed that a solution does exist
Remember, Cramers Rule states
$x=\frac{e d-b f}{a d-b c} \quad y=\frac{a f-e c}{a d-b c}$

## $30^{2 \sim} \overline{\text { MORE BASICS }}$

Thus chapter describes additional aspects of the anthmetic expression, including subscripting and function invocation One new non-executable statement is also presented, so that only new data types, and executable statements other, than assignment are left to later chapters

### 3.1 BUIL'T-IN FUNCTIONS

In addition to the arithmetic operators, HAL/S provides a set of builtin functions When the name of one of these functions occurs an an expression, code is generated to invole the corresponding library routine Builtin function names are HAL/S keywords and the runtime library routines are supplied with the compiler Examples of several useful builtin functions can be given with the add of a parallelogram

D


The size and shape of a parallelogram are uniquely determined by the lengths of two adjacent sides and the angle between These scalar quantities will be called LONG, SHORT and ALPHA

Taking the lower left corner as the origin of a coordinate system with an $X$ axis extending along B , the following program computes the coordinates of the corner points

```
COMMERS
FROGRAM,
    OECLARE SCALAR,
            LOHG, SHORT, ALPHA,
    DECLAPE VECTOR(2),
            AB, BC, CD, DA,
    READ(5) LOIGG, SHORT, ALPHA,
    AB=0;
    BC = VECTOR (LONG, a),
    -
    DA = VECTOR (SHORT COS(AGPHAl, SHORT SIN(ALPHA));
            2
    CO}=\overline{BC}+\overline{DA}
    NRITE(6) AB, BC, CD, DA,
CLOSE CORNERS;
```

The first assignment sets both components of the vector $A B$ to zero Any arithmetic varable may be assigned from the iteral zero Zero is the only such special case, it may be considered a typeless literal

The second assignment illustrates use of the VECTOR' shaping function The expression VECTORS (2) (LONG,0) represents a 2 -vector whose components have the values LONG and zero

In the third assignment, the arguments to the VECTOR function arê añithmétre expressions As a result, the first component of DA is set to the product of the length of the short side and the cosine of the angle ALPHA The "Y" component of this vector is computed simularly, except that the sine function is used,

The fourth assigament merely llustrates the "parallelogram rule" for vector addition
SIN and $\operatorname{COS}$ are algebrace built-in functions, listed in Appendix A. Thus category includes SIN, COS, TAN and their inverses (e $g$, ARCSIN) and the hyperbolic forms (e g , SINH, ARCCOSH) Also included are LOG, EXP, and SQRT For argument X, the latter functions are equivalent to $\log _{e}(X), e^{X}$, and $\sqrt{X}$

Each algebrace function returns a scalar value The arguments may be any integer or scaler expression An algebraic function name with its parenthesized argument is itself a scalar expression Thus, function moocations may be nested, as in
$\operatorname{ARCTAN}\left(\operatorname{SIN}(X) / \operatorname{SQRT}\left(1-\operatorname{SIN}(X)^{*}{ }^{*} 2\right)\right)$
A function's arguments are always enclosed in parenthests As usual, the evaluation of an expression always starts at the inner-most parenthesis In the expression above, "1$\operatorname{SiN}(\mathrm{X}) * * 2$ " is evaluated as " $1-\left((\operatorname{SiN}(\mathrm{X}))^{* *} 2\right)$ " The function invocation may be veewed as of higher precedence than exponentation Another interpretation of the same rule is that the value passed to a function is completely specified within the parenthesis Operators outside the parentheses apply to the value returned.

Before continumg tö other classes of bult-in functions, consider some general rules
1 No built-in function modifies any of its arguments
2 A function name and its argument list together comprise an expression of some data type
3 A function argument may be any expression of the specified data type
4 All trigonometric functions receive and return angles in radians
5 Invald arguments (e g, SQRT(-1)) are indicated via runtime errors, as described in chapter ten

The-parallelogram example also used the VECTOR shaping function Shaping functions perform conversions One function per data type is provided The arithmetic shaping functhons are VECTOR, MATRIX, INTEGER and SCALAR The VECTOR and MATRIX functions will accept any number of arguments, each of which may be of any arthmetic type

The second assignment statement of the example might be entered as
$B C=$ VECTOR\$2(LONG,0)
This statement contans the first subscnpt used so far Whenever the VECTOR function produces a vector of dirnenstion other than three, the dimensionalify of the result must be specified as a subscript to the function HAL/S uses the dollar sıgn (\$) to indicate a subscript, when the subscript is a sungle token (2), no parentheses are needed "VECTOR $\$ 2$ " is the HAL/S notation for "2-vector"

The MATRIX shaping function may also be subscripted A $3 \times 2$ matrix can be produced from the numbers $1-6$ by

MATRIXS (3,2) (1,2,3,4,5,6)
A three-by-three matrix can be produced without a subscript, as in
MATRIX ( $1,3 \# 0,1,3 \# 0,1$ )
The number of values in the argument list of a shaping function must match the subscript if one is suppled Otherwise, the number of, values must be three (for a vector) or nue (for a matnx) If suppled, the subscript must be either a single comple-tme expression indicating the length of a vector or two expressions, indicating a pair of matrix dimensions The product of these numbers is the number of components in the matrix The dimensions of any vector or matrix expresson must be known at comple-time

It is the total number of components in a shaping function argument list that must match the subscript For instance, given .

## DECLARE M MATRIX,

V4 VECTOR (4), V2 VECTOR (2), M22 MATRIX $(2,2)$,

All of the following are legal (since each list has 9 components)

```
M = MATRIX (V4,M22,0),
M = MATRIX (V4,0V2,V2),
M = MATRIX$ (3,3) (M22,2#V2,0),
```

Whenever a data aggregate appears in the argument list of a shaping function, it is "unraveled" in the natural sequence ( 1 e , the same order as in inital lists, row-major) The VECTOR and MATRIX functions see their argument lists as a linear stream of scalars Thus, if for example $\mathrm{X}, \mathrm{X}$ and Z are three 3 -vectors, then MATRIX $(\mathrm{X}, \mathrm{Y}, \mathrm{Z})$ is a $3 \times 3$ matrix in which the first row equals X , the second equals Y and the last contans the values from Z

Shaping functions are the only class of built-ins which accept a vanable length argument list Others have a fixed number of arguments, each of a specified data type As stated above, the functions in the "algebrace" class all take one scalar argument and return a scalar result However, one basic rule in HAL/S is that wherever a scalar is expected an integer may be used, and vice-versa. In the assignment below,

DECLARE I INTEGER INITIAL (4),
$\mathrm{I}=\mathrm{TAN}(\mathrm{I})$,
first I is converted to a scalar, then the tangent is taken and finally the result is rounded to the nearest integer before assignment into I

Rounding is defined in the usual way INTEGER (35) $=4$, $\operatorname{INTEGER}(-1.4)=-1$, and INTEGER (4999) $=0$ As indicated, there are INTEGER and SCALAR shaping functions analogous to the VECTOR and MATRIX functions Since integer and scalar literals are wntten straightforwardly, and integer/scalar conversions are automatically performed, the INTEGER and SCALAR functions are less often needed than VECTOR and MATRIX More applications of these functions will anse after arrays and non-arithmetic data types have been introduced

Rounding can also be performed by the ROUND function, this function allows explicit rounding without using an integer vanable, as in

DECLARE SCALAR, OLD, NEW, WRITE(6) 'CHANGE IS', ROUND(100(NEW-OLD)/OLD), 'PER CENT',

Character strings are desernbed in chapter eight, character literals, such as 'per cent', are output unchanged by the WRITE statement If $\mathrm{OLD}=3$ and $\mathrm{NEW}=5$, the statement above would produce

CHANGE IS 67 PER CENT
The arithmetic functions include ROUND, TRUNCATE, FLOOR, and CEILING. The distunctions are shown in the following table

|  | $\mathrm{X}=3$ | 5 | -1.7 | -13 | 16 |
| :--- | ---: | :--- | :---: | :---: | :---: |
| ROUND (X) | 0 | 1 | -2 | -1 | 2 |
| TRUNCATE (X) | 0 | 0 | -1 | -1 | 1 |
| FLOOR (X) | 0 | 0 | -2 | -2 | 1 |
| CEILING (X) | 1 | 1 | -1 | -1 | 2 |

In words, TRUNCATE 1 gnores the fraction, FLOOR always rounds down, and CEILING always rounds up These functions always return an integer result

The arithmetic class also meludes ABS (absolute value) and MOD (modulus) The result returned by these functions is of the same type as their argument(s) If the two arguments to MOD are of different types, the result is scalar

The remaming functions in the category, DIV, MIDVAL, ODD, REMAINDER, SIGN and SIGNUM, are described in Appendix A It should be noted here that the DIV function causes an integer division The remainder is discarded and the quotient is retumed No rounding is performed When integers appear an a quotent wnitten with " $/$ ", they are converted to scalars pror to the division

The only remaining category of functions to be discussed in thes chapter is vector/matrix built-in functions

| Name | Argument | Result | Comments |
| :---: | :---: | :---: | :---: |
| ABVAL | Vector | Scalar | Magnitude, length $\sqrt{\Sigma V_{1}^{2}}$ |
| UNIT | Vector | Vector | Vector of length 1 in the same direction <br> V/ABVAL(V) |
| INVERSE | nxn Matrix | nxn Matrix | Same as $\mathrm{M}^{* *}(-1)$ |
| TRANSPOSE | nxm Matrix | mxa Matrix | Same as M ${ }^{* *}$ T |
| DET | nxn Matrix | Scalar | Determmant |
| TRACE | nxn Matrix | Scalar | Sum of dtagonal elements $\sum_{\mathrm{j}=1}^{\mathrm{n}} \mathrm{M}_{1,1}$ |

The program below allustrates some of the power and convenence of HAL/S vector/ matrix facilties If first reads in four 3 -vectors, $\mathrm{X}, \mathrm{Y}, \mathrm{Z}$ and V , and determmes whether $\mathrm{X}, \mathrm{Y}$ and $Z$ span 3 -space Then it constructs an orthonormal set from $X, Y$, and $Z$ yelding vectors A1, A2 and A3 Finally, these vectors are taken as the axes of a coordinate system, and V (the fourth input vector) is expressed in them

In this program, the determinant ts used to find out whether $\mathrm{X}, \mathrm{Y}$ and Z are linearly independent If they are not, the second assignment statement (after La Gram-Schmidt) may result in a runtime error, since unit of the zero vector is undefined Since the problem is in 3 -space, A3 can be computed by a trick A1*A2 is orthogonal to both A1 and A2, A2 (A1*A2)=0), and of the length 1 ( $\operatorname{ABVAL}(A 1) 2$ times $\operatorname{ABVAL}(A 2)$ times sine $\left(90^{\circ}\right)$ ) The transformation of $V$ in the last assignment is conveniently done with a matrix, if, as in this program, the matrix is not saved, it may be more efficient to use the equivalent form

```
V = VECTOR(V A1,V A2,V A3),
```

The remaning built-m functions are much the same as those presented here Each is an expression of some data type, the arguments to each are of specified types, may be any expression, and so forth They will be discussed after the appropnate concepts and data types have been defined.

## Exercises

31 A What are the types of values of the following expressions?
a) ROUND (ABVAL(VECTORS2(SIN(05), $\operatorname{COS}(05))$ ))
b) TRANSPOSE (MATRIX $(1,3 \# 2,3,3,4,5,6)$ )
c) MATRIXS $(2,3)(1,0,0,1,1,1) \operatorname{VECTOR}(1,2,3)$

3 1B Write a HAL/S program to multiply the $3 \times 3$ matrix
$\left[\begin{array}{lll}9 & 8 & 7 \\ 6 & 5 & 4 \\ 3 & 2 & 1\end{array}\right]$
by its transpose and wate the result on channel 6 .

## 31 C Translate these mathematical expressions into HAL/S

a) $\frac{1+\cos 2 x}{2}$
b) $\tan ^{-1}\left(\frac{y}{x}\right) \quad$ (tng function is arctangent (inverse tangent))
c) $\mathrm{m}(\mathrm{rz}-\mathrm{zr}) \sin \theta-\mathrm{mr} z \theta \cos \theta$
(use names like R_DOT, PHI, PHI_DOT, etc )
d) $\cos ^{-1}\left(\frac{m / t-m a / n}{\sqrt{2 m E+\frac{m^{2} a^{2}}{n^{2}}}}\right)$
e) $\ln \left(\tan \left(\frac{x}{2}+\frac{\pi}{4}\right)\right)$
( $1 \mathrm{n}=$ natural loganthm, use PI for $\pi$ )

## 32 SUBSCRIPTS

Subscripts are used to operate on components of larger entities If V is a vector, V81 refers to the first component

Any vector or matrix varable or constant may be subscripted This is done by appending a dollar sign ( $\$$ ) and a subscript expression If the subscript expression is a single token, as in $\mathrm{X} \$ 3$, no parentheses or other punctuation is needed Any expression may be parenthesized XS (((3))) is equivalent Parentheses are required if the subscript involves any operators, eg, V\$(I+1)

Suce matrix subscripts are written with a comma (and thus are not a single token), they are always parenthesuzed, as in

$$
\begin{aligned}
M \$(I, J)= & M 2 \$(I, 1) M 3 \$(J, 1)+M 2 \$(I, 2) M 3 \$(J, 2)+ \\
& M 2 \$(I, 3) M 3 \$(J, 3),
\end{aligned}
$$

Subscripting may be viewed as of hugher precedence than the operators ( $+,-,^{*}, * *$, etc ) Thus, $V \$ I^{* *} 2$ is the square of the $\mathrm{I}^{\text {th }}$ component This precedence is natural, since subserxpt computations seldom involve exponentation

If a subsenpt expression is of scalar type it is rounded The result must be in the range 1 to N , where N is the declared dimension, Any integer or scalar valued expression may be used as a subscript

A single component of a vector or matrix is a scalar, and may be used in any context where a scalar variable is allowed

When an exponent contams a subscnpt, as in $\mathrm{E}^{* *}$ (V\$1), the subscripted vanable appears in the single line (source) format on the exponent line of the output listing

In all other cases, a subscript is indicated naturally by its position in the listing rather than a dollar sign When a subscript (or exponent) is lowered (or rased) in the listing, the outer parentheses (if any) are removed In $A S(B \$ C)^{* *}(N-1)$, all of the parentheses are removed

| E | $\mathrm{N}-1$ |
| :--- | :---: |
| M | A |
| S | B |
| S | C |

A position in 3 -space can be represented by a 3 -vector in a vanety of ways The program below uses subscnpting to convert cartestan to polar coordinates. The results consist of beanng (angle from $X$ axis m horizontal plane), elevation (angle from $X$ axis in vertical plane), and total distance Angles are in radians, distance is in the original units

```
XYZ_TO_POLAR:
PROGRAM,
    declare p Vector,
    READ(5) P;
```



```
CLOSE XYZ_TO_POLAR;
```

This program assumes that the drection of $P$ is in the same hemisphere as the positive $x$ axis A more general solution can be wntten using the ARCTAN2 function

One new construct appears in the example $P \$(2 \mathrm{AT}$ 1) is equal to VECTOR $\$ 2$ (PS1,PS2) A 2-vector, consisting of the $X$ and $Y$ components of $P A B V A L(P S(2 A T 1))$ is the distance from the ongun to a point in the horizontal plane directly beneath $P$
"2 AT 1" is one type of partition subscript It can be used to specify a slice of a vector in terms of the partition width and the number of the first included component The general form is number AT expression "Number" is any integer-scalar compile-time expression, greater than one and less than the corresponding declared dimension While partition widths must be known at comple-time, the starting component number may be any integer or scalar expression

Any partition of a vector is a vector A partition of length $N$ can be used in any construct where a declared VECTOR(N) is allowed
$\mathrm{PS}(2 \mathrm{AT}$ 1) can also be written as $\mathrm{PS}(1 \mathrm{TO} 2)$ Here, the indices of the first and last components to be included are given, instead of the width and the first component

The dimension of $\mathrm{PS}(\mathrm{x} \mathrm{TO}, \mathrm{y})$ is $1+\mathrm{y}-\mathrm{x}$ Since the dimensionality of every vector-matrix expression must be pre-determmable, both $x$ and $y$ must be known, nether may be an expression involving a vanable

Given $\mathrm{V} \equiv \operatorname{VECTOR}(10,20,30,40,50,60,70)$,
$\mathrm{V} \$ 2 \equiv 20$,
$\mathrm{V} \$(2 \mathrm{TO} 4) \equiv(20,30,40)$,
$\mathrm{V} \$(3 \mathrm{AT} 2) \equiv(20,30,40)$,
$\mathrm{V} \$(3 \mathrm{AT} \mathrm{V} \$ 3 / 10) \equiv(30,40,50)$,
V $\$(4$ TO \#) $\equiv(40,50,60,70)$, and
$\mathrm{V} \$(2 \mathrm{AT} \#-1) \equiv(60,70)$
The sharp character (\#) which appears in the last two partitions means "the last" Vs ( 4 TO \#) can be read as "the fourth through last components" "2 AT \#-1" is a way of specifying the last two components For the 7-vector above, any occurrence of \# can be replaced by 7

A subscnpted vector is erther a scalar or a vector, depending on the type of subscript A subscripted matrix may be a scalar, a vector, or a matrix If both subscripts are simple ( $\mathrm{I}, \mathrm{J}$ ) the result is scalar If one is sumple and the other a partition ( $\mathrm{I}, 1 \mathrm{TO}$ \#), the result is a vector If both are partitions ( 2 AT 1, 1 TO 2), the result is a matnx Output listing overmarks indicate the resultant of type after subscripting

As usual, a matrix that has been subscrupted down to type and ${ }^{\text {demension " } X \text { " can be }}$ used in any context where a varable of type and damension " X " is allowed

The $I^{\text {th }}$ row of a matrix $M$ is $M \$(I, 1$ TO \#) This can also be written as $M \$(I, *)$ The $\mathrm{I}^{\text {th }}$ column is $\mathrm{MS}(*, \mathrm{I})$ The astensk means "all of a dimension" In every case, it is equivalent to " 1 TO\#"

Using this form of partition subscript, the elementary row operations used in reducing matuces can be expressed compactly



Before leaving the topic of subscripting, one caution is in order HAL/S stores matrices in row-major order This means that a row of matrix is stored in a contiguous block of memory The scalars in a column of a matnx do not occupy consecutive locations This may make operations on matrix columns less efficient than corresponding operations on rows A few restnctions on the use of matrix columns (ASSIGN parameters, the input FILE statement and NAME vanables) are described later Matrix columns are acceptable in all constructs presented so far

This section has described component subscnpting Most of the material also applies to array and structure subscripts, but there are some differences These topics are discussed in chapters 6 and 9 Component subscripting applies to vectors, matrices, character strings and bit strings

The term subscript expression has been used to stress the fact that there are forms which can occur only m subscripts These are partitions The forms ATO B, A AT B, *, and \# $\pm \mathrm{N}$ are used only in subscript expressions

An important point to remember from this section is that the set of contexts in which a variable may be used does not depend on the presence of subscnpting, but on the datatype which results after the subscript has been applied

## Exercises

32 A For the following vectors and matrices,
$\mathrm{V} 1=\left[\begin{array}{l}0 \\ 1 \\ 2 \\ 3 \\ 4 \\ 5\end{array}\right] \quad \mathrm{V} 2=\left[\begin{array}{r}10 \\ 11 \\ \cdot 12 \\ 13 \\ 14 \\ 15\end{array}\right]$

$$
\mathrm{M} 22=\left[\begin{array}{ll}
5 & 6 \\
7 & 8
\end{array}\right]
$$

M35 $=\left[\begin{array}{rrrrr}7 & 4 & 1 & -2 & -5 \\ 6 & 3 & 0 & -3 & -6 \\ 5 & 2 & -1 & -4 & -7\end{array}\right]$
a) Give the values of V1\$(2), M22\$(2,1), and M35\$(2,3)
b) Give the values of V2\$(3 AT 4), M22\$(*,1), and M35S(2 TO 3, 4 AT 2)
c) Write the necessary declarations and mitializations to produce $V_{1}, V_{2}, M 22$, and M35

3 2B Write a HAL/S program that will compute the dot products of
$\left[\begin{array}{l}1 \\ 2 \\ 3\end{array}\right]$
with each of the columns of
$\left[\begin{array}{lll}1 & 2 & 3 \\ 4 & 5 & 6 \\ 7 & 8 & 9\end{array}\right]$
leave the results in a vector, RESULT_X, and write the results on channel 6
3.2C The diagrams below represent the values of vanous vectors and matrices

$$
\begin{array}{rlrl}
\mathrm{V} 31=\left[\begin{array}{l}
0 \\
1 \\
2
\end{array}\right] \quad \mathrm{V} 32 & =\left[\begin{array}{l}
7 \\
8 \\
9
\end{array}\right] \quad \mathrm{V} 33=\left[\begin{array}{l}
11 \\
12 \\
13
\end{array}\right] \quad \mathrm{M} 22=\left[\begin{array}{ll}
21 & 22 \\
23 & 24
\end{array}\right] \\
\cdot & \mathrm{M} 33 & =\left[\begin{array}{lll}
-1 & -2 & -3 \\
-4 & -5 & -6 \\
-7 & -8 & -9
\end{array}\right]
\end{array}
$$

What values will the following code print

```
V41 = VECTOR$4(M22),
M22 = MATRIX$(2,2) (M33$(2 AT 2, 2 AT 2)),
WRITE(6) V41,
WRITE(6) M22,
M33 = MATRIX$(3,3)(V31,V32,V33),
WRITE(6) M33,
M22 = MATRIX+(2,2)(V31,V32$2),
WRITE(6) M22,
```


## 33 THE REPLACE STATEMENT

The REPLACE statement provides a capability simular to the macros of other languages The REPEACE statement contans an identifier (termed the replace name or macro name) and a sequence of characters, termed the macro text The REPLACE statement instructs the compler to substrtute the macro text for every subsequent occurrence of the macro name

The REPLACE statement is not executable, it may only occur in the declare group The following represents one common use of REPLACE

REPLACE PRINT BY "WRITE(6)",
REPLACE PUNCH BY "WRITE(7)",
REPLACE CARDS BY " 5 ",

Any occurrence of PRINT subsequent to these statements will be converted to WRITE(6) by the compler The REPLACE statement causes the compler to substitute the replace text for the replace or macro name wherever it occurs as a token in the following source Using the replace macros defined above,

| $\operatorname{READ}(\mathrm{CARDS}) \mathrm{X}$, | becomes $\operatorname{READ}(5) \mathrm{X}$, |
| :--- | :--- |
| PRINT X, Y, Z, | becomes $\operatorname{VRITE}(6) \mathrm{X}, \mathrm{Y}, \mathrm{Z}$, |

and
PUNCH X, Y,
becomes WRITE(7) X, 7,
The macro is not expanded in the listing Only the macro name appears Each reference to a macro is automatically underlined, however, this informs the reader that a replacement was done in order to avoid a possible mis-interpretation

The replace text is enclosed in double quotes (") This is the only use of the doublequote character in HAL/S The replace text may be any sequence of characters not contaming " The replace name or macro name is an identiffer and follows the conventions described in chapter two Since REPLACE is a HAL/S statement, it ends with a sem-colon

The macro name is only recognized when it appears as a token Given,
REPLACE A BY " 1 ",
and
DECLARE ABLE SCALAR CONSTANT(A),
only one replacement is performed The other A's are part of keywords and an identifier, not complete tokens

Replace macros are commonly used to parameterize I/O channels, as indicated above, and the dmensions of vanables, as in

```
REPLACE UNKNOWNS BY "6",
DECLARE AUGMENTED MATRIX(UNKNOWNS,UNKNOWNS+1),
```

HAL/S does not allow vanables to be used for etther channel numbers or dimensions, but since REPLACEments are done at compile-time, macro names may be used where numbers are required, provided the replace text is an expression computable at completume

The compler will process the DECLARE statement above as if DECLARE AUG MENTED MATRIX ( $6,6+1$ ), had been coded

Replace text is commonly a single number, but may be any string For example,
REPLACE DUMP BY "WRITE(6) X,Y,Z,GAMMA",
could be a useful abbreviation whule debugging The use of replace macros to abbrevate $H A L / S$ keywords is strongly discouraged HAL/S was designed to maximize readabılity rather than "wnteabilty". It can be very difficult to decipher a program in which macros are used mappropnately. The tume spent actually typing a program is generally insignificant compared to the time spent reading it

The program below illustrates a parameterized replace statement Here the macro is used to generate a table (for section 3 4) without writing a loop

```
TABLE*
PROGRAM,
    REPLACE LOGZ(X) BY 'LOG(X)/LOG(2)';
    REPLACE EKTRY(N) BY "NRITE(6) N, 2**(N-I),NFLOG2(10)",
    ENTRY(8);
    ENTRY(12);
    ENTRY(16);
    ENTRY(18);
    ENTRY(24);
    ENTRY(32);
    ENTRY(36);
CLOSE TABLE,
```

In thus example, X and N are macro arguments Wherever N appears in the replace text of the ENTRY macro, the actual parameter ( 8,12 , etc) is substituted Whenever the parameter, X , of the $\log 2$ macro occurs in the text, the value 10 is substituted

The ENTRY macro generates an entire statement Note that no final semt-colon was placed mside the ending quote This produces a better listing since a semi-colon must terminate each reference to the macro, triggering a new listing line

The names of previously defined macros may be used in the replace text, as in LOG2 above The compler will continue to make substitutions until no macro names reman, before any other processing An mfinute expansion results if a macro's own name is used in its replace text Statements Iike,

REPLACE X BY "X+1",
not only cause enror messages, but may abort the rest of the complation
The above is a brief mtroduction to the HAL/S macro capability Additional features and more detall can be found in the Language Specification

## 34 THE PRECISION ATTRIBUTES

Most of the materal so far has been concerned with the arithmetic expression Rules for forming expressions from identifiers, operators, literals, and keywords have been presented Every expression has a data type, the type is determined by the types of the identifiers and functions used, the operators which combine them, and the order of evaluation Each expression also has a precision

Arithmetic identifiers and expressions are of either SINGLE or DOUBLE precision All previous examples have been single precision Double precision variables represent values to more signficant digts than sungle precision variables

Any arithmetic operation involving a double precision operand is done in double precision The result is also of double precision Thus, the usual method for specifying that a computation should be carred out to more digits ts by declaring some or all of the vanables to be double precision

The computation in the write statement below is performed in double precision

```
PARALLAX
PROGRAM,
    DECLARE EARTH_ORBIT CONSTANT(92.9E6);
    DECLAPE VECTOR(2),
            SPRIHG READIHG; FALL READING,
    DECLARE DEVIATYOY SCALAR DOUBLE;
    READ(5) SPRING_READING, FALL_READING;
    DEVIATION = AGVAL(SFRING_READING - FALL_REAOING)/ 2;
    WRITE(G.) 'פISTAHICE=', EARTH_ORBIT / TAN(DEVIATIOH], 'MILES',
close ParaElaX;
```

Thus program could be used to compute the distance to a star based on its apparent change of position as the earth moves $180^{\circ}$ in its orbit ( 93 milhon miles) The input data is a pair of angles in radians representing the star's direction in the Fall, and another set taken in the Spnigg The diagram below illustrates the algonthm in 2-space


Double precision is used in the example because a very large number is computed from a very small number using the tangent function near a zero The double precision tangent routme is invoked, and the division of 93 milion by the result is performed in double precision Thus, the expression, "EARTH_ORBIT/TAN(DEVIATION)" is of type double precision scalar The WRITE statement outputs all the digts of its operands

The arithmetic in the preceding assignment statement is done in sungle precision Whether or not this is adequate depends on the provision of the measurements and the number of digts in a SCALAR SINGLE One radian is approximately $2 \times 1 \overline{0}^{5}$ arc-seconds If the physical measurements are accurate to the nearest half second, then stx decimal digits of preciston would be enough * The value of the expression is converted to double precision before it is stored into deviation

The number of dygts in the representation of a scalar (of etther precision) is imple-mentation-dependent These numbers are specified in the User's Gude A rule of thumb for scalars is one decimal digit for every $31 / 3$ bits of mantissa

If the measurements have more sigmficant digits than can be contaned in a single precision scalar, the whole program could be done in double precision

```
DECLARE VECTOR(2) DOUBLE,S,F,
READ(5) S,F,
WRITE(6) EARTH_ORBIT/TAN(ABVAL(S-F)/2),
```

This version is wntten less mnemonically, and the assignment and wnte statements are combined These simplifications have no effect on precision

All of the computations in this form are done in double precision This is triggered entrely by the DOUBLE keyword in the declaration of $S$ and $F$ Note that there is only one name each for the tangent and absolute value functions, whether single or double precision The double precision form of a built-in function is automatically invoked when one or more arguments are of double precision The value returned by a bult-m function is of the same precision as its argument Snce ABVAL(S-F)/2 is a double precision expression, the double precision version of TAN is selected

Double precision expressions are formed under exactly the same rules given for single precision No restrictions apply to double precision vanables that do not apply to single precision vartables of the same type Precision is normally specified in declarations rather than expressions

[^1]The variables $I, S, V$, and $M$ used in previous sections could have been declared as

## DECLARE I INTEGER DOUBLE, S SCalar double, V VECTOR DOUBLE, M MATRIX DOUBLE,

This would not necessitate any changes to the expressions used
The DOUBLE attribute follows the data type in an attribute list It may be either before or after the other minor attributes such as initalization, LOCK, and AUTOMATIC, eg,

> DECLARE COVAR MATRIX( 5,5 ) INITIAL(0) DOUBLE, DECLARE V VECTOR(S) DOUBLE INITIAL(S\#1),

Precision apples to all four anthmetic types Either SINGLE or DOUBLE may be specified in the attribute list of any integer, scalar, vector, or matrix Since single precision is the default, it need not be specified in declarations

Double precision vectors and matrices are composed of double precision scalars All of the vector-matrix operators and functions have both single and double precision mplementations As before, double precision routines are selected when either operand is double, or when any bult-in function argument is double

Since integers, double integers, single scalars and double scalars may be freely mixed and substituted for each other, these four combinations typically correspond to different sets of computer registers or machine instructions Conversions of integer to scalar and single to double are made automatically when operand types are incompatible Since integer and single precision operations are generally more efficient, data is left in the simpler forms whenever possible

The type and precision of an expression are determined solely from the expression atself Nether attribute depends on the context in which the expression is used The precision of the expression in an assignment statement is not determined by the precision of the target variable on the left hand side In the following, " 10000 N " is a single precision expression, sunce nerther operand of the multiplication is double

```
DECLARE D SCALAR DOUBLE,
DECLARE N INTEGER INITIAL(20),
D = 10000 N,
```

The nght-hand side is of type single precision integer It will be converted to scalar double before assignment to D , but the multiplication is done in single integer mode.

Table 1 shows the range of integers with vanous word sizes if the code above is executed on a computer which represents single integers in 16 bits, the wrong answer will be produced The code can be corrected by adding an explicit precision specifier

$$
' \mathrm{D}=10000 \mathrm{~N} \$(@ \mathrm{DOUBLE}),
$$

The forms "@SINGLE" and "@DOUBLE" may be attached as subscripts to any anthmetic varrable In the example above, "N\$(@DOUBLE)" is of type integer double Thus, the multuplication is done in double precision and no accuracy is lost

The precision specffier may also be attached to shaping functions, as in
DECLARE VECTOR, VI, V2, V3, DECLARE M MATRIX DOUBLE, M = MATRIX§(@DOUBLE,3,3)(V1,V2,V3),

The precision specifier precedes any subscripts in a shaping function
Table I

| \# of Bits | Range of <br> Integer | \# of Diguts |
| :---: | ---: | :---: |
| 8 | 128 | 24082393 |
| 12 | 2048 | 36123590 |
| 16 | 32768 | 48164796 |
| 18 | 838872 | 54185390 |
| 24 | 214748360 | 7247190 |
| 32 | 3435973800 | 96329593 |
| 37 |  | 10837079 |

Empirically, double precision algebraic routines give better performance near zeros and singularties than therr single precision counterparts These routmes are generally implemented via polynomials, prefaced with code to identify the quadrant or other range of the argument The tangent routine, for an argument $0<\mathrm{X}<\pi / 2$, might use a polynomal of the form

$$
\text { Tan } x=A+B x+C X^{2}+D X^{3}+E X^{4}+F X^{5}
$$

If the value DEVIATION in the parallax example has the value $1 \mathrm{E}-6$ then the tangent will be

$$
\mathrm{A}+\mathrm{B} \times 10^{-6}+\mathrm{C} \times 10^{-12}+\mathrm{D} \times 10^{-18}+\mathrm{Ex} 10^{-24}+\mathrm{Fx} 0^{-30}
$$

The operation $\mathrm{X}=\mathrm{X}+10^{-N} \mathrm{X}$, where n is greater than the number of digits contaned in a scalar, does not change $X$

When two floating pont numbers are added, the exponents are first equalized by shufting one of the mantissas It is this shifting that causes the loss of signficant digits When two floating point numbers are multupled, no shifting is required The same situation holds in fixed point, though any shifts required for addition and subtraction must be explicitly coded

In the parallax example, double precision allows the addition of more terms of the polynomal used to approximate the tangent function Double precision generally is needed when numbers of greatly different magnitudes are added or subtracted, and when a large number of output digts are needed The latter case is less common, since netther humans nor digtial-analog converters can use more than a few digits directly

The arithmetic expression is summarized in the next section All of the statements made apply equally to single precision, double precision, and mixed Operations which reference one or more double precision values are done in double precision More digits are obtaned, at greater expense in memory and execution time Some implementations have fixed point scalars, the Language Specification describes the explicit scaling (shufting) operators which are used in these implementations More detalls can be found in the appropnate User's Manual

## 35 SUMMARY OF THE ARITHMETIC EXPRESSION

An anthmetic expression has one of the following forms
1 An identrfier This may be an integer, scalar, vector, or matrix variable or constant of etther precision
2 A literal No sub-classes of numenc literals are defined.
3 A subscripted identifier Partition and simple subscripts are allowed, as well as exphicit precision specifiers and scaling operators
4 A function mvocaton Both built-m and user functions may have zero or more arguments, which are themselves arithmetic expressions Shapung functions may also have subscripts
5 A further expression prefixed by a minus sign Any anthmetic type may be negated An expression preceeded by " $t$ " is allowed, but functionless
6 A further expression in parentheses The parentheses overnde precedence rules, and allow scahng operators and precision specifiers to be attached to expresstons
7 Two expresstons separated by an operator Only certam combinations of operand types are allowed for each operator.

The hast above is a recursive definition of the syntax of the anthmetic expression Expressions may be nested via forms three through seven

The compler evaluates an expression outward from the most deeply-nested parentheses Within a set of parentheses, the compiler first evaluates any subscripts Operators are applied to the components selected by the subscripting

The table below shows the anthmetic operators in the order in which they are evaluated when not overridden by parentheses

## Operators in Decreasing Precedence

** Exponentiation Apphes to integers and scalars For matrices, the exponent must be either an integer or the character " $T$ " Raising a matrix to the " T " power always indicates transposition of rows and columns Integer powers apply only to square matnces If $I$ is negative, $M^{* *}(I)$ is equal to INVERSE $(\mathrm{M})^{* *}(-\mathrm{I})$
multiplication Indicated by a blank Multiplication is allowed between any two types, provided the "inner dimensions" match Resulting type given by outer dimensions

Cross product Applies only to 3 -vectors The result is a 3-vector, given by
Result $=\operatorname{Vector}\left(\mathrm{X}_{2} \mathrm{Y}_{3}-\mathrm{X}_{3} \mathrm{Y}_{2}, \mathrm{X}_{3} \mathrm{Y}_{1}-\mathrm{X}_{1} \mathrm{Y}_{3}, \mathrm{X}_{1} \mathrm{Y}_{2}-\mathrm{X}_{2} \mathrm{Y}_{1}\right)$
The resulting vector is orthogonal to $X$ and $Y$, and of magnitude ( $\operatorname{ABVAL}(X) A B V A L(Y) S I N(\theta))$, where $\theta=$ the angle between $X$ and $Y$

Dot, scalar, or inner product Applies to vectors of equal dimension The result is a scalar equal to the sum of the products of corresponding components It also equals the product of the magnitudes of the vectors and cosine of the angle between
/ Division The left operand may be integer, scalar, or vector The night must be integer or scalar The result has the same dimension as the left operand, but is never integer
,$+-\quad$ Addition and Subtraction If one operand is scalar, the other may be either integer or scalar Otherwise, the two operands must be of the same type and dimension

Negation Applies to any data type The result is of the same type

Operators of equal precedence are evaluated left to right, except for exponentiation and division which are evaluated nght to left

Before non-anthmetic expressions are introduced, a number of statements which alter the sequentral flow of control will be presented in chapters four and five

## Exercises

35 A HAL/S has seven infix operators
$+,-,<>, *,, /, * *$
Which infix operators are legal for the following pars of data types? The characters <> represent a blank, meaning multiplication

Of what datatype is the result for each legal operation?

| 1) | SCALAR | SCALAR |
| ---: | :--- | :--- |
| i) | SCALAR | INTEGER |
| in) | INTEGER | SCALAR |
| iv) | INTEGER | INTEGER |
| v) | VECTOR | VECTOR |
| vi) | VECTOR | MATRIX |
| vi) | VECTOR | INTEGER/SCALAR |
| vii) | INTEGER/SCALAR | VECTOR |
| ix) | MATRIX | MATRIX |
| x) | MATRIX | INTEGER/SCALAR |

## End Of Chapter Problems

3A Write a HAL/S program that will read 2 vectors from channel 5 and write the angle between them on channel 6 .

Remember, $\mathrm{V}_{1} \mathrm{~V}_{2}=\left|\mathrm{V}_{1}\right| \mathrm{V}_{2} \mid \cos \theta$
where $\theta$ is angle between $V_{1}$ and $V_{2}$
3B There are occasions when it is necessary or advantageous to shift one's frame of reference These occasions call for a translation and/or rotation of the coordinate system Say the old axis ( $x, y$ ) is shifted to the new axis ( $x^{\prime}, y^{\prime}$ ) in the following manner, the $x, y$ ongin is shufted to ( $x_{0}, y_{0}$ ) and rotated by $a$ degrees as shown


The resulting translation equations are

$$
\begin{aligned}
& x^{\prime}=\left(x-x_{0}\right) \cos a+\left(y-y_{o}\right) \sin a \\
& y^{\prime}=-\left(x-x_{0}\right) \sin a+\left(y-y_{0}\right) \cos a
\end{aligned}
$$

Write a HAL/S program that will translate 2 coordinates in the $x$, $y$ system to new coordinates in $x^{\prime}, y^{\prime}$ where $x=54000, y_{o}=118000, a=17^{\circ}$ The two coordinates are avalable on channel 5 and should be wratten on channel 6

Remember that HAL/S trigonometnic built-ms require angles in radians
3C Write the nght half of the following 4 assignments for the partitions in matrix $M$ below
a) $\mathbf{V} 4=$
b) $\mathrm{M} 22=$
where $\quad V 4$ is a 4 vector
c) $\mathrm{M} 34=$
d) $\mathrm{V} 10=$

M22 is a $2 \times 2$ matrix
M34 is a $3 \times 4$ matrix
V 10 is a 10 vector


## 40 CONDITIONAL EXECUTION

The statements in a program are executed sequentrally, except when a flow control statement is executed The flow control statements can be loosely categorized by their use for decislons, loops, and subroutmes These groups are described in chapters four, five, and seven

Although , the HAL/S assignment statement is quite flexible, only a lumited set of programs can be written without flow control statements The ability of digital computers to evaluate conditions and select alternatives is the essence of their power

## 41 IF THEN ELSE

A choice between two alternatives can be wniten with the HAL/S IF statement

```
IF \(\mathrm{A}=0\) THEN WRITE(6) 'ZERO',
```

ELSE WRITE(6) A,
In this instance, the two alternatives are executable statements and the test is, a comparison The first altemative is called the then clause, the second the else clause

IF is a compound statement, e it is composed of further statements The concept of a statement contaming "sub-statements" $1 s$ common in HAL/S It will be useful to define the entire sequence, "IF comparison THEN statement ELSE statement" as a single statement, thereby

Unless the then or else clauses contain further flow control statements*, control passes to the next sequental statement after an IF statement

There are two equivalent graphical representations of the IF statement


[^2]The form on the left illustrates the rule above by the explacit joinng of two anows at the bottom The system illustrated on the nght is appropnate to structured programming languages in which complex decisions are represented through nesting of compound statements, all of which have one path in and one path out All of the HAL/S flow control statements (except GO TO) can be represented in structured flowcharts

The directions of the lines in a structured flowchart are implied Vertical lines are always traversed top to'bottom Horizontal lines are always foilowed left to right and back Lines may intersect only at the points of IF and $\vec{D} O$ CASE statements There is no provision for overriding the natural direction

The above rules obviously limit the class of programs that can be represented However, the forms that have been ruled out have been shown to be symptomatic of programs that are difficult to read and mantam Any algonthm which can be expressed by a standard flowchart (where square boxes contan HAL/S assignments) is equivalent to some HAL/S program, without GO TO statements, which can be represented by a structured flowchart

The IF statement can select an alternative based on the results of a boolean combination of several comparisons A comparison consists of two expressions separated by a relational operator, as in

```
IF A =0 THEN
IF N > 12 THEN
IF B**2<4 A C THEN
```

The complete list of relational operators is

| $=$ | exact equality |
| :--- | :--- |
| $\neg=$ | not exactly equal |
| NOT $=$ |  |
| $>$ | greater than |
| $>=$ | greater than or equal |
| $<$ | less than |
| $<=$ | less than or equal |
| $7>$ | not greater than (same as $<=$ ) |
| NOT $>$ |  |
| $7<$ | not less than (same as $>=$ ) |
| NOT $<$ |  |

Sunce the character " 7 " does not have a standard graphic across all systems, the keyword "NOT" may be freely substatuted for it

All of the operators above may be used between any combination of integer or scalar single or double expressions When necessary, integers are automatically converted to scalars, and single precision is raised to double before the companson

However, only the first two relational operators ( $=$ and $7=$ ) can be used between vectors, and matnces Two vectors or matrices may be compared for equality or mequality if they have the same dimension They are equal if each par of components is exactly equal, and unequal otherwise

It is not generally useful to compare scalars, vectors, or matrices for equality In the statement,

```
IF A = B THEN WRITE(6) 'PURE COINCIDENCE',
```

where $A$ and $B$ are scalars, the WRITE statement is executed only if every digit in $A$ is the same as in $B$ Due to the finite precision of scalars and roundoff problems, if $B$ had been set by

```
\(B=A / 3\),
\(\mathrm{B}=\mathrm{B}+2 \mathrm{~A} / 3, \quad \quad / \times 1 / 3 \mathrm{~A}+2 / 3 \cdot \mathrm{~A}^{\times} /\)
```

B would probably not be equal to $A$ Scalars can be tested for approximate equality as in
IF $\mathrm{ABS}(\mathrm{A}-\mathrm{B})<$ EPSILON THEN
where EPSILON is "sufficiently small", e g,
DECLARE EPSILON CONSTANT(000001),
or

EPSILON $=(A+B) / 16^{* *}(25$ MANTISSA_LENGTH),
etc

The keywords AND, OR, and NOF (or ther equivalents, \&, I, and 7) may be used to combine several compansons in one IF statement Parentheses are generally required around each simple companson For example,

IF $(A>0)$ AND $(A<100)$ THEN
IF $\operatorname{NOT}((A<=0)$ OR $(A>=100))$ THEN

Both of these forms will result in the execution of the then clause if (and only if) $0<A<100$ The first test checks whether $A$ is in the given range The second test is equivalent sunce it checks whether $A$ is not outside the range The sense of any comparison or combination thereof can be reversed using the NOT keyword as shown in the second test Thas use of NOT requires a parenthesized argument

Suppose a number is divided into one of three ranges, as shown
IF $\mathrm{N}<10$ THEN $\mathrm{R}=1$,
ELSE IF $\mathrm{N}<20$ THEN $\mathrm{R}=2$,
ELSE R = 3,
Here, the else clause of an IF statement is an enture IF THEN. ELSE group It may be diagrammed as follows


The THEN clause of an IF statement may not be an IF THEN ELSE group * A four way branch can be written with a DO END group, as described in the next section

The IF statement allows the selection of one or two alternatives based on the evaluation of a comparson When no action is required unless the test succeeds, the else clause may be omitted enturely

IF $\mathrm{A}>0$ THEN $\mathrm{B}=\operatorname{SQRT}(\mathrm{A})$,
This statement is functionally equivalent to
IF A NOT $>0$ THEN, ELSE $\mathrm{B}=\operatorname{SQRT}(\mathrm{A})$,

Here the then clause is just a semicolon, which is the HAL/S equivalent of a no-op or nuil statement

IF. . THEN ELSE may be viewed as a single statement The then and else clauses each contan a further single statement Any executable statement is allowed in the else clause, the then clause may contan any executable statement except a further IF THEN
.ELSE The else clause may also be omitted enturely

[^3]
## Exercises

41 A What is wrong with the following HAL/S conditional statements (in which all vanables are of SCALAR type)
a) IF $\mathrm{A}<\mathrm{B}<\mathrm{C}$ THEN MIDDLE $=\mathrm{B}$,
b) IF B $<\mathrm{C}$ THEN

IF $C<D$ THEN $B=D$, ELSE B $=\mathrm{C}$,
ELSE C $=\mathrm{B}$,
c) IF RADIUS $>0$ \& NOT RADIUS $>1$ THEN WRITE(6) PI RADIUS**2,

4 1B Where possible, convert these standard flowcharts to structured flowcharts, without - duphcating or elimmating boxes Indicate why the others cannot be converted a)

b)

c)

d)


4 1C Tell whether the following conditions are satisfied, not satisfied, or illegal Assume that

A, B, C, D are scalars
$\overline{\mathrm{V}}, \overline{\mathrm{S}}$ are 3-vectors
$A=70 \quad C=120$
$B=40 \quad D=32$
$\overline{\mathrm{V}}=\left(\begin{array}{lll}2 & 4 & 6\end{array}\right) \cdot \overline{\mathrm{S}}=\left(\begin{array}{lll}3 & 4 & 12\end{array}\right)$.
a) $\mathrm{A}<\mathrm{B}$
b) $\mathrm{C}>(\mathrm{NOT} \mathrm{B})$
c) $\cdot(\mathrm{A} \cdot 7=-\mathrm{B})-\&(\mathrm{C}>=\mathrm{D})$
d) $\left(\bar{S} 7_{N}^{-}=\bar{V}\right)$ OR $\left(B^{-} 7>C\right)$
e) $\vec{V}^{\prime}<\vec{S}$
f) ${ }^{+}\left(\overline{\mathrm{V}} \overline{\mathrm{V}}^{-}<\mathrm{C}\right) \&(\operatorname{NOT}(\overline{\mathrm{~V}} \overline{\mathrm{~S}}<\mathrm{C}))$

Write the following descriptions in relational expressions
g) $A$ is greater than $B$ but less than $C$
h) The vector $\bar{V}$ is not equal to the vector $\bar{S}$ and $C$ not less than $D$ unless $D$ is equal to 4

4 1D Write HAL/S code mplementing this flowchart


## 42 THE DO. END GROUP

A series of executable statements may be combined into a do group, which may then be used anywhere a single statement is required, $\mathrm{e} g$, in the then clause

This allows, for example, the following coding of a four way decision

```
IF X < O THEN M = 0,
ELSEDO,
    IF X < 100 THEN DO,
        IF X > 10 THEN M = 2,
        ELSE M = 1,
    END,
    ELSE M = 3,
END,
```

This example, which sets M to the order of magnitude of X , can be diagramed


Since it is only one statement, the entire sequence above could be further nested in IF or other compound statements

A do group consists of a DO statement, any number of executable statements* and an END statement, eg
DO,
$I=1$,
$\mathrm{J}=2$,
END,


[^4]The example below computes PI by an mefficient but illustrative algorithm


Here it can be seen that loops are shown with the same shaped symbol as IF statements HAL/S has several types of loops, ail of which use the DO and END keywords The simplest type is shown above, and in the following compled listing

```
DARTBOARD_APPROXIHATION*
FROGRAM,
    DECLARE SCALAR.
            X, Y;
    DECLARF INTEGER,
            I, HIT, MISS;
    DO FOR I = I T0 1000,
        x = RAHDCK,
        Y = RAKIDCM,
            2 2
            IF X + Y <= I THEN
                HIT = HIT + I,
            ELSE
                MISS = MISS + l,
    END,
    WRITE(6) 4 HIT / HISS,
close,
```

Since the compiler used in preparing listings for this manual automatically indents programs to correspond to a structured flow, dragrams will not be provided for subsequent examples The same information is contained in the indenting as in the flow

The simple do group (without iteration) ss classified as an executable statement No additional machme code is generated however An extra do group, like an extra set of parentheses, is sometimes used for clarity In the order of magnitude example, the else clause of the outer IF statement is bracketed by an unnecessary DO END parr It is common practice to use a do group as a then or else clause even when it is not required by the syntax This allows for the possibility of later insertions

There is no way to branch into any part of a compound statement from outside the statement HAL/S has a GO TO statement, and any executable statement may be labelled, but restrictions are imposed A label inside a do group, a then clause or an else clause cart only be used in GO TO statements which are themselves in the same group or clause

The do group has two uses Primanly, it allows the nesting of statements in tests and loops The secondary purpose is to define the scope of temporary data

The TEMPORARY statement is simular to the DECLARE statement It allows a temporary vanable of any type to be created, as shown on the following page

```
EXAMPLE_2
FROGQAM,
    DECLARE VEL VECTOR,
            MY_FRAME MATRIX;
    DECLARE VECTGR,
                        RESULTI, RESULTZ, E,
        .
    DO,
        TEMPORARY V_FRIME VECTOR;
        V_PRIME = MY_FRAME VEE;
        RESULTI = UNIT(V_PRIME);
        RESULTZ = V_PRIHE * E
    END,
CLOSE EXAMPLE_Z,
```

The vector, V_PRIME, exists only for the duration of the do group If the next do group contaned

## TEMPORARY S SCALAR,

$S$ would probably occupy one of the storage locations that had just been used for V_PRIME

Temporary variables may be of any type and precision They may not, however, be imtialized or given other minor attributes TEMPORARY statements can only be used within do groups Storage is allocated to temporary variables for the duration of the execution of the immediately enclosing do group The TEMPORARY statement informs the compler of the range over which a vanable will be needed The actual allocation and freeng of storage is done in an mplementation-dependent manner

Very few restrictions are made on the use of temporary vanables They may not be referenced at all from outside of the contaming do group, otherwise, they are usable in all of the constructs introduced so far Proper use of the TEMPORARY statement can reduce a program's size without substantially increasing its execution tume

## Exercises

42A $Q$ A standard means of flowcharting is to use a system where

means a conditional execution along one of the paths (but not both') depending on the condition represented by 'CX'
represents a DO END group without any conditional branches in the group

Consider the following flowhcart
$A \quad \& \quad B$

> represent DO END groups each 5 statements long

C represents a DO END group 150 statements long


Rewrite this flowchart in a way to represent a shorter program
Can this change be made in a valıd HAL/S program?

4 2B Write a HAL/S program that will solve a system of 2 equations in 2 unknowns as in problem 2-0

However, do not assume a solution exists, mcorporate a test to insure that the denominator is not zero

42 C Implement the following structured flowehart segment in HAL/S, using a few DO END groups as possible


42D Cons\&der the following flowchart on the next page


M
means a conditional execution on CX
means a single statement represented by M
a) There is a construct in the flowchart that is not legal in HAL/S What is it?
b) Rewrite the flowchart to elmmate the illegal construct, and write a code fragment corresponding to this structure Do not introduce or eliminate any conditions
c) How would a structured flowchart have made this mistake more easily available?


42 E In problem 42 D , we have seen that if the branches are to be preserved as shown, the code corresponding to

$$
\mathrm{C}
$$

had to be repeated

## Lets say that

## C

is 250 statements long, whereas all the other
$\square$
are still a single statement Rewnte the flowchart and the code to allow the code for C
to appear only once

## 43 BOOLEANS

The test between IF and THEN "n the IF statement is either a comparison or a booleän expression A boolean expression is a boolean variable or a combination thereof Both types of tests can be.compounded using AND, OR, and NOT, but they cannot be mixed in one if statement A boolean expression always can be converted to a comparison as in ${ }^{4}$


The IF, statement can also be written IF Q1 THEN
TRUE is a boolean, literal It is equivalent to $\operatorname{BIN}^{1^{3}}$, or ON Booleans can take on one of only two possible values The other is wntten FALSE, BIN' ${ }^{\prime}$ ' or OFF The three different representations for each value allow mnemonc comparisons and assignments as in

DECLARE BOOLEAN INITIAL(OFF), POWER, READY,
IF READY = FALSE THEN POWER $=$ OFF,
As the example shows, the form of the declare and assignment statements is the same for booleans as for other data types Booleans are annotated by the compiler with a " "on the Eline

Booleans are used for flags, signal states and to optimize complex comparisons The keyword BOOLEAN is 1 nterchangeable with BIT(1) Bit strings of, length greater than one are discussed in chapter 13 Since the concept of a "flag" is so common, the BOOLEAN keyword is included in the language and the applicable subset of BIT operations is 'presented here.

The preceding IF statement would normally be written,
IF NOT READY TḤEN POWER $=$ OFF,

NOT READY is a boolean expression, which can also be wntten 7 READY Boolean ex-n ; pressions are composed of boolean vanables, the operators AND, OR, and NOT, and boolean functions The operators are defined via their truth tables below


OR is the inclusive or operator. Exclusive or is provided as a built-in function,
IF $\operatorname{XOR}(A, B)$ THEN
but the equivalent statement,
IF $\mathrm{A} 7=\mathrm{B}$ THEN
is preferred
There are sxteen possible distunct bmary operators on booleans These include AND, OR, and NOT as well as exclusive or, the br-conditional, etc Any of them can be expressed by a combination of AND, OR and NOT Any boolean expression can be converted to an equivalent boolean expression using only NOT and one of the other two One such transformation is expressed by DeMorgan's rules

A AND B $=$ NOT(NOT A OR NOT B)
and
A OR B $=$ NOT(NOT A AND NOT B)
For another example, XOR(A,B) could also be written "A AND(NOT B) OR (NOT A) AND B"

The expression $A \&(7 B)$ ( 7 A )\&B is the same as " $A$ exclusive-or $B$ ", or " $A$ is not equal to $\mathrm{B}^{\prime \prime}$ Because AND has hugher precedence than OR, the expression is interpreted as
(A\& $(\neg \mathrm{B}))$ OR $((7 \mathrm{~A}) \& B)$
The boolean operators, AND, OR, and NOT, have considerable smalarites to the arithmetic operators, multiplication, addition and negation, respectively This results in the convention that A\&B |C\&D is interpreted as the OR (logical sum) of two ANDs (logical products)

Consider the following example of the translation from an Englsh statement of a con-dition-to a booleañ expression

Englsh' If the power is on and either it is not overheated oruthe overnde is set, and either,switch 6 is on or it is off and switch 7 is set
HAL/S Power \& (not overheated or override) \& (switch 6 or (not switch 6 and switch
$\square$
Careful study of the Englsh form may fall to reveal how the precedence is communcated, but most readers will see the, correspondence between the two forms Symbolic logic shows that whule there are a number of reliable rules for translation, much rests on the readers understanding of the stuation to which an assertion apples

The boolean expression above is written with the minumum number of parentheses, taking advantage of the precedence of NOT over OR and AND The expression, (NOT SWITCH 6 and SWITCH 7), has the truth table

SWITCH 6

and is equivalent to
((NOT SWITCH \#6) AND SWITCH 7)
In summary,

| Precedence of boolean operators |  |
| :--- | :--- |
| First | NOT |
|  | AND |
| Last | OR |

In addition to the test in an IF statement, boolean expressions may be used in assignment statements (the left hand, side must also be boolean), in compansons with other boolean expresstons, and m WHILE and UNTIL loops (as described in the next chapter) Boolean expressions may appear in WRITE statements, boolean variables may be read

No other data type is automatically converted to boolean, and boolean is not automatically converted to any other type Booleans cannot be used in anthmetic expressions, and anthmetic vanables cannot be used in boolean expressions The concept of precision does not apply. to booleans, but bit strings may be vewed as sets of booleans on which operations'can be performed in parallel

Both types of test in the IF statement can be written using the AND, OR, and NOT operators These operators combine etther compansons or booleans via precedence rules like those of arithmetic Parentheses can be used to override the normal precedence When comparisons are combined, each should be parenthesized

## $\mathrm{IF}(\mathrm{I}<0) \mathrm{OR}(\mathrm{I}>9)$ THEN

In boolean expressions, the precedence rules make most parentheses unnecessary, an exception is as in

IF A OR (NOT B) THEN
It is not possible to combine comparisons and booleans in a single expression If a statement (or group) is to be executed based on both a boolean and a comparison, the test should be written

$$
\text { IF (CHECKING }=\text { TRUE) AND }(\mathrm{I}<0) \text { THEN } \mathrm{I}=-\mathrm{I} \text {, }
$$

or as
IF CHECKING THEN IF $\mathrm{I}<0$ THEN $\mathrm{I}=-\mathrm{I}$,

## Exercises

43A For each of the following, tell whether it is a boolean expression, a relational expression, or illegal For the boolean expressions, tell whether the value is TRUE or FALSE, for the relational expression, tell whether or not the condition is satisfied Assume that

A, B are INTEGER
$\overline{\mathrm{V}}, \overline{\mathrm{S}}$ are 3-vectors
UPFLG, TRFLG are booleans
$A=12 \quad B=6$
$\bar{V}=\left(\begin{array}{lll}2 & 4 & 6\end{array}\right) \quad \bar{S}=\left(\begin{array}{lll}3 & 4 & 7\end{array}\right)$
UPFLG $=$ TRUE $\quad$ TRFLG $=$ FALSE
a) UPFLG $=$ TRFLG
b) NOT UPFLG
c) $\operatorname{NOT}(\overline{\mathrm{V}}=\overline{\mathrm{s}})$
d) NOT TRFLG OR A $>B$
e) $(A<B)=T R U E$
f) VPFLG $=$ TRUE
g) TRFLG \& (7UPFLG)

## 44 DO CASE AND GO TO

The most basic flow control constructs-are loops, the IF statement, and the DO group These may be combined and compounded to implement complex structures of decisions The remaining flow control statements fill in a few gaps They are not as heavily used as the vanous forms of IF and DO

The IF statement allows a two-way decision based on a companison or boolean An n-way branch based on an integer can be written with the DO CASE statement, for example

```
EXAHPLE_4
PROERAM,
    DECLARE SCALAR,
            A, B, C, D,
    DECLARE NUM_GOOD INTEGER:
    DECLARE SCALAR,
                VALUE, OLD_VALUE,
    DO CASE NMM_GOD,
        ELSE
            DO,
                VALUE = OLD_VALUE,
                    RETURN,
                ERD,
            VALUE = A;
            VALUE = (A + B)/ /2,
            VALUE = MIDYAL{A, B, C),
            DO,
            ....
            END:
    END,
    OLD_VALUE = VALUE,
CLOSE EXAMPLE_4,
```

Thus code sets VALUE to some combination of the vanables A, B, C, and D It could be part of an algorithm for combinng redundant values from a set of sensors The code is diagrammed


Any integer or scalar expression may appear after the word-CASE The expression is evaluated and rounded to the nearest integer if necessary. In this example, if the expression, NUM_GOOD, is less than one or greater than four, the else clause is executed Othervise, one of the four statements between the end of the else clause and the end of the DO CASE statement is executed The fourth statement (fourth case) is a DO group This is another instance of the use of DO END to combine several statements where one is required

Only one of the cases is executed After the selected case is done, control passes to the ${ }^{-}$ statement after the END statement which matches DO CASE (in this example, to the assignment of OLD_VALUE)

Each case may be any executable statement This includes assignment, IF THEN ELSE, I/O, a DO group, a loop, or a further DO CASE statement The only way to pass control to one of these nested statements is by executing the DO CASE header with an appropnate value of the expression

The compler counts the cases and pants a case number to the extreme right of each in the histing If an else clause is supphed, code is generated to compare the value of the case expression agamst the bounds, one, and the number of cases If the expression is out of range, the eise clause executes and control then contunues after the END of the DO CASE The else clause may be omitted entirely, in which case no checking is performed Omssion of the else clause may be risky, as under some cricumstances, control can be passed completely out of the HAL/S program if the expression selects a missing case and no else clause is supplied

In the example above, a RETURN statement appears in the else clause When RETURN is used in a program, it is equivalent to transferring control to the close statement It exits the program

In chapter five, the EXIT and REPEAT statements are described They are drawn in the same way


Each is an unconditional transfer of control to a pont defined by the structure of the program rather than to a user label This completes the set of symbols used in a structured flow diagram

The flow control statements include those described in this chapter, loops, and (in a sense) the statements for definmg and mvoking procedures and functions Some of the real-time statements of chapter 12 may be thought of as transferring control, though there are conceptual differences

The only other flow control statement in HAL/S is GO TO The experience of a number of large HAL/S programming projects has shown that the GO TO statement is not necessary It is provided chuefly for mechanical translations from other languages

Once a degree of famlarity with the use of compound statements for flow control is achueved, it can be seen that the concept of a "conditional transfer" or branch instruction is merely a free form notation for flow diagrams a line with an arrowhead The restrictions on the use of GOTO correspond to the rufes for a structured flow dragram presented in Section 91 GOTO's are not allowed at all ma proper structured flow, but HAL/S permits some exceptions

1) between unnested statements in the same program or other block,
2) between statements nested at the same level in the same compound statement,
3) to a less deeply nested statement in the same block, provided that the target statement is not contaned in any compound statement which does not also contan the GO TO statement

## Exercises

44A Rewrite the following.code segment usmg the DO' CASE statement
$\therefore$ IF I $=0$ THEN SCRAMBLE $=4$, ELSE IF I = 1 THEN SCRAMBLE' $=0$,

ELSE IF I $=2$ THEN SCRAMBLE $=5$,
ELSE IF I $=4$ THEN SCRAMBLE $=1$,
ELSE IF I $=5$.THEN SCRAMBLE $=2$,
ELSE SCRAMBLE $=3$

### 5.0 LOOPS

A loop is a construct which causes a set of statements to be executed repetitively In HAL/S, a loop is a compound statement The statements to be iterated are nested withn the loop Four types of loop are provided, so that the need for expleit backward branches (GO TO's) is virtually eluminated.

A loop is created in HAL/S by attaching one or more iteration control phrases to the simple DO END construct which was described in the previous chapter These iteration control phrases govern the number of tumes the loop is executed and may provide a counter or "loop control varable" which can be referenced from within the loop

The example below uses the most common type of loop, the iterative DO FOR, to compute the factoral of a number The number, $\mathrm{N} \_\mathrm{MAX}$, is read from channel 5 and ( N _MAX) ${ }^{\prime}$ is written to channel six

```
FACTORIAL
PROGRAM,
    DECIAPE INTEGER,
            RESULT, N_MAX, I,
    READ(5) N_MAX,
    RESULT = \overline{1}
    OO FOR I = 2 TO N_MAX BY 1;
        RESULT = I RESEFLT,
    EHO;
    K'ITE(6) RESULT,
CLOSE FACTORIAL,
```

Note that the body of the loop is executed repetitively until the control vanable exceeds the final value specified after the keyword "TO" The example shown computes factoral (N_MAX) by doing N_MAX-1 multıphes by the control variable, which takes on the values $2,3,4, \quad, \quad$ _M $M \bar{A} X$ on successive iterations

In addition to the iterative DO FOR, other forms of iteration control are The discrete DO FOR, the WHILE phrase and the UNTIL phrase

These constructs probably are familar to the reader who has used other algebrac programming languages, therefore, the remander of the discussion in this chapter is primarily concerned with the limatations and restractions of HAL/S loops, and the ways an which these constructs-may be combined with each other and with other features of the language

## 51 THE ITERATIVE DO FOR STATEMENT

In the preceding example, the loop body is a single statement.
RESULT = I RESULT,

In general, the loop body may contan any number of executable statements Since the loop is constructed from a simple do group, the TEMPORARY statement may also occur in the loop body

In the phrase,

$$
\text { FOR I = } 2 \text { TO N_MAX BY } 1 \text {, }
$$

I is termed the loop control vanable, 2 is the imitual value, N_MAX is the final value, and 1 is the increment

HAL/S places very few restrictions on these four parameters fin particulat, the loop cointrōl varable may be any single or double precision integer or scalar variable * For example, given the declaration

```
DECLARE A INTEGER,
    B INTEGER DOUBLE,
    C SCALAR,
    D SCALAR DOUBLE,
```

all four of the following combinations are permissable

```
DO FOR A = B TO C BY D,
DO FOR B = D TO C BY -1,
DO FOR C = D TO B/A,
DO FOR D = A-B TO A+B BY D,
```

There is one additional varation on the control varable, it may be erther previously declared as in the previous example, or it may be "declared" withn the DO FOR statement itself The latter is accomplished by placing the word TEMPORARY before the name of the loop control vanable, as in

DO FOR TEMPORARY I $=2$ TO N_MAX BY 1 ,
A TEMPORARY loop control variable created in the way may be used within the body of the loop in any way that a declared varable could be used, but outside of the loop the TEMPORARY varable does not exist Since the TEMPORARY control vanable is effectively unDECLARED at the end of the loop, the memory locations occupied by the variable may be re-used, thus reducing the storage requrement of the program contaning the DO FOR TEMPORARY Under some versions of the compler a speed advantage may also result TEMPORARY control variables created in a loop are always single precision integers, therr name's must not duphcate declared data or other TEMPORARY variables in the same loop

The intral and final values and the increment used in an iterative DO FOR loop may be any anthmetic expression That is, each may be any expression which evaluates to a positive or negative, single or double precision integer or scalar value Each expression is evaluated only once, at entry to the loop Thus, if variables used in the expressions are modified withm the loop, the iteration parameters of the loop are not affected

[^5]Note that in HAL/S the loop control variable may be a scalar, eg
DECLARE SCALAR, X, PI CONSTANT ( 3 14159),
DO FOR X = -PI TO PI BY 00I,
WRITE(6) $X, \operatorname{SIN}(X), \operatorname{COS}(X), \operatorname{TAN}(X)$, END,

This code will produce a set of trigonemetric tables, giving sine, cosine, and tangent values for $2000 \pi$ different angles

The operation of the loop is the same as for integers On each iteration, the increment is added to the loop control vanable, and if the final value is not exceeded, the loop body is executed The values taken on by X are $-\pi,-\pi+001,-\pi+002$, , etc The last value will not exactly equal $\pi$, because it is generated by a sequence of additions of 001

In the event that the result produced by adding the increment to the current value of the loop vanable is not of the same type or precision as the loop variable, the usual rules-for muxed mode assignment statements govern the converson For anstance, if the loop variable is an integer and the increment is less than one, rounding will occur on each pass through the loop In this case, if the increment is positive but less than 5 , the value of the loop control variable would never be changed and the loop would never termenate

As previously stated, any or all of imital value, final value, and increment may be negative For instance, the loop below is functionally equivalent to the one in the ongmal form of FACTORIAL

DO FOR I = N_MAX TO $2 \mathrm{BY}-1$, RESULT = I RESULT, END,

When a negative morement is specified, the termmation condition becomes "is the loop variable algebracally less than the final value?"

The only way that the body of a HAL/S loop may be entered is by execution of the DO statement which heads the loop, however, control may leave the loop by a variety of means other than the control vanable exceeding the final value (e g , RETURN, EXIT, and GO TO statements, error conditions, etc) Since the merement has been added to the loop vanable before the test against the final value is made, at normal exit from an Iterative DO FOR loop the loop varable will be greater than the specified final value (if the morement is positive) or less than the final value (if the increment is negative) This fact may be used to determine whether or not the loop was exited prematurely Use of this feature is illustrated m the sample below, which sets the vanable NEG_PART to the number of the first negative component in a vector, or to zero if there is no negative component

DECLARE V VECTOR(5), DECLARE NEG_PART INTEGER, DO FOR NEG_PART $=1$ TO 5, IF VSNEG_PART < 0 THEN EXIT, END,
IF NEG_PART > 5 THEN NEG_PART $=0$,

The EXIT statement is not fully described until later in thus chapter, but in this case the meaning is intuitive If component number NEG_PART of $V$ is less than zero, control exits from the loop (to the second IF test) Thus, NEG_PART will be greater than the 5 if only If the entire vector was examined without finding a negative value

Since it is necessary to test NEG_PART outside of the loop, a temporary loop control varable would not be appropriate in this example

To find the second negative component in a vector, the following loop could be added after the one above

DO FOR NEG_PART = NEG_PART TO 5, IF VSNEG_PART < 0 THEN EXIT, END,

Since the mutral and final values and the increment specified in an iterative DO FOR loop are evaluated only once (prior to the first iteration), there is no conflict in using NEG_PART both as a loop control value and as the mitial value This new loop will continue where the first stopped

The "BY 1" cluase has been omitted above, since 1 is the most commonly used ancrement, it is the default and need not be specified

In summary, the iterative DO FOR takes four parameters, the first, the control variable, may be any previously declared anthmetic identifier or may be a TEMPORARY integer created within the DO FOR statement The mitial value, final value and increment may be any arithmetic expression, the increment may be allowed to default to one by omitting the BY clause These expressions are evaluated pnor to the first pass through the loop, and the results determine whether the loop is executed once, many tumes or not at all The loop termmates when the value of the control vanable passes the final value specified in the TO clause Later in this chapter, we will see how the addition of a WHILE or UNTIL, clause can modify the execution of a loop, but first we will examme another form of the DO FOR construct

## Exercises

51 A Consider the following code fragment where
I\& N are integers, S is scalar
$\mathrm{N}=10$,
$\mathrm{S}=\mathrm{I}$,
DO FOR I = 1 TO 2 BYS ,
$\mathrm{N}=\mathrm{N}+\mathrm{I}$,
END,
What is the value of N on exit from the loop?
51 B Consrder the example where NEG_PART was set to the number of the first exponent of a vector less than zero, or zero if no elements were negative

Change the code given in the example to leave the number of the last negative component instead of the first

51 C Consider the following code fragment where
N\& lare antegers
$\mathrm{N}=9$,
DO FOR I $=1$ TO NBY 2, $\mathrm{N}=\mathrm{N}+1$,
END,

What is the value of $N$ on exit from the loop?
5 1D Consider the following code fragment where
A is a $5 \times 5$ matrix,
X and Y are integers

```
    X=1,
ROWS Y=1,
LOOP AS (X,Y)=2,
IF Y = 5 THEN GOTO OUT,
Y=Y+I,
GOTO LOOP,
OUT IF X = 5 THEN GOTO DONE,
X=X +1,
GOTO ROWS,
DONE
```

a) What does thes do?
b) Rewrite this using HAL/S iterative do for loops

## 52 THE DISCRETE DO FOR STATEMENT

In order to understand the utlity of another type of DO FOR statement, consider the problem of recognizing prume numbers The code below sets a boolean varable, PRIME, to TRUE if NUM is prime and to FALSE otherwise (for smphcity, NUM is assumed to he between one and one-hundred)

```
DECLARE PRIME BOOLEAN INITIAL(ON),
DECLARE INTEGER, NUM, I,
READ(5) NUM,
DO FOR I = 2 TO 10,
    IF REMAINDER(NUM,I) = 0 THEN PRIME = FALSE,
END,
```

This code produces the correct answer over the range 10 to 100 , but is inefficent A better algorithm is to test the divisibility of NUM only by numbers which are themselves prime This can be convemently expressed using the discrete DO FOR

```
DO FOR I = 2, 3, 5, 7,
    IF REMAINDER(NUM,I) - 0 THEN PRIME = FALSE,
END,
```

In this case, the loop is executed only four times, with the loop control variable, I, equal to two on the first pass, three on the second, five on the thard and seven on the final iteration The reader may note that both programs contan a logical error in that the wrong result is obtamed when NUM is equal to $2,3,5$, or 7 This error will be fixed when the WHILE phrase is introduced in the next section of this chapter

The form of the discrete DO FOR is similar to the aterative version The discrete form specifies a list of values (expressions) to be assigned to the loop control variable rather than an algonthm (intial value, final value, and increment) for computing successive values

On each pass through the loop, the control variable is set to the value of one of the expression to the right of the equal sign The expressions are used from left to right on successive iterations of the loop, each one must evaluate to an integer or scalar value If the type or precision of any expression is different from that of the control variable, the usual rules for mixed code assignments are apphed

Unluke the expressions in the iterative DO FOR, the expressions in the discrete DO FOR are not evaluated untul the iteration of the loop on which they are to be assigned into the control vanable Thus means that the value of the control vanable on future passes through the loop can be changed by stoning into varables referenced in the expressions from the body of the loop, eg

DO FOR $\mathrm{I}=1, \mathrm{I}, 2 \mathrm{I}, 3 \mathrm{I}$,
At exit from a discrete DO FOR loop, the control vanable retams the value of the last expression, unless the yanable was TEMPORARY, in which case it is undefined

The remanning iteration control phrases, WHILE and UNTIL, provide for looping without the use of a control variable The next two sections of this chapter describe how to create a loop with these phrases, and show how they may be used to modify the effect of a DO FOR

## 53 THE WHILE CLAUSE

The WHILE clause may be appended to a simple DO . END group to create a loop, or it may be appended to either form of the DO FOR to introduce an additional condition for contunuation of a loop The general form of the WHILE clause is

## WHILE boolean expression <br> or <br> WHILE relational expression

The boolean or relational expression represents a condition for continuation of the loop, as long as it evaluates to the TRUE state, the loop continues For example

> DO WHILE TRUE, END,
> is an infinte loop, whereas

```
DO WHILE X < 2
END,
```


## continues until $X \geqslant 2$

The expression in the WHILE clause is evaluated prior to each execution of the first statement of the loop body If on any pass the expression evaluates to FALSE, the loop body is skipped and execution contanues at the statement after the END of the DO WHILE or DO FOR. WHILE loop The DO WHILE loop is particularly useful when the number of iterations that should be made through a loop is not known in advance Consuder, for example, Newton's method for computing the square root of a number, X. The method generates closer and closer approximations until the current approximation is "good enough" "Good enough" is defined as the point where the gam m accuracy from the last iteration was negligible (less than EPSILON) The example below illustrates the point

```
NEHTONSSRT:
PROGRAM,
    DECLARE X SCALAR;
    DELCARE EPSILGN CONSTANT(.001),
    DECLARE SCALAR, OLD_APPROX, NEN_APPROX,
    RE的(5) X,
    NEN_APPROX = X/Z 2;
    OLD APFROX = 0,
    00 WHILE ABS(NEH_APPROX - OLD_APPROX) > EPSILON;
        OLD_APPROX = HEN_APPROX;
        NEH_APPROX = (OLD_APPROX + X / OLD_APPROX) / 2;
    ENB;
    WRITE(6) 'SQRT OF ', X, ' IS ', NEW_APPROX;
CLOSE NENTON_SQRT;
```

Note that this program can be made to produce more accurate results (at the expense of greater execution time) merely by decreasing the constant EPSILON Note also that af X is equal to zero, the WHILE test will fall on the first evaluation and the correct answer will be produced but no division by zero will occur

When the WHLE clause is added to a DO FOR, a new loop is not created, but an additional condition for continuation of the existing loop is imposed This combination can be used to correct the deficiency in the PRIME program of Section 52 as shown below

DECLARE PRIME BOOLEAN INITIAL (TRUE), I INTEGER, NUM INTEGER, READ(5) NUM,
DO FOR $I=2,3,5,7$ WHILE $I<=$ SQRT (NUM), IF REMAINDER (NUM,I) $=0$ THEN PRIME $=$ FALSE, END,

To see how the WHILE clause corrects the bug in the old version suppose $X$ equals 3 Under the old version, REMAINDER $(3,3)$ would be computed on the second pass through the loop, the result would be zero, and PRIME would be set to FALSE Now, however, pnor to each execution of the loop body, the test "is I <= SQRT (NUM)" is made On the first execution of the DO FOR statement, $I$ is set to two Then I is compared with SQRT (NUM), which here is SQRT (3) or I 732 Since it is not the case that $2<=1732$, the loop body is not executed and PRIME remans TRUE Adding the WHILE clause in the example also has the effect of determming the promeness of most numbers in fewer iterations For example, when $X=17$ the loop is iterated only twice since 2 is less than or equal to SQRT (17) and 3 is less than or equal to SQRT (17), but the next number in the DO FOR, 5 , is greater than SQRT (17)

## EXERCISES

53 A Change the code in the last example in Section 51 that finds the number of the first component $<0$, eliminating the need for the line

IF V\$NEG_PART < THEN EXIT
by using a WHILE clause

## 54 THE UNTIL CLAUSE

The general form of the UNTIL clause is
UNTIL boolean expression
or
UNTIL relational expression

It may be used in the same contexts as the WHILE clause with the simple DO END group or with either form of the DO FOR statement Unlike the WHILE clause, however, the UNTIL clause specifies a condition under which iteration of the loop is to terminate When it evalutes to TRUE, the loop terminates For example,

DO UNTIL $3=4$, END,
is an infinite loop, whereas
DO WHILE $3=4$, END,
is effectively a NO-OP (never executes) UNTIL is not, however, simply an inverse of WHILE for the following reason An UNTIL clause never terminates a loop before the first pass through the loop body This property of the UNTIL clause may be used to avold the need to 1 mitialize variables used in the termination condition of a loop Suppose, for instance, that a program is to read vectors from channel 5 When a zero vector is read, the sum of the previous vectors is printed and another set is read The program is to run indefinitely

This could be expressed via two WHILE loops

```
DECLARE VECTOR,TOTAL, V,
DO WHILE TRUE,
    TOTAL = 0,
    V = VECTOR (1, 1, 1),
    DO WHILE V > = 0,
        READ(5) V,
        TOTAL = TOTAL + V,
    END,
    WRITE(6) TOTAL,
END,
```

In this example, the assignment

$$
\mathrm{V}=\operatorname{VECTOR}(1,1,1),
$$

is used to force $V$ to be non-zero before the inner loop executes If this statement were not provided, the inner loop would not execute after the first iteration of the outer

The essentral difficulty is that the inner loop written with WHILE will test the value of $V$ before it has been read

If the UNTIL form is used for the inner loop, the imtualization of $V_{1 s}$ not needed

```
DO WHILE TRUE,
    TOTAL = 0,
    DO UNTIL V = 0,
        READ(5) V,
        TOTAL = TOTAL + V,
    END,
    WRITE(6) TOTAL,
END,
```

Since the UNTIL clause cannot terminate the loop before the first iteration, the imtial value of V is unimportant

When, as in this case, the UNTIL clause is used with a simple DO END group, it is useful to conceive of the termmation test as beng done at the end of the loop (after the last statement of the loop body)

Like the WHILE clause, UNTIL may also be used as an additional condition on either type of DO FOR statement, as in

DO FOR $\mathrm{I}=1$ TO 10 UNTIL ASI $=0$, END,

This example is a loop (with no loop body) which sets I to the mex of the first zero component in a vector, A. However, sunce the UNTIL cannot termmate the loop on its first iteration, if $\mathrm{AS} 1=0$, the loop will contmue to look for an additional zero

When used with a DO FOR statement, the UNTIL clause causes a test for termmation on the second and all subsequent iterations of the loop, on the second through last teration, the test is performed after the (DO FOR) loop control variable has been updated, but before the first statement of the loop body is executed

## Exercises

54 A Consider the problem of exercise 53 A A proposed solution is shown below
DECLARE V VECTOR(5),
DECLARE NEG_PART INTEGER, DO FOR NEG_PART $=1$ TO 5 UNTIL V\$NEG_PART $<0$, END,
IF NEG_PART < 5 THEN NEG_PART $=0$,
Why is this not an acceptable solution?

## 55 EXIT AND REPEAT

The constructs already introduced in thus chapter provide for the repeated execution of a loop body, and for a condition to be specified under whech control is to exit from a loop These language features, however, only govern the execution of an entire loop body, the statements to be introduced in this section allow a portion of a loop to be repeated and for a termination test to be made at any point in the loop body rather than only at the beginning or end To see how these statements, EXIT and REPEAT, augment the other loop control statements, consider the following program
$j^{*}$ THIS PROGRAM READS A SERIES OF ANGLES EXPRESSED IN DEGREES, CONVERTS THEM TO RADIANS, AND KEEPS A RUNNING TOTAL ON EACH CYCLE IT PRINTS THE CURRENT TOTAL (IN RADIANS) AND THE TANGENT OF THE TOTAL ANGLE PRODUCED IT AUTOMATICALLY STOPS WHEN THE RUNNING TOTAL EXCEEDS $5 \pi$, OR IF THE COMPUTATION OF THE TANGENT COMES TOO CLOSE TO'A SINGULARITY */

```
TAN_SUMS
FROGRAH,
    REPLACE CARDS BY "S", /*CARD READER IS DEVICE 5*/
    PEPLACE LIST BY 'G', /*PRINTER IS DEVICE 6*/
            X,
                TOTAL INITIAL{0),
                    PI COHSTANT(3 1415926),
                    RAD_PER_DEGREE CONSTANT(PI / 180),
                    SHIFT CONSTAKT(PI / 2),
    DO UNTIL TOTAL > 5 PI,
            READ(CAROS) X,
            TOTAL + TOTAL + X RAD_PER_DEGREE;
            IF MOD(TOTAL - SHIFT, PI)< .001 THEN
            EXIT,
            WRITE(LIST) TOTAL, TAN(TOTAL);
        END,
ClOSE TAN_SUMS,
```

In this example, the statement

```
"IF MOD(TOTAL-SHIFT,PI) < 001 THEN EXIT,"
```

causes the loop to termmate of TOTAL gets withn 001 of $\pi / 2,3 \pi / 2$, etc if the EXIT statement is executed, control passes to the statement after the END of the loop ( 1 e to the CLOSE statement)

The program might be more useful, however, if instead of termmating at a singulanty, it allowed the user to enter another value and contmued This can be accomphshed by changing the EXIT statement to REPEAT as follows

If the REPEAT statement is executed, control will retum to the top of the loop, where TOTAL will be compared with 5 PI If this test fals (TOTAL 15 not greater than 5 PI), the loop body will be re-executed

This example shows how EXIT may be used to insert a completion test at any point in the loop body, and how REPEAT may be used to cause iteration of a portion of the loop body

The general form of the EXIT statement 15

$$
\begin{array}{ll}
\text { EXIT, } \\
\text { or } & \text { EXIT label, }
\end{array}
$$

When used without a label, EXIT causes an unconditional transfer of control out of the nearest enclosing DO END group ( 1 e to the statement following the END of the immedately enclosing loop or sumple DO END group) If a label is suppled, it must match the label on some DO END group in which the EXIT statement is nested, thus form causes transfer of control out of the corresponding loop or sumple DO . END group Smularly, the general form of the REPEAT statement is

```
    REPEAT,
or
REPEAT label,
```

Unike the EXIT statement, however, REPEAT apples only to loops When used without a label it causes repetition of the nearest enclosing DO WHILE, DO UNTIL, or DO FOR loop Repetition, in this sense, means that the loop control variable (if any) is updated, the termination condition (if any) is re-evaluated, and if the conditions for termination are not met then control is passed to the first statement of the loop body Thus, the presence of a REPEAT statement in a loop does not change the number of iterations of the loop, but does determune which portion of the loop body is executed on each iteration

EXIT and REPEAT are controlled forms of GO TO The location to which control is transferred is defined by the structure of the program Thus, whenever these statements are used, ther functons are what therr names imply EXIT always "gets out of" a compound statement REPEAT always repeats a loop GO TO, on the other hand, has a variety of functional uses When GO TO is used, the reader must find the corresponding label to gain any idea of the effect of the GO TO

The following code fragment uses arrows to illustrate the transfer of control caused by EXIT and REPEAT

```
SAMPLE_FLOH
PPOGRAM,
        DECLARE INTEGER;
            I,J,K,L,M,
        O INTIL FALSE,
        IF I = O THEN
        00,
            J=0;
        EHS,
        ELsE
            EXI
HOOP2:
    OO FOR K = 1 TO 10,
    LOOP3 DO FOR L = M, N, M + N,
                    IF J = O THEN
                    *REPEAT LCOP2;
            ELSE
```



```
        END,
    END,
CLOSE SAHPLE_FLOM,
```

Since REPEAT applies only to loops, its effect is not changed by placing it in a simple DO END group This fact can be used to make the TAN_SUM program more informative as shown below

IF MOD(TOTAL-SHIFT,PI) < 001 THEN DO, WRITE(LIST) 'TANGENT UNDEFINED', REPEAT, $f^{*}$ READ ANOTHER ANGLE */
END,

## Exercises

55A Given
a) $\mathrm{DO} \mathrm{FOR} \mathrm{X}=1 \mathrm{TO} 100$,

EXIT,

END,
and,
b) DO FOR X = 1 TO 100,

## REPEAT,

 END,Assume that the EXIT and REPEAT are executed in some conditional branch sometime dunng the execution of the loop These are the only EXIT's and REPEAT's in the loops and there are no branches out of the loops

What can be sard about the value of the control vanable ' $X$ ' in a) and b) above when the first statement after the END is executed"

## End Of Chapter Problems

5A Write a HAL/S program to use Smpson's rule to approxmate the area under the curve $y=\sqrt{x}$ usung smaller and smaller segments, delta The process continues until the area resulturg from (delta/2) size segments differs from the result obtaned using delta by less than ( 100 EPSILON) percent

Read the limits of integration from channel 5 in scalar form, and write the resulting area out on channel 6

Remember, Simpson's Rule is
FINAL
INITIAL
$\mathrm{f}(\mathrm{x}) \mathrm{dx}=\frac{\text { delta }}{2}[\mathrm{f}($ mitıal $)+2 \mathrm{f}($ INITIAL + DELTA $)+$ $+2 f($ FINAL-DELTA $)+f($ FINAL $)]$

Include any assumptions you make

Consider the following code

PROBLEM_PROG PROGRAM, DECLARE INTEGER, NUMBER INITIAL(3), DIVIDER,
TEST_INIT DIVIDER $=2$,
TEST IF MOD (NUMBER, DIVIDER) $=0$ THEN GO TO LOSE, DIVIDER $=$ DIVIDER +1 , IF DIVIDER = NUMBER THEN GO TO WIN,
LOSE NUMBER $=$ NUMBER +1 , IF NUMBER $=500$ THEN GO TO DONE, GO TO TEST,

```
WIN WRITE(6) NUMBER, NUMBER \(=\) NUMBER +1 , IF NUMBER \(=500\) THEN GO TO TEST_INIT, DONE CLOSE PROBLEM_PROG,
```

$\operatorname{MOD}(a, b)$ yields $a(\bmod b)$, the remander when the greatest integral multuple of $b$ less than a is subtracted from a
a) What does this program do?
b) Rewrite it using do for end loops so that the program is easier to read

## 60 ARRAY\$

An ARRAY is an ordered set of varrables of identical type which are accessed by a single name Arrays are completely distunct from vectors and matrices The primary uses of ARRAYs in HAL/S are

1) For performing identical operations on similar data as in DECLARE IMU_ STATUS ARRAY(4) INTEGER, DO FOR I = I TO 4, IF IMU_STATUSSI NOT $=0$ THEN CALL RING_BELLS, END,
2) For mamtaming a history of previous data values as in DECLARE ALT_HISTORY ARRAY(100) SCALAR DOUBLE,

CYCLE $=$ CYČLE +1 ,
ALT_HISTORYSCYCLE $=$ NEW_ALTITUDE,
and
3) For maintanning tables of all sorts, as in

DECLARE DAYS_PER MONTH ARRAY(12)
INTER INITIAL( $31,28,31,30,31,30,31,31,30,31,30,31)$,
HAL/S allows arrays of any data type, however, the most frequently used are single dimensioned amays of INTEGERs and SCALARs like those in the examples above Therefore, the basic concepts of declaring and subscnpting arrays will be thoroughly examined in this context before arrays of other datatypes and more advanced array operations are discussed

## 61 ARRAYS OF INTEGERS AND SCALARS

Arrays are created using the ARRAY keyword in the DECLARE statement, a parenthesized comple-time expression or list of expressions must follow the ARRAY keyword to denote the size of the array. Arrayness is an attribute of a vanable of some data type rather than a new type Hence, given the statements

DECLARE A ARRAY(3) SCALAR, DECLARE V VECTOR(3),
the datatype of $A$ is SCALAR and the type of V is VECTOR even though both consist of three single preciston SCALAR elements

Following the word ARRAY is a parenthesized list of dimensions Each dimension is described by a compile-time expression, which is the size of the dimension and the index of the last element $\mathrm{X}, \mathrm{Y}$, and Z in the next figure could be REPLACEd with any integral value up to an implementation-dependent lumit

## ARRAY (X)



ARRAY ( $X, Y$ )

$\operatorname{ARRAY}(X, Y, Z)$


Arrays are initialized in the same manner as VECTORs and MATRIXs, a list of values is provided $m_{+}$patenthesis following the keyword INITIAL or CONSTANT The special characters * and \# may be used for partial initialization and repetition as before. Thus,

DECLARE A ARRAY(5) INTEGER INITIAL( $3,5,14,2,0$ ),
creates

$$
A \equiv(3,5,14,2,0)
$$

and,
DECLARE B ARRAY(12) SCALAR INITIAL(0,1,-1, SQRT(2), $-\operatorname{SQRT}(2), 4 \# 2, *)$,
creates

$$
\mathrm{B}=(0,1,-1, \sqrt{2},-\sqrt{2}, 2,2,2,2,7,7,7)
$$

Since it is often desirable to initialize an entıre array to the same value, HAL/S also allows an initial (or constant) list to consist of only one value, in this case every element of the array is set to the value provided Thus the forms

DECLARE X ARRAY(5) INTEGER INITIAL(5\#0),
and
DECLARE X ARRAY(5) INTEGER INITIAL(0),
are equivalent Finally, the ARRAY attribute may also be "factored" or specfied only once m a DECLARE statement which creates multiple arrays as shown below

```
DECLARE ARRAY(3),
    GYRO_INPUT INTEGER,
    ATT RATE SCALAR DOUBLE,
    SCALE CONSTANT(.013, 026, 013),
```

The arrays declared above might serve as the mputs and outputs of a sumple program which does linear scaling of data read from an accelerometer assembly Assume that GYRO_INPUT contains three values which represent the rates of vehicle rotation along the pitch, roll, and yaw axes A simple routme to convert the data to more convenent units and data representation might be

DECLARE N INTEGER,
DECLARE BIAS SCALAR INITIAL(57 296),
DO FOR $\mathrm{N}=1$ TO 3,
ATT_RATE $\$ \mathrm{~N}=$ SCALESN GYRO_INPUTSN + BIAS, END,

In this example, the various arrays are subscripted in the same fashion as VECTORs, and in general, the same rules apply The subscript of a one-dimensional array may be any arithmetrc expression which evaluates to a number between one and the size of the array If the expression does not produce an integral result, it is rounded to the nearest integer An array element, such as ATT_RATES1* or SCALES(N+2), may be used in any context in which a smple vanable of the same data type can be used For instance, given two SCALAR ARRAY(10)'s, A and B, the following statements are all legal

```
AS1,AS2 = SIN(AS3),
AS(BS(AS3)) = 29,
DO UNTIL A$1 = A$2,
IF ASN < AS(N+1) THEN
```

[^6]Another example of the use of arrays appears in example 1 This program determines the minimum, maxımum, and average tume required to invert a $5 \times 5 \mathrm{MATRLX}$ contanning random data

```
EXAmple_1*
fROGRAM,
    DECLARE M MATRIX(5, 5);
    DECLARE-N-MATRIX(5, 5);
    dECLARE TIME ARRAY(100) SCALAR INITIAL(0);
    dEceare scalar,
                thin, thax, thean;
    declare integer,
                I, d, K;
    DO FOR I = I TO 100,
        DO FOR J=1 JO 5;
                DO FOR K=I TO 5;
                    M = RAKDOM;
                J,K
            END,
        END,
        TIME = RUNTIME,
            I
            * *-1
            N='M,
            IIME =,RUNTIME - TIME;
    END,
NON procESS the hundred-Samples IN the array [tIme]
    TMAX, TMEAN, TMIN = TIME ;
    DO FOR I = 2 TO 100;
        TMEAN = TMEAN + TIME ,
            IF TIME; % TMAX THEN
            TMAX = TIME ,
                        I
        - if time i < Thin then
            TMIN = TIME;
    END,
    TMEAN = TMEAN/100;
CLOSE EXAMPLE_1,
```

In thas example, two previously undefined functions, RANDOM and RUNTIME are mooked RANDOM is used to set the matnx to a set of pseudo-random numbers, and RUNTIME returns the value of the system's real time clock

It may be noted that the man, max, and mean could have been computed withon the man loop without saving all of the values in an array. Saving the data allows additional statistics, such as the median to be computed (see exercises) This method of obtainmg tumang data may be maccurate if the time requated to read the clock is signficant

HAL/S provides for mult-dmensional arrays These are typically used for ease of subscripting and to contribute to the readability of a program by logcal grouping of data For example, suppose that instead of one accelerometer assembly as described earlex, there were four of them, for reasons of fault-tolerance Then, we might declare the input data as a two-dimensional array

## DECLARE GYRO_INPUT ARRAY(4,3) INTEGER,

Now, GYRO_INPUTS\$(3,2) is the second measurement from the third unt, GYRO_INPUT\$( 1,1 ) is the first measurement from the first unt, and GYRO_INPUTS( $1, \times$ ) is all the data from unt one, 1 e the same three measurements we had before The use of an astensk to indicate "all of a particular dimension" is the same as in VECTOR/MATRIX subscripting, the \#, TO, and AT forms also apply Thus, GYRO_INPUTS(*, 1) is an array contaming the first measurement from each of the four accelerometer unts, and GYRO_INPUTS( 2 AT \#-1, ${ }^{\times}$) is a $2 \times 3$ amay contanning three measurements from each of the last two unts In the next section we will see how these complex subscripts are used, but first we shall examme the general form of multh-dimensional arrays (and finish processing the redundant accelerometer data along the way)

The maximum number of dmensions in an array depends on the particular HAL/S compler in use. All present HAL/S complers allow from one to three dimensions In declaring an array, the number of dimensions is denoted by the number of expressions in parenthesis following the keyword ARRAY Thus,

## DECLARE A ARRAY(5,9,4) SCALAR, B ARRAY(180) SCALAR,

creates two arrays of 180 scalars, but A is 3 -dimensional whule B is linear The first element of $B$ is $B \$ 1$, whereas the first element of $A$ is $A \$(1,1,1)$ Initialization works the same as in single dimensional arrays Exther a list of values contanning one value per array element may be provided, or a single value may be assigned to all elements Thus, the array A may be unttalized as

DECLARE A ARRAY( $5,9,4$ ) INITIAL(0),
or
DECLARE A ARRAY(5,9,4) INITIAL(180\#0),
If we want $A$ to be all zero except that $A S\left({ }^{*}, *, 3\right)=-1$, -the following mithal list can be used

INITIAL(5\#(9\#(0,0,-1,0)))

To understand why this is correct, it is necessary to know that HAX/S stores arrays in "Row-major order" This means that the values in the mitial hist are assigned in the following order

```
A$(1,1,1)= value 1
AS(1,1,2) = value 2
AS(1,1,3)= value 3
AS(1,1,4) = value 4
A$(1,2,1)= value 5
AS(1,2,2) = value 6
        et cetera
```

The way to remember thas fact is by noting that the nght-most index is moremented the most rapidly

Now, to illustrate the usefulness of multi-dmensional arrays, we will return to the examples of four accelerometer assembles The entire set of twelve measurements could be processed as shown below

```
EXAMPLE_Z-
PROGRAM,
    DECLARE GYRO_INPUT ARRAY(4, 3) INTEGER,
    DECLARE ATT_RATE ARRAY(4; 3) SGALAR,
    DECLARE SCALE ARRAY(3) CONSTAHTT .013, .026, 013);
    DECLARE BIAS SCALAR INITIAL(57 296);
    DO FOR TEMPORARY I = I TO 4,
        DD FOR TEMPORARY J = 1 TO 3,
            ATT_RATE = GYRO_INPYT I,J SCALE + BIAS,
        END,
    END,
CLOSE EXAHPLE_2,
```

In this code, SCALE is stall declared as a amay of three Since the four instruments are identical, there is no need to keep four sets of scale factors Note, however, that if GYRO_INPUT had been declared as a hnear ARRAY(12), we would have to ether make the SCALE array also of size twelve, or introduce more complex code to associate the right scale factor with each of the twelve measurements Thus, a two dimensional array may be a mechanism for performing identical operations on a set of sımıar linear arrays just as a linear amay may be used to perform identical operations on a set of similar integers or scalars

## 611 Additional Examples

1) Do a matrix multiply, $\mathrm{M} 1=\mathrm{M} 2 \mathrm{M} 3$, wath M 1 , M2 and M3 declared as ARRAYs rather than as matrices
```
EXAMPLE_3*
PROGRAH:
        DECLARE ARRAY(3, 3),
            M1, M2, M3,
    DECLAPE INTEGER,
            ROW, COL,
    DO FOR ROW \(=1\) TO 3 ;
        DO FOR COL \(=1\) TO 3 ;
```



```
            ROW,COL ROW,I \(1, \mathrm{COL}\) ROW,2 2,COL ROH,3 3,COL
        END;
    END:
CLOSE EXAMPLE_3,
```

2) Rotate the contents of an array of five scalars as shown by the dlustration

```
EXAMPLE_4
gROGRAM,
    DECLARE A ARRAY(5) SCALAR DOVBLE;
    DECLARE TEMP SChLAR DOUSLE,
    TEMP = A,
    0O FOR TEMPORARY T = 1 TO 4,
        A = A 
    END,
    A = TEMP;
CLOSE EXARPLE_4;
```

3) Find the square root of the mean of the squares of all the values in an array of 100 scalars
```
EXAMPLE_5:
PROGRAM;
    DECLARE A ARRAY(100),
    DECLARE RHS SEALAR,
    DECLARE TOTAL SCALAR DCUBLE INITIALIOJ,
    DO FOP TEMPORARY \(N=1\) TO 100,
        TOTAL \(=\) TOTAL \(+A_{N}^{2}\),
    EKD,
    RHS = SQRT (TOTAL / 100);
CLOSE EXAMPLE_5;
```


## Exercises

6.1A Which of the following declarations insts are legal ${ }^{\text {P }}$

If they are legal, what do they create?
If not legal, why not?
a) DECLARE $X$ INTEGER INITIAL(3), DECLARE LIST_ONE ARRAY(X) SCALAR INITIAL(6\# 1),
b) DECLARE X CONSTANT(4), DECLARE ARRAY(X),

LIST_ONE SCALAR INITIAL(4\# 2), LIST_TWO INTEGER,
c) DECLARE LIST_THREE ARRAY(18) SCALAR INITIAL(10\#.1,*),
d) DECLARE LIST_FOUR $\operatorname{ARRAY}(9,3)$ SCALAR INITIAL (3\# 1, 3\#(3\#.2),*),
e) DECLARE LIST_FIVE INTEGER ARRAY(6),

61 B a) In example 1 in the text, the mmumum, maximum, and mean times required to unvert a $5 \times 5$ matrix are computed Modify the code of the example to include a computation of the standard deviation, defined as follows

$$
\sigma=\sqrt{\frac{\Sigma_{1}\left(X_{1}-\bar{X}\right)^{2}}{n}}
$$

where $\overline{\mathrm{X}}$ is the mean value of the time, and n is the number of samples
b) An alternate definition for standard deviation, easily shown to be equivalent to the above, is

$$
\sigma=\sqrt{\frac{\Sigma_{1} X_{1}^{2}}{n}-\left(\frac{\Sigma_{1} X_{1}}{n}\right)^{2}}
$$

Using this formulation, it is possible to compute the standard deviation without saving all the time values in an array Rewrite the program of part a), eluminating the array of tume values Is it possible to compute the medran value without saving all the values?

6 IC In example_2, GYRO_INPUT and ATT_RATE are declared ARRAY(4,3)
The text states that if these varables were declared ARRAY(12) etther SCALE would have to be declared ARRAY(12) or more complex code would be needed

Keeping SCALE declared an ARRAY(3), modify the code gyen for example_2 such that GYRO_INPUT and ATT_RATE are declared ARRAY(12), while still keeping the basic structure of the code given.

6 1D Instead of the modification of the array shown in EXAMPLE_4, write code that will perform the following modification of array $A$.

(1)

### 6.2 OPERATIONS ON ENTIRE ARRAYS

Most of the examples in this chapter have reLed upon the terative DO FOR loop to sequence through the elements of an array Commonly, the loop has been used to apply one statement to each array element, i.e

DO FOR I = 1 TO ARRAY_SIZE BY 1 , (statement)
END,
Since this type of operation is so common, HAL/S provides a mechanism for combining these three statements into one For example, to add one to each element of an array could be coded as follows

DECLARE A ARRAY(10) INTEGER,
DECLARE I INTEGER,
DO FOR I = 1 TO 10 ,
$\mathrm{A} \$ \mathrm{I}=\mathrm{A} \$ \mathrm{I}+1$,
END,
or, by elmmatung the subscript and the loop, could be recoded as shown below ${ }^{\sim}$

## DECLARE A ARRAY(10) INTEGER, $A=A+1$,

This assignment is an example of an arrayed statement A statement which operates on all the elements of an array Here the effect is the same as $m$ the form with a loop, 1 e each element of A is incremented In general, an arrayed assignment statement results whenever the target (left-hand side) of the assignment is an array There are two possibllities for the expression to the right of the $=$ sign It may be erther a smple expression (eg " 1 " or "SQRT(3)") or $1 t$ may be an arrayed expression (e g " $[\mathrm{A}]+1$ " or " $[\mathrm{A}] / 2$ ") In the former case, every element of the target array is set to the value of the expression In the latter case, one additional rule apples The arrayness (number and size of dimensions) of an arrayed expression must be exactly the same as the arrayness of the varrable to which it is assigned. This must be true because each element of the target array is set to the corresponding element of the arrayed expression An arrayed expression follows the same rules as an unarrayed expression except that some or all of the variables are arrays (of identical dimenstons) Thus, if

$$
A=C X^{2}+D X+5
$$

is a legal HAL/S statement anvolveng smmple variables $A, C, D$, and $X$ of any data type, then

$$
[A]=[C][X]^{2}+D[X] \pm 5,
$$

[^7]where $\mathrm{A}, \mathrm{C}$ and X are identical arrays of the same data types, is also legal In general, all of the anthmetic operators (eg $+{ }^{\star \times \times}, /$, etc ) will accept etther two sumple vanables, a smple variable and an array, or two arrays of identical dimensions

Note, however, that the machme code generated to correspond to an arrayed statement stull contains a loop, this fact is important when assessing the efficiency of a computation

The following shows how the partition form of array subscripting is used Given

## DECLARE GRID ARRAY(6,6) SCALAR,

a varrety of re-arrangements of the array can be done in a very few statements

1) Set the top half to the bottom half

$$
\mathrm{GRID}_{1} \text { TO } 3,^{x}=\mathrm{GRID}_{4} \text { TO } 6,^{x},
$$

2) Set the upper left quarter to the lower nght comer

$$
\mathrm{GRID}_{1} \text { TO 3, } 1 \text { TO } 3=\mathrm{GRID}_{3} \mathrm{AT} 4,3 \mathrm{AT} 4,
$$

3) Set the first row to the sum of the other five

$$
\begin{aligned}
\operatorname{GRID}_{1, *}= & \operatorname{GRID}_{2, \times}+\operatorname{GRID}_{3, *}+\operatorname{GRID}_{4, \times}+ \\
& \operatorname{GRID}_{5, \star}+\operatorname{GRID}_{6, *}
\end{aligned}
$$

4) Set the border to zero

$$
\operatorname{GRID}_{1, *}, \mathrm{GRID}_{*, 6}, \operatorname{GRID}_{6, *}, \mathrm{GRID}_{, 1}=0,
$$

Thus last example is a multiple assignment statement, to which one additional rule applies If one or more of the target variables in a multuple assignment statement is an array, then all of the target variables must be arrays and of identical dimensions

One caution is in order regarding assignments like these Consider the assignment,

$$
\operatorname{GRIDS}(1,2, \mathrm{TO} \#)=\operatorname{GRID} \$(1,1 \mathrm{TO} \#-1)
$$

This statement might be intended to shift the top row one position to the night Instead, it sets $\operatorname{GRIDS}(1,2$ TO \#) to $\operatorname{GRIDS}(1,1)$, the first element is propagated throughout the row The reason can be seen when the arrayed assignment is unravelled
$\operatorname{GRID} \$(1,2)=\operatorname{GRID}(1,1)$,
$\operatorname{GRIDS}(1,3)=\operatorname{GRID} \$(1,2)$,

This adverse effect can occur whenever a partition of an array is set from an intersecting partition of itself Such assignments should always be checked by partally expanding them by hand
"Fis.

Using the feature introduced in this section, we can make the redundant accelerometer example of Section 61 more compact

```
EXAMPLE_6
FROGRAM,
    DECLARE ARRAY(4, 3),
                    GYRO_IHFUT INTEGER,
                    ATT_RATE SCALAR;
    dECLARE SCALE ARRAY(3) SCALAR CONSTANT(.013, .026,- 013),
    dECLARE BIAS SCALAR CONSTANT(57 296),
    DO FOR TEMPDRARY DEVICE = 1 TO 4;
        [ATTRATE] = [GYRO_INPUT] [SCALE] + BIAS;
    ENO,
CLOSE EXAMPLE_6;
```

Here, we have converted an unarrayed statement in double loops to an arrayed statement in a single loop Since the SCALE array is of size 3 and the other arrays are $4 \times 3$, we cannot elmmate both loops without getting an arrayness mismatch in the assignment statement But it is possible to have an assignment statement with more than one dimension of arrayness as long as all of the varables match Thus, we could compute a set of four attitude arrays

DECLARE ATTITUDE ARRAY(4,3) SCALAR, DECLARE ATT_RATE ARRAY $(4,3)$ SCALAR,
from the attutude rates in a sungle statement merely by

```
[ATTITUDE] = [ATTMTUDE] + [ATT_RATE] DELTA_T,
```

where DELTA_T is a SCALAR representing the time between samples This one statement is functionally the same as

```
ATTITUDE$(1,1) = ATTITUDE$(1,1) + ATT_RATE$(1,1) DELTA_T,
ATTITUDES(1,2) = ATTITUDE$(1,2) + ATT_RATE$(1,2) DELTA_T,
ATTITUDE$(1,3) = ATTITUDE$(1,3) + ATT_RATE$(1,3) DELTA_T,
ATTITUDES(2,1) = ATTITUDES(2,1) + ATT_RATE$(2,1) DELTA_T,
```

$\operatorname{ATTITUDE}(4,3)=\operatorname{ATTITUDE}(4,3)+\operatorname{ATT} \_\operatorname{RATE}(4,3)$ DELTA_T.
(a total of twelve sumple assignments)
In addition to arrayed assignments, HAL/S also allows arrayed companisons it is possible to compare an enture array or arrayed expression, etther with a sumple yariable or with an identicaliy dimensioned array or arrayed expression For example, we could create a 4 by 4 array showing mismatches between the four sets of ATTITUDE data (each an ARRAY(3) partition) as shown

```
EXAMPLE_7.
PRDGRAM;
    DECLARE ATTITUDE ARRAY(4; 3) SCALAR,
    DECLARE MISMATCH ARRAY(4, 4) IHTEGER;
    DECLARE INTEGER,
                    I,J,
    OO FOR I = 1 TO 4,
        MISMATCH = 0;
            I,I
        OO FOR J= I + 1 ro 4,
```



```
                HISMATCH , HISMATCH = 1;
                        J,I I,J
            ELSE
                MISMATCH , MISHATCH I,I = = ;
        EHD,
    END,
CLOSE EXAMPLE_7,
```

In this example, the statement

```
"IF ATTITUDE \(\left(I,{ }^{*}\right) 7=A T T I T U D E \$(J, *)\) THEN \("\)
```

is an arrayed companson Each element of ATTITUDES $\left(I,{ }^{\infty}\right)$ is compared with the corresponding element of ATPITUDES(J, ${ }^{\wedge}$ ) If any of the pars of elements is unequal, then the comparison succeeds and MISMATCH(I,J) is set to 1 Thus, this statement is functionally equivalent to

```
IF (ATTITUDES(I,1) ᄀ = ATTITUDES(J,1)) OR
    (ATTITUDE$(1,2) 7 = ATTITUDE$(J,2)) OR
    (ATTIDUDE$(I,3) 7 = ATTITUDE$(J3,)) THEN
```

Two arrays are considered unequal if they differ in any element, they are equal if they do not differ in any element (i e they are equal if all elements are the same)

It is also possible to compare an array with an arrayed expression, for instance the statement

```
"IF ATTITUDES(1,*) = (ATTITUDES(2,*) + ATTITUDES(3,*))/2 THEN "
```

would determine whether or not the first set of readings was equal to the average of the second two. Finally, an array may be compared with a simple variable or expression, eg

IF [MISMATCH] $7=0$ THEN
or
IF ATTITUDE\$(2 TO 4,1) = ATTITUDE\$(1,1) THEN

## driginal page is <br> of ROOR QUALITY

Regardless of the data types involved, the only compansons which may be made between arrayed operands are equal ( $\Rightarrow$ ) and unequal ( $7=$ ) This restriction is made for the same reason as in VECTOR/MATRIX compansons The question, "Is $A \equiv(1,57,3)$ greater than $B \equiv(2,4,3)^{7 \prime \prime}$ has no clear answer

## Exercises

6.2A Which of the following are legal arrayed statements (expressions).

Where
A ARRAY(5) D $\operatorname{ARRAY}(5,5)$
B ARRAY(5) $\quad \mathrm{E} \operatorname{ARRAY}(10,10)$
C ARRAY(10)
X INTEGER
Y SCALAR
a) $\mathrm{A}=\mathrm{B}$,
b) $A=C$,
c) $\mathrm{A}=\mathrm{X}$,
d) $\mathrm{D} \$\left({ }^{*}, 5\right)=\mathrm{B}$,
e) $\mathrm{DS}\left(5,{ }^{*}\right)=\mathrm{Y}$,
f) $E \$\left(5,{ }^{\star}\right)=B$,
g) $\mathrm{ES}(5 \mathrm{AT} 2,3 \mathrm{TO} 7)=\mathrm{D}$,
h) $\mathrm{A}, \mathrm{B}=\mathrm{X}$,

1) $A, Y=X$,
j) $\mathrm{C} \$(5 \mathrm{AT} 3)=\mathrm{A}+\mathrm{B}$,
k) $\operatorname{Cs}(5 A T 4)=A+X$,
2) $C \$(B)=X$,
m) DO WHILE $A>X$,
n) DO UNTIL $\mathrm{A}=\mathrm{B}$,
o) DO UNTIL $A-7=C$,
p) DO WHILE $\mathrm{DS}(2 \mathrm{AT} 2,2 \mathrm{AT} 3)=\mathrm{E}(2 \mathrm{TO} 3,3 \mathrm{TO} 4)$,
q) DO WHILE $\mathrm{D} \$(*, 3)=\mathrm{A}$,
r) DO WHILE $\mathrm{A} \$(1,1)=\mathrm{X}$,
s) DO UNTIL $\mathrm{A}=\mathrm{C}(5 \mathrm{AT} 4)$,
t) DO UNTIL $\mathrm{B}=\mathrm{E} \$(7,6 \mathrm{TO} \#)$,

62 B What are the major benefits of the ability to do operations on entre arrays in one line of code?

## 63 ARRAYS OF OTHER DATA TYPES

So far in this book, five data types have been introduced INTEGER, SCALAR, VECTOR, MATRIX, and BOOLEAN An array of any of these types can be created in a manner completely analogous to the INTEGER/SCALAR arrays already described For instance, one array of each type can be created in a single DECLARE statement

```
DECLARE ARRAY(10),
    I INTEGER,
    S SCALAR,
    V VECTOR,
    M MATRIX,
    B BOOLEAN,
```

Each of these arrays consists of ten array elements, each element behaves in the same way as a simple vanable of the same data type In the case of an array of VECTORs (eg V above), each array element in turn consists of several components (in this case, three scalars) Hence, if V were to be completely mintialized, $10 \times 3=30$ values would be required As m INTEGER/SCALAR arrays, the INITIAL list may contan etther a value for every array element or a "single" value ( 1 e mitialization for one VECTOR or for one MATRIX) For example

DECLARE A ARRAY(2) VECTOR INITIAL(1,0,0,1,0,0),
creates
$\underset{\text { as does }}{A} \equiv\left(\left[\begin{array}{l}1 \\ 0 \\ 0\end{array}\right],\left[\begin{array}{l}1 \\ 0 \\ 0\end{array}\right]\right)$
DECLARE A ARRAY(2) VECTOR INITIAL( $1,0,0$ ),
and,
DECLARE M ARRAX(3) MATRIX(2,2) INITIAL(1,2,3,4,5,6,7,8,9,10,11,12),
creates

$$
M \equiv\left(\left[\begin{array}{ll}
1 & 2 \\
3 & 4
\end{array}\right],\left[\begin{array}{ll}
5 & 6 \\
7 & 8
\end{array}\right],\left[\begin{array}{rr}
9 & 10 \\
11 & 12
\end{array}\right]\right)
$$

The same inutal hist could also be used to initaluze a three by two array of 2-VECTORS
DECLARE X ARRAY(3,2) VECTOR(2) $\operatorname{INITIAL}(1,2,3,4,5,6,7,8,9,10,11,12)$,

But in this case, the layout of the data is significantly different


This is not merely a distunction of graphical representation The concepts of data type and arrayness are completely independent Thus given

DECLARE M MATRIX ( 2,2 ) INITIAL ( $\mathrm{a}, \mathrm{b}, \mathrm{c}, \mathrm{d}$ ),
DECLARE N MATRIX(2,2) INITIAL (e,f,g,h),
DECLARE A ARRAY(2) VECTOR(2) INITIAL(e,f,g,h),
the assignment statements,

$$
\stackrel{*}{N}=\stackrel{*}{M} \stackrel{*}{N},
$$

and

$$
[\mathrm{A}]=\stackrel{\star}{\mathrm{M}}[\overline{\mathrm{~A}}],
$$

perform very different operations " $\mathrm{N}=\mathrm{M} \mathrm{N}$," is a simple matrix multiplication as described in Chapter 2, but " $\mathrm{A}=\mathrm{M} \mathrm{A}$," is an arrayed statement, it does two (the arrayness) multiplicatoons of a vector by a matrix The results would be

$$
\begin{gathered}
\stackrel{*}{N}=\left(\begin{array}{ll}
a e+b g \\
c e+d g & a f+b h \\
c f+d h
\end{array}\right] \\
{[\bar{A}]=\left(\left[\begin{array}{l}
a e+b f \\
c e+d f
\end{array}\right],\left[\begin{array}{l}
a g+b h \\
c g+d h
\end{array}\right]\right)}
\end{gathered}
$$

As indicated above, arrayed statements may be formulated from arrays of VECTORs and/or MATRIXes accordung to the usual rules All of the VECTOR/MATRIX operations may be appLed to two smple varrables (or expressions), to an array and a sumple vanable, or to two arrays of identical dimensions To see how arrayed operations on these data types might be used, consider the following stituation An arcraft has a position VECTOR, MY_POSN, and access to an array of five other vectors, [POSITIONS], which gives the locations of five other arrcraft The code below, which executes every DELTA_T seconds, computes the velocity of each aurcraft, the distance between each artcraft and MY_POSN, and the rate of approach of each toward MY_POSN

```
EXAMPLE_8:
PROGRAM,
    DECLARE POSITIONS ARRAY(5) VECTOR,
    DECLARE OLD_FOSN ARRAY(5) VECTOR,
    DECLARE ARRAY(5),
            VELOGITY VECTOR,
            DISTANCE SCALAR,
    DECLARE MY_POSN VECTOR,
    DECLARE DEITTA_T SCALAR,
    OBTAIN POSITIONS FROM OUTSIDE
    [VELOCITY] = {[POSITIIONS] - [OLD_POSN]] / DELTA_T;
    \DISTANEE\ = ABVAL([POSITIONS\ - MY_POSN);
    [APPROACH_RATE] = {VELOCITY} . UNIT({POSITIONS\ - HY_POSN];
    [OLD POSN] = [POSITIONS]:
CLOSE EXAMPLE_8;
```

            /*THE ANSMERS*/
    Each of these assignment statements has an arrayness of five The second one, for instance, first subtracts MY_POSN from each of the five VECTORS in POSITIONS, producing an array of five "distance" VECTORS Then the ABVAL function operates on each VECTOR in turn producing a scalar distance which is stored into the corresponding element of DISTANCE

So far we have been delhberately avording any subscnpts of arrays of VECTORs and MATRIXes This is because a long list of subscripts can be rather confusing For instance, a three dmensional array of MATRIXes could have up to five subscnpts, Gven
"DECLARE M ARRAY(2,3,4) MATRIX(5,5),"
one mught expect the first MATRIX to be referenced as "M\$(1,1,1,*,")" which is faurly complicated, though more comprehensible than "MS(J+1,2 AT J-F,",3 AT \#-4,2)" To ad in dealmg with these difficulties, HAL/S makes a distinction between array subseripts and component subscnpts The first three subscripts of $M$ are array subscripts and the last two are component subscripts. To make subscript expressions more readable, HAL/S enforces the followng rule Whenever both array and component subscripts are applied to a vanable, they are separated by a colon unstead of a comma Thus, the first MATRIX in the array M is actually " $\mathrm{M} \$\left(1,1,1{ }^{*}, *\right)$ " Using this syntax, we can re-write the second assignment statement from the example above the hard way, that is

$$
\left[D_{\text {istance }}\right]=\mathrm{ABVAL}\left([\text { POSITIONS }]-\mathrm{MY} \_\overline{\mathrm{POSN}}\right),
$$

is equivalent to

```
DISTANCE \(_{1}=\) SQRT((POSITIONSS(1 1)-MY_POSN \(\left.{ }_{1}\right)^{* * 2}\)
    \(+(\) POSITIONSS(1 2)-MY_POSN 2 )**2
    + (POSITIONS\$(13)-MY_POSN)**2),
DISTANCE \(_{2}=\) SQRT(POSITIONSS(2 1)-MY_POSN 1\()^{* *} 2\)
    \(\left.+\operatorname{POSITIONS\$ (2} 2)-\mathrm{MY} \mathrm{POSN}_{2}\right)^{* *} 2\)
    + POSITIONS \(\left.\$(23)-\mathrm{MY} \_\mathrm{POSN}_{3}\right)^{* *} 2\) ),
DISTANCE \(_{5}=\) SQRT \(^{(\text {POSITIONSS(5 }}\) I \(\left.)-\mathrm{MY}_{-} \mathrm{POSN}_{1}\right)^{* * 2}\)
    + POSITIONSS(5 2)-MY_POSN 2 **2
    \(+\operatorname{POSITIONS}(5 \text { 3)-MY_POSN } 3)^{\wedge 2}\) ),
```

Aside from the use of the colon, all of the possibilties for subscripting still apply All of the TO, AT, and * partitions may be used on either side of the colon, any anthmetic expression may be used as a subscript, and a subscripted varable may be used in any context in which a simple variable of the same data type could be used

The data type of a subscripted array is not necessarily the same as the data type of the entire array For mstance, given
declare a Array $(3,2)$ Matrix,,
A is a two-dimensional array of type MATRIX,*
AS $\left(1,{ }^{*}{ }^{*}, *\right)$ is a one-dımensional array of type MATRIX,*
A $\$(1, * 1, *)$ is a one-dmensional array of type VECTOR,*
and
A. $\$(1,11,1)$ is a single SCALAR

It is more common to reference an enture array element or sub-array than it is to reference a component of an array element or some sub-array of partitions, etc Therefore, HAL/S provides a more compact form for referencing an entire element of an array to which component subscripting could also apply When an enture array element is selected, the asterisks (component subscripts) to the right of the colon may be omitted Hence, the first MATRIX in the array $A$ above can be referenced as " $\mathrm{A} \$(1,1)$ " The convenence of this form of subscript is illustrated by the program below which processes an array of " N " 3 -VECTORs and saves the three having the greatest magnitudes in a second array

[^8]```
EXAMPLE_9:
FPOGRAM;
    DECLARE V ARRAY(999) VECTOP(3),
    OECLARE EIGTHREE ARRAY(3) VECTOR(3) INITIAL(0);
    DECLARE M IHTEGER,
INNER
            DO FOR TEMPORARY 」=1 TO 3;
            IF ABVALI诺,>> ABVAL(BIGTHREE, THEN
            DO,
                DO FOR TEMPORARY K = J + 1 T0 3;
                        BIGTHREE = BIGIHREE
                            K: = BIGIHREE K-1.*
                    ENO,
                    BIGTHREE =}=\mp@subsup{\overline{V}}{~}{\prime
                        EXIT ITNER, /** TRY NEN I */
                    END,
        END INNER,
    ENO,
CLOSE EXAMPLE_9,
```


## 631 Arrays of BOOLEANs

BOOLEAN arrays are not substantally different from arrays of other data types The only attribute of BOOLEAN arrays that does not directly follow from the previous discussion is Whenever a BOOLEAN array is subscripted, the subscript must end with a colon The reason for this restrictron is that BOOLEAN is actually a special case of BIT strings *~ Like VECTORs and MATRIXes, bit strings may possess component subscripts Thus, even though a BOOLEAN has only one component (a single bit), the colon must be supplied to indicate that the subscript is an array subscript rather than a component subscript

Aside from thus restriction, BOOLEAN arrays are used in the same way as arrays of other types, declaration and initialization take the same forms

```
DECLARE ARRAY(12) BOOLEAN,
    A,
    B INITIAL(OFF),
    C INITIAL(OFF,ON,9#ON,OFF),
```

and arrayed assignments and comparisons also function as before

$$
\begin{aligned}
& {[\dot{\mathrm{A}}] \$(1 \text { TO } 6 .)=[\dot{\mathrm{B}}] \$(1 \text { TO } 6) \&(\dot{\mathrm{~A} S(1)} \text { OR }[\dot{\mathrm{B}}] \$(7 \text { TO } 12),} \\
& \text { IF }[\dot{A}]=\text { TRUE THEN }
\end{aligned}
$$

One typical use of BOOLEAN arrays is for mantaming status tables For instance, if we had a set of redundant altimeters producing an array of altitude values

[^9]DECLARE ALT ARRAY(4) SCALAR,
and a "parallel" array contanng the time at which each value was read
DECLARE TIMETAG ARRAY(4) SCALAR,,
then it might be useful to define a boolean array of the same size
DECLARE DATA_VALID-ARRAY(4) BOOLEAN,
each element of which indicates the valudity of the corresponding altutude value One possible form of this reasonableness check is shown below

[^10]
## Exercises

63 A Write out graphically the results of the following mitializations

1) DECLARE $X$ ARRAY (3) MATRIX (3,3) INITIAL (9\# 1,*)
i) DECLARE Y ARRAY (3,3) VECTOR(3) INITIAL (9\# 1,*)
wm) DECLARE Z ARRAY (9) VECTOR (3) INITIAL (9\# 1,*)
w) DECLARE A ARRAY (27) SCALAR INITIAL (9\# 1,*)

6 3B In the previous problem, the initializations hits were transformed into their graphscal interpretations Using this data, assign the twenty-first element of the linearizaton of $\mathrm{X}, \mathrm{Y}, \mathrm{Z}$, and A to a scalar vanable, S

63 C Given a vanable M, declared MATRIX $(3,9)$
Assign the 16 th through 22 nd elements of the linearization of $X, Y, Z$, and $A$ to the and through 8 th elements in the hnearization of $M$

631 A The Sieve of Eratosthenes is an ancient Greek method for computing prime numbbens, but it still works today and is quite suitable for a computer The algorithm works as follows

Start with a list of integers from 2 to the largest number of interest Cross out all multiples of 2 , then all multiples of 3 , and so on The remaining numbers are then all prime

Write a HAL/S program to print out all primes less than 1000, using the Sieve of Eratosthenes (Hint Use an ARRAY of BOOLEAN type to indicate if a number is prime or not)

## 64 FUNCTIONS OF ARRAYS

In Section 62 we saw that the statement

$$
"[A]=[B]^{1 / 2}, "
$$

where $A$ and $B$ are identically dymensioned arrays, results in each element of $A$ being set to the square root of the corresponding element of B As the reader might expect, the same result may be obtamed by the statement

$$
\text { " }[A]=\operatorname{SQRT}([B]), " .
$$

Whenever any of the built-m functions introduced so far is appled to an array, the result is an identically dimensioned array where each element is the result of applying the function to the corresponding element of the arrayed operand Sumularly, the rules for functions of two arguments, such as MOD or DIV, are the same as for infix operators (e $\mathrm{g}+,-\mathrm{k}_{\mathrm{o}}$, etc), both arguments may be unarrayed, or one may be arrayed and the other unarrayed, or both may be arrayed (and of identical dimensions) This usage, the arrayed mvocation of a function, has been amply illustrated in the previous section, HAL/S also provides a set of functrons that will only accept arrayed arguments

One of the examples in Section 61 gathered some statistics on the execution tume of the matrix meerse operation A SCALAR ARRAY(100), TIME, was filled with 100 samples of the execution time of an assıgnment statement Then the vanables T_MIN, T_MAX, and T_MEAN were set to the mumum, maximum and mean values from the array by means of a loop More compact code for the same function is shown below

$$
\begin{aligned}
& \text { T_MIN }=\operatorname{MIN}([T I M E]) \text {, } \\
& \text { T_MAX }=\operatorname{MAX}([T M E]) \text {, } \\
& \text { T_MEAN }=\operatorname{SUM}([\text { TIME }]) / 100,
\end{aligned}
$$

Here, the built-1n functions, MIN, MAX, and SUM, reduce an array to a single unarrayed value Each of these functions (and a fourth, PROD) requires an arrayed operand The array may be either INTEGER or SCALAR (of either precision), and the result is an unatrayed value of the same data type and precision

The SUM function smply adds all of the array elements together

> "SUM([A])"
is equivalent to

$$
" \mathrm{~A} \$ 1+\mathrm{A} S 2+\quad+\mathrm{A} \$ \mathrm{n} "
$$

The PROD function multuphes all of the elements together in a sumuar manner (A\$1) $(A \$ 2)(A \$ 3)(A \$ n) M I N$ and MAX both search through the array, and return the value of the array element which is algebracally smallest (MIN) or largest (MAX) All of these functions will accept a multi-dmensional array, but the result returned is always unarrayed Thus, given

```
    \([\mathrm{A}] \equiv(5,17,-3,21)\),
\(\operatorname{MiN}([A])=-3\),
\(\operatorname{MAX}([A])=21\),
SUM([A]) \(=40\), and
\(\operatorname{PROD}([A])=-5355\)
```

The results will be exactly the same whether $A$ is declared as
DECLARE A ARRAY(2,2) INITIAL(5,17,-3,21),
or as a lener ARRAY(4)

## 641 Shaping Functions

Throughout this chapter we have stressed the fact that a linear array is not the same type as a VECTOR, and that a two dumensional array is not the same type as a MATRIX Sometines, however, it is useful to be able to convert one type to the other For mstance, we might want to use arrayed statements to compute the $x, y$, and $z$ components of a vehicle's position from some complex sensor, and then to treat the results as a 3-VECTOR for further computations We already know from Chapter 2 that given

```
"DECLARE A ARRAY(3) SCALAR,
    V VECTOR,"
```

the conversion can be made by
"V = VECTOR(A\$1,A\$2,A\$3),"

In fact, the form, "V = VECTOR([A])," is completely equivalent Both the VECTOR and MATRIX conversion functions will accept any mixture of arrays and smaple vanables as operands, provided the total number of elements is correct When an amay is specffied as an operand to one of these functions, it is "unraveled", $1 e$ it is effectively replaced with a list of its elements In the same way, an array of vectors can be unraveled for assignment to a larger vector

DECLARE AV ARRAY(2) VECTOR(3),
DECLARE VEC6 VECTOR(6),
VEC6 $=$ VECTOR $_{6}([A V])$,
The statement above is functionally equivalent to

$$
\begin{aligned}
& \overline{\mathrm{V}}_{3 \mathrm{AT} 1}=\overline{\mathrm{AV}}_{1}, \\
& \overline{\mathrm{~V}}_{3 \text { AT } 4}=\overline{\mathrm{AV}}_{2},
\end{aligned}
$$

The MATRLX function works in much the same way, a 3 by 3 MATRIX, M, can be assigned as

$$
\stackrel{*}{\mathrm{M}}=\operatorname{MATRIX}([\overline{\mathrm{AV}}],[\mathrm{A}]),
$$

yielding

$$
\begin{aligned}
& \operatorname{AVS(11),~AV\$ (12),~} \operatorname{AVS}(13) \\
& \mathrm{M} \equiv \quad \operatorname{AVS}(21), \operatorname{AVs}(22), \operatorname{AV} \$(23) \\
& \text { AS1, A\$2, A } \$ 3
\end{aligned}
$$

To perform the reverse conversion, the INTEGER and SCALAR functions are used These functions have already been introduced as explact type conversions, when they are used with multiple simple arguments or any type of data aggregate (arrays, VECTORs, etc ) they return an arrayed result. Thus, using the previous declaration, we can set an array to a VECTOR as

$$
[\mathrm{A}]=\operatorname{SCALAR}_{3}(\overline{\mathrm{~V}})
$$

The SCALAR (or INTEGER) function will accept any number of arguments of any arithmetic type so long as the total number of SCALAR or INTEGER values agrees with the subscript of the function

These functrons have a number of uses They may be used to convert the type of data as shown above, to mitialize an array, as in
[SMALL_PRIMES] $=\operatorname{INTEGER}_{5}(1,2,3,5,7)$,
or, to re-arrange the elements of an array (hence the term "shaping functions")
DECLARE A12 ARRAY(12) INTEGER, DECLARE A4X3 ARRAY $(4,3)$ INTEGER, DECLARE A3X4 ARRAY(3,4) INTEGER, $\left.[\mathrm{A} 12]=\mathrm{INTEGER}_{12}\right)([\mathrm{A} 4 \mathrm{X3}])$, [A4X3] $=$ INTEGER $_{4,3}([$ A12]),
$\left[\right.$ A3X4] $=$ INTEGER $_{3,4}([$ A4X3] $)$,
When, as in the last two statements above, the INTEGER or SCALAR functuons possess multiple subscripts, the result is a mult-dimensional array Each subscript denotes the size of one dimension of the array

Each subscript of the INTEGER or SCALAR function must be computable at compiletime ( 1 e each must be an arithmetic expression involving only literals and CONSTANTs) In addition to the subscript, the precision specifiers, @SINGLE and @DOUBLE may be used to change the precision of the operand Just as in the VECTOR and MATRIX functions, the precision specifier is used as a subsicript and must precede the array dimenstons Thus, an ARRAY(12) SCALAR, $S$, can be converted to a $2 \times 6$ INTEGER DOUBLE array, I by
$[\mathrm{I}]=$ INTEGER $_{@ D O U B L E, 2,6}([\mathrm{~S}])$,

## Exercises

64 A Change the solution of the 3rd exercise in Section 63 from the rather unwieldy and hard to read assignments to smpler ones using the vector shaping functions

64 B Assuming the following declarations
DECLARE X ARRAY(2,3) SCALAR INITIAL(2\#(1.1,2 2,3 3)), DECLARE V VECTOR(3) INITIAL(3\# 1),

Depict graphically the results of the following shaping functions appled to X and V

1) INTEGER(X)
i1) INTEGER(X,X)
ii) SCALAR(V)
iv) INTEGERSS(2,6)(2\#X)
v) MATRIX(3\#V)
v) VECTORS(6)(X)

641 A Use vector shaping functions to provide a clearer solution to exercise $63-\mathrm{C}$
(Note This problem requires that the reader see Section 651 of the Language Specification)

64 IB Given the following declarations
DECLARE X ARRAY(2,3) SCALAR INITIAL(2\#(1 $1,22,33$ )), DECLARE V VECTOR INITIAL (1)

State the types and depict graphically the values of the following expressions
a) $\operatorname{INTEGER}(\mathrm{X})$
b) $\operatorname{INTEGER}(\mathrm{X}, \mathrm{X})$
c) $\operatorname{SCALAR}(V)$
d) $\operatorname{INTEGERS}(2,6)(2 \# X)$
e) MATRIX(3)V)

## End of Chapter Problems

6A The medran value of the elements of an array of odd dimension may be computed by sorting the elements in increasing order The middle element of a sorted array is, in fact, the median value Write a program to find the median value of an array of 25 integers A simple, though not very efficient, sort algonthm may be described as follows

Find the smallest element of the array if it is not the first element, exchange it with the first Then find the smallest of the remaming elements If it is not the second element, exchange it with the second Continue until the entire array is sorted

An advantage of this algonthm for the median-value problem is that it is not necessary to sort the entire array, finding the 13 th smallest element is sufficient
$6 B \quad$ We have made many timangs of 3 processes $A, B$, and $C$ The results of our timings are in an array TIM_VALUES declared,

## TIM_VALUES ARRAY $(3,25)$ INTEGER

We now wish to process this information, finding the sum for all 25 timmgs of each process $A, B$, and $C$, and the sums of the times for each set of timings for $A, B$, and $C$ (ie, row and column totals) This information is to be put in an array together with the raw data, and this array is to be called TIMING_DATA

Wate a segment of code that will create this new array and do the necessary information processing

Include any assumptions made and any new vanables declared

### 7.0 PROCEDURES AND FUNCTIONS

In HAL/S, the concept of a subroutme is realized in two forms PROCEDURES and FUNCTIONS Each is a block of code delumted by a block header and a CLOSE statement These code blocks may be nested withn PROGRAMS or withn each other to any degree, scoping rules restrict the vanables each block may reference, thus avoiding a large class of potental programming errors HAL/S PROCEDUREs and FUNCTIONs have two bastc uses to share a sequence of statements among different paths through an algorithm, and to segment a programming problem into manageable parts

## 71 USER DEFINED FUNCTIONS

HAL/S ancludes a large assortment of built-n functions These include trigonometric routines (SIN, ARCTAN), algebrac routines (SQRT, EXP), conversion functions (INTEGER, VECTOR) and many others These functions may be used in expressions along with vanables, constants and operators, they add to the power of the language by elmmating much low level coding and allowing sophisticated operations to be expressed very compactly The set of built-m functions is a part of the language, but HAL/S also allows the user to define new functions which may then be used in exactly the same way as the built-ms

One type of operation which occurs frequently in flight software is the limitung of a varrable to a given range A FUNCTION to perform this operation is shown below

```
LIMIT-
FUNCTIONEVALUE, BOUNDJ SCALAR,
    DECLAPE SCALAR;
                VALUE, BOUND,
    If Value > bourb THEN
        RETURN BOUHD,
    IF VALUE < =BOUND THEN
        RETURN -SOLNG;
    RETURN VALUE,
CLOSE LIMIT,
```

The function block is delmited by FUNCTION and CLOSE statements The CLOSE statement is the same as in PROGRAMs, it consists of the word CLOSE and an optional block name The FUNCTION statement contans three pieces of mformation the label on the statement, which defines the name of the function, the names of the formal parameters (sometimes called dummy arguments), and the return-type of the function

LIMIT is a scalar valued function of scalars This fact is denoted by the word SCALAR on the FUNCTION statement and the declaration of the formal parameters In general, a function's parameters and retum value may be of any data type, hence the return type must always be specified on the FUNCTION statement and the formal parameters must always be declared Declanng the formal parameters prior to any local data is good programming practice and should be treated as a requirement

The operation of the LIMIT function may be seen from the following illustration, which 1s a graph of $\mathrm{Y}=\operatorname{LIMT}(\operatorname{SIN}(\mathrm{X}), 1 / 2)$, for 0 解 $\mathrm{x} \leqslant 5 \mathrm{p} 1 / 2$


Limit Function

Functions must always end by executing a RETURN statement The RETURN statement always has one operand which represents the value of the function The value returned may be a variable, as in LIMIT, or any expression of the appropnate data type Sometines the executable code of a function consists of only the RETURN statement, for instance


Using these functions, the apparent mass of a 100 -ton vehicle moving at 20 kilometers per second can be computed by

APPARENT_MASS $=\operatorname{MASS}(100,20)$,

As it turns out, the MASS function is not going to be very useful Twenty kilometers per second is so slow (compared with the speed of light) that the relativistic mass increase will be lost in the round-off errors inherent in the computation To find the range over which this effect can safely be ignored, we could execute the following code

DECLARE V SCALAR,
DO FOR V $=250000$ TO 0 BY -100 UNTIL
ALMOST_EQUAL(1,MASS(1,V)),
END,
WRITE(6) 'THE ANSWER IS ', V,
This code references an additional user function, $A L M O S T \_E Q U A L$, which could be written as shown below

```
ALHOST EGUAL.
FUNCTION(A, B) BOOLEAN;
    DECLARE SCALAR,
                            A, B;
    dEclare tolerarmce scaldr,
    IF B ᄀ= O THEN
        TOLERARCE = 00000I ASS(B),
    ELSE
        TOLERAMCE = 000001,
    IF ABS(A - B) > TOLERAKCE THEN
        RETUPN FALSE,
    ELSE
        RETURN TRUE;
CLOSE ALMOST_EGUAL;
```

ALMOST EQUAL is a BOOLEAN-valued function of scalars, as denoted by the word BOOLEAN on the function header and the declaration of the formal parameters Hence the RETURN statements have BOOLEAN operands TRUE and FALSE

Since no other data type is automatically converted to BOOLEAN, a BOOLEAN expression is the only permussable operand to the RETURN statement of a BOOLEAN function

Likewise, the RETURN statement of a VECTOR or MATRIX function must be suppled with a VECTOR or MATRIX expression, respectively Exact matching of data type is not always required, however, the same implicit conversions that can be performed in an assignment statement can also result from a RETURN statement These conversions are

1 Single to double precision
2 Double to single precision
3 Integer to scalar
4 Scalar to integer
5 Integer or scalar to character

Aside from these exceptions, the value returned by a function must be of exactly the same type as that specffied on the function header

The function header serves as a declaration of the function Variables must always be declared before they are used in expressions, the same rule applies to functions as well Therefore, function bodies are usually placed before their first invocation in a program

However, in the previous example, ALMOST_EQUAL was defined after it had been used in an UNTIL phrase In thus case it is possible to make a valid HAL/S program without moving the function body, by DECLARING the function before it is used, as shown in the example below


The FUNCTION DECLARE statement has the same general form as a vanable declaration except that the word FUNCTION (with no argument list) precedes the type specification Of course it is always possible to place a function body before its first mvocation as was done with MASS and TAU above, in which case the DECLARE statement is unnecessary

## Exercises

71 A What values will be written by the following HAL/S program?
PROBLEM PROGRAM, DECLARE I INTEGER INITIAL(1),

PROCI PROCEDURE, DECLARE I INTEGER INITIAL(1), CALL PROC2, $\mathrm{I}=\mathrm{I}+1$, WRITE(6) I, CLOSE, PROC2 PROCEDURE, $\mathrm{I}=\mathrm{I}+1$, CLOSE,

CALL PROCI,
CALL PROC2,
$\mathrm{I}=\mathrm{I}+\mathrm{I}$,
WRITE(6) I,
CLOSE PROBLEM,

7 1B What are the syntax errors in the following HAL/S program' (Line numbers are for reference only)

1) PROB2 PROGRAM,
2) DECLARE $X$ INTEGER,
3) CALL PROC1,
4) CALL PROC2,
5) $Y=Y+1$,
6) PROCl PROCEDURE,
7) DECLARE Y INTEGER,
8) CALL PROC1,
9) CALL PROC2,
10) $\mathrm{X}=\mathrm{X}+1$,
11) PROC2 PROCEDURE,
12) $X=X+1$,
13) $\mathrm{Y}=\mathrm{Y}+1$,
14) CLOSE,
15) CLOSE,
16) CLOSE PROB2

71 C


Consider the above nesting diagram that depicts the scoping of blocks
For each of the procedure blocks numbered 2-6, write the numbers of the blocks from which that procedure may be invoked

## 72 ARGUMENTS AND PARAMETERS

The types of the arguments passed to a function must agree with the declaration of the formal parameters The formal parameters (which some languages term "dummy arguments") are declared in the function body, the function arguments are those expressions specified in the function invocation For example in the invocation


The two arguments are scalar expressions The formal parameters are declared in the function body


Formal parameters in the functions discussed so far have all been scalars, but it is possible for them to be of any basic data type Integer, Scalar, Vector, Matrix, Boolean, Character, Structure or Brt The type of a formal parameter is determined solely by its declaration The actual arguments supplied when a function is invoked must be of the same data types as the formal parameters The exception to this rule is that under some circumstances the actual argument will be automatically (implicitly) converted to the type required by the function The conversions that are permitted are the same set that are allowed in an assignment statement Those that were listed earher as allowable type conversions in the RETURN statement

The declatation of a formal parameter takes exactly the same form as any other DECLARE statement The INITIAL and CONSTANT attributes may not be used, but otherwise, any attribute is acceptable A function may have any number of formal parameters, moluding zero The following is an example of a function in which no arguments appear

The ROLL function returns an integer in the range 1 to $6^{*}$ It may be mooked as
DO UNTIL ROLL + ROLL $=7$,
Functions without parameters usually either access global data or perform some sort of input ROLL gets its "input" from the RANDOM function, though reading cards or sensors is actually more typical

A function has only a data type, but formal parameters may have other attrbutes In particular, a formal parameter may be arrayed The following example is a matnx-valued function of arrays of vectors The resulting matrix consists of the dot products of each parr of vectors

```
DOTS
FUNCTICNLA1, AR3 MATRIX(10, 10):
    DECLARE ARRAY(10) VECTOR(う);
                Al; 42;
    DECLAARE RESULT MATRIXI10, 10),
    DO FOR TEMFCRARY I = I T0 10:
        DO FOR TEMPORARY J = 1 TO 10,
            RESULTT,J = Al A2 ,
        END;
    ENO;
    RETURN RESULT
ClOSE DOTS;
```

Before leaving the subject of functions, one more very mportant point must be made No function may modify any of tts formal parameters That is, parameters are viewed as constants within the function body As a consequence, for example a formal parameter cannot be used as a loop control variable since a loop control varable is modified on each iteration

[^11]The primary intent of this rule is to make HAL/S code easier to read and mantan In languages which do not have this restriction, it is not possible to determme which vanables are being modified by inspection of a statement like " $A=\operatorname{USERFUNC}(B, C, D)$ " In any language, it is reasonable to assume that A is the only vanable modified $\operatorname{In} \mathrm{HAL} / \mathrm{S}$, this assumption will always be correct

## Exercises

7.2A In example 6, ALMOST_EQUAL is declared a function in the declare group of the man-program block
With a minor modification to the program, thes declaration is unnecessary What is the change?

72 B In example 7, it is stated that while ROLE returns an integer in the range $1-6$, it is not unformly distributed
a) Why?
b) Modify the function ROLL so that it is uniformly distributed and incorporate it into a program that will count how many times a parr of "dice" must be rolled to have 7 come up 5 times

72 C Write a HAL/S program that will read from channel 5 two arrays of 5 integers aprece, then check if corresponding elements of the two arrays are relatively prime ( 1 e , therr greatest common divisor, or GCD, is 1) If they are not relatively prime, print out the parr and their GCD
A standard algorthm for computing the GCD of two numbers is called the Euclidean algorithm, and may be described as follows

Start with integers $m$ and $n$, whose $G C D$ is desired If $n=0$, then $\operatorname{GCD}(m, n)=$ absolute value of $m$ Otherwise, let $r$ be the remainder resulting from dividing $m$ by $n$ If $r-0$, then $\operatorname{GCD}(m, n)=$ absolute value of $n$ Otherwise, it is the case that $G C D(m, n)$ $=\operatorname{GCD}(\mathrm{n}, \mathrm{r})$ Since, by the definition of the remander, r will decrease in absolute value on each iteration, it will eventually become zero The algonthm is thus guaranteed to terminate

Note The algonthm will work for any pair of integers, positive, negative, or zero The HAL/S built-in function REMAINDER ( $M, N$ ) gives the remainder when $M$ is divided by N , as required by the algonthm

## 73 PROCEDURES

A procedure is a code block simular to a function The primary distanction is that procedures do not return values The RETURN statement can be used in a procedure, but no operand may be provided When the RETURN statement is executed in a procedure, control is returned to the caller The RETURN statement is not required in a procedure, as procedures (unlike functions) will return if the flow of control reaches the CLOSE statement

The only way to mvoke a procedure is via the call statement Procedure invocations are not used in expressions

The CALL statement consists of the keyword CALL followed by a procedure name and a list of arguments (If the procedure has defined any parameters), eg

CALL PROCl (X,Y,Z),
$\mathrm{X}, \mathrm{Y}$, and Z are the arguments, the procedure defines its formal parameters just as in functions


Formal parameters to procedures are like function parameters in all regards, and may not be modified within the procedure Procedures also have ASSIGN parameter, described below

Suppose that the DOTS function of section 72 was typically used in statements like
LOCAL_VAR $=$ DOTS $([V 1],[V 2])$,
In this statement, the DOTS function is not used in an expression, but is directly assigned into LOCAL_VAR In such a case, some mefficiency results from coding DOTS as a function This is because when the RETURN statement is executed, the 100 scalar components of RESULT are copred into LOCAL_VAR A better arrangement would be to code DOTS as a procedure and invoke it by

CALL DOTS([V1],[V2]) ASSIGN(LOCAL_VAR),
The DOTS procedure could be coded as shown below

```
DOTS*
PROCEDURE(Al, A2) ASSIGN(PESULT);
        DECLAPE ARPAY(10) VECTOR(3),
            Al, A2;
    dECLAFE PESULT MATREX(IO, 10);
    DO FOO TEHFGQAPY I = 1 T0 10,
        DO FOP TEMPORARY J=1 T0 10;
            RESULT = \
            END;
    END,
close bots,
```

Here we see an example of an assign parameter, RESULT The statement, "DECLARE RESULT MATRIX $(10,10)$," does not create a variable as it did in the function DOTS, but merely defines the data type of the assign parameter Each assignment into RESULT directly modifies LOCAL_VAR Thus, no copying of data is needed

Since vanables used as assign parameters to procedures can be directly modified from the procedure body, no conversions whatsoever are permitted The type of the parzable passed as an assign parameter must agree exactly with the declaration of the assign parameter In the program segment below, $A$ is the only variable which may be passed to $P$

```
        DECLARE A INTEGER,
        B INTEGER DOUBLE,
        C SCALAR,
        D ARRAY(2) INTEGER,
P PROCEDURE ASSIGN(X),
        DECLARE X INTEGER,
        X=0,
CLOSE P,
```

A procedure may have any number of formal and assign parameters in any combmation Thus, several values can be computed in a single procedure, as shown below

```
STATISTICS
PROEEDUPE(DATA) ASSIGN(LO_VAL, HE_VAL, MEAN),
    DECLARE DATA ARRAYC100) SCALAR,
    DECLARE SCALAR,
            LO_VAL, HI_VAL, MEAN,
    LO_VAL = MIM[[DATA]],
    HI_VAL = HAX[{DATA]),
    MEAN = SUM([DATA])/100,
CLOSE STATISTICS,
```

This procedure could then be used as in
DECLARE SAMPLES ARRAY(100) SCALAR, DECLARE SUMMARY ARRAY(3) SCALAR, CALL STATISTICS(SAMPLES)
ASSIGN(SUMMARYS1,SUMMARY\$2,SUMMARY\$3),
WRITE(6) 'Min, max and mean are ',SUMMARY,

- Unlike formal parameters, assign parameters may also be modified, as in the following procedure which sets "AUG_LAST4" to the average of the four most recent values of INPUT

```
FILTER
PROCEDURE(INFUT) ASSIGN(AUG_LAST4, BUFFJ;
    declare scalar,
    INPUT, AUG_LAST4,
    dECLAPE BuFF ARPAY(4) SCALAR,
    [BUFF] = [BUFF] 2 T0 4,
    BUFF = INPUT,
        4
    AUG_LAST4 = SUM([BUFF])/4;
CLOSE FILTER;
```

In this example, components of BUFF appear on the left and right sides of assignment statements BUFF is probably not used by the code which invokes FILTER It is passed as an assign parameter because a separate version mast be maintaned for each user of FILTER

The rules concerning arguments and parameters are summarized below

1. Arguments may be expressions of any complexity, but therr types must match those specified in the formal parameter declarations The automatic conversions of prectsion and between integers and scalars are performed, however
2 Assign arguments must be variables (possibly subscnipted, but not expressions in general) They must match the types of the corresponding assign parameters exactly
3 Formal parameters may not be modified by the procedure or function which declares them Assign parameters may be both referenced and modified

4 Copymg of aggregate data (such as vectors or arrays) occurs only as a result of function returns If an argument (of any type) will not fit in a machine register or accumulator, its address is passed to the procedure or function Thus HAL/S uses "call by name" for aggregate formal parameters as well as for assign parameters, even though the restriction on modification of formal parameters gives the appearance of "call by value"

## Exercises

73 A Rewrite the improved ROLL function of exercise 72 B as a procedure, and modify the surrounding program to invoke it properly This provides an alternate solution to 72 B

Which of the two solutions is preferable? What general observations does this suggest about the choice between procedure and function forms, when both are possible?

## 74 SCOPING RULES

The HAL/S scoping rules for variables may be summarized as follows
1 A vanable may be referenced throughout the block in which it is declared and throughout any blocks nested in that block, provided that the nested blocks do not declare another variable of the same name
2 A vanable declared in a nested block cannot be referenced from an outer block
3 If vanables of a given name are declared in several blocks, each reference selects the version in the nearest enclosing block

HAL/S procedures and functions may be nested withon programs, or within their procedures and functions to any degree

This block structuring capabllity in conjunction with the scoping rules above enables a measure of functional modulanty in the development of software In other words, HAL/S allows the collection of related procedures (and functions) into functional entities (themselves procedures or functions) The local resources withn these entities, viz declared variables and nested procedures become unavalable, actually unseen, to 'outsiders' Communication takes place only on the highest, most visible levels

Procedure and function names are also affected by scoping rules in that a procedure or function may be invoked from the ammedately enclosing block and from any other blocks which are nested in the immediately enclosing block An exception is that a procedure or function may not be referenced from within itself HAL/S does not allow recursion

The following dagrams illustrate the scoping of block names In each dagram, the shaded area indicates the region from which the block marked with an asterisk may be nvoked


## 75 ARRAY(*), AUTOMATIC, AND NONHAL

In the previous section, a procedure was written to find the minumum, maximum and mean of an array of 100 scalars The STATISTICS procedure would be more general if it would accept an array of any size. The routine is rewnitten as follows

```
STATISTICS*
PROCEDURETDATAJ ASSIGN(LO_VAL, HI_VAL, HEAN);
    DECLARE DATA ARRAY(*) SCALAR;
    DECLARE SCALAR,
                            LO_VAL, HE_VAL, MEAN,
    LO_VAL = MEM[IDATA]);
    HI_VAL = MA\lambda([DATA]);
    MEAN = SUM[{DATA]} / SIZE[[DATA]3;
CLOSE STATISTICS;
```

Two changes have been made First, the formal parameter, DATA, has been declared as an ARRAY(*) DATA is still a lmear array, but its size may now vary from invocation to invocation Second, the constant 100 in the computation of MEAN has been changed to the expression SIZE(DATA) SIZE is a buit-in function which returns an integer denoting the number of actual elements in an ARRAY( ${ }^{*}$ )

The astensk may be used as an array dumension only in the declaration of a formal parameter An array of any data type may possess this attribute, but all such arrays must be linear (single-dimensional)

Even though a procedure or function may be wntten to accept an array of arbitrary size, the size of each actual argument must still be known at compile-time Thus, given the STATISTICS procedure above and the declarations

DECLARE A ARRAY(1000) SCALAR, DECLARE SCALAR,X,Y,Z, DECLARE J INTEGER INITIAL(60),

The statements,
CALL STATISTICS(AS(1 TO 60)) ASSIGN(X,Y,Z),
and
CALL STATISTICS(A\$(61 TO \#)) ASSIGN(X,Y,Z),
are both legal

But,

## CALL STATISTICS(AS(I TO J)) ASSIGN(X,Y,Z),

is nof legal because J is not a constant, 1 e the width of the partition ( 1 TO J) is not known untul runtime

## 751 Automatic Initalization

The following function will correctly sum the array of vectors, V , only on its first invocation

The problem is that TOTAL is initalized to zero only on the first invocation of VSUM One way of correcting the problem is to add the statement, "TOTAL $=0$," before the loop. A more convenent means of attaning the same result is to replace the declaration of TOTAL with

DECLARE TOTAL VECTOR INITIAL(0) AUTOMATIC,
The AUTOMATIC attribute controls the manner of mitalization of a vanable $A n$ AUTOMATIC varable is set to its INITLAL value on each entry to the containing code block in effect, the compler generates an assignment statement for each automatically initialized vanable immediately after the declare group of the contaning block

It is important to remember that by default, mitialization is STATIC (the opposite of AUTOMATIC) If the AU'TOMATIC attribute is not specified, intialization occurs only once, at the time when the program is first loaded

## 752 The NONHAL Attribute

Sometmes it is desirable to program an application in a mixture of HAL/S and nonHAL/S code, ether to capitalize on existing software or to make machine-dependent operating system interfaces which are not avallable in HAL/S When the non-HAL code consists of subroutines (procedures and/or functions) there is a convenient way of making them accessible to HAL/S This is the NONHAL attribute, used in a declare statement An example is

The form of this statement is essentally the same as the declaration of a HAL/S function that will be referenced before it is defined The only difference is the NONHAL attribute, which indicates that the function body is not moluded in this compilation Note that the data type of a NONHAL function must still be suppled

A similar form may be used to define a procedure written in some other language, eg
DECLARE PEARSON_CORRELATIONS PROCEDURE NONHAL(2),
Since a procedure has no data type, none is suppled in the declaration NONHAL procedures and functions may have formal parameters (though no assign parameters), the number and types of these parameters is not specified in the declaration, and in fact, may vary from call to call No type checking is performed on the arguments to a NONHAL procedure or function, and these blocks may even modify their input parameters Hence, great care should be taken when using the NONHAL attribute

The operand to the NONHAL attribute, which consists of a positive integer, indicates the patticular language m which the subroutine was written The association of each number with a particular language is implementation dependent, and some complers may notsup- port NONHAL at all

$$
\text { : } 1 / 1
$$

These statement may not be used to interface separately compled HAL/S modules A means of sharing HAL/S subroutmes between separate HAL/S programs will be presented m Chapter 11

## End of Chapter Problems

7A As in exercise 2B, a ball is thrown from a height of 110 feet with a honzontal velocity of $4 \mathrm{ft} / \mathrm{sec}$ Suppose that 1 t now rebounds to $75 \%$ of its previous height on each of 10 bounces, and consider the following skeleton of a program to compute the tme until the tenth bounce

```
    DO FOR I = 1 TO NUMBER_OF_BOUNCES,
    DROP_TIME = TIME_TO_DRÖP (HEIGHT),
    CALL HORIZ_MOTION (DROP_TIME) ASSIGN (HORIZ_DIST),
    TIME = TIME + DROP_TIME,
    WRITE(6) 'BOUNCE', I, 'TIME', TIME, 'HORIZONTAL
        DISPLACEMENT', HORIZ_DIST,
    CALL BOUNCE ASSIGN (HEIGHT, BOUNCE_TIME),
    CALL HORIZ_MOTION (BOUNCE_TIME) ASSIGN (HORIZ_DIST),
    TIME = TIME + BOUNCE_TIME,
        END
CLOSE DROP,
Complete the program by writing all necessary declarations, mitialzations, proce-
dures, and functions
```

7B In exercise 5A, a program was written to compute the value of a definite integral of the SQRT function using Simpson's rule Modify that program to compute the value of a definite integral of a function of the form $f(x)=a x^{3}+b x^{2}+c x+d$ Assume that the quantities $a, b, c$, $d$, initial, final, and epsilon are available in that order on channel 5

7C The increased modularity and readability brought about by the use of procedures and functions is not without cost Procedure and function calls are typically somewhat expensive in terms of computer time, and their over-use can unnecessarily slow down a program

For example, in problem 7A, the function HORIZ_MOTION could easily be elemimated Furthermore, on the last bounce, the height and time of the next bounce are computed, even though they will never be used Assuming that efficient use of computter time is here of primary importance, rewrite the solution so as to elmmate these two sources of meffictency


## 80 ITO AND CHARACTER STRINGS

The HAL/S I/O statements, READ, READALL, WRITE and FILE, are designed to provide a convenient interface to external devices used for software checkout and non-flight applications The READ, READALL, and WRITE statements perform sequential character I/O to such devices as card readers and line printers The file statement transfers binary (unformatted) data to and from random-access devices such as drums and disks These statements are all designed to provide the basic capability of getting data in and out of a HAL/S program with a minimum of programmer effort

For sophisticated ground apphcations, the simplify of these statements can be a disadvantage when highly formatted output is required To give the programmer complete control over input and output formats for those applications that require it, HAL/S provides a comprehensive set of character manipulation facilities Any data type may be converted to a character string, operations on the resulting string can produce any desired representatron of the onginal data

Although most flight computers do not have interfaces to character devices such as line printers, it is common practice to use ground based computers for early checkout of HAL/S code HAL/S I/O statements can then be used to address the wide range of external devices (peripherals) found on such computers

### 8.1 THE WRITE STATEMENT

The WRITE statement has already been used in the examples of the previous chapters A typical instance was

WRITE (6) 'THE ANSWER IS', V,
Although this statement was not fully described at the time, the assumption was made that the string "the answer is" and the value of V (a scalar) would come out on some sort of printer The following paragraphs describe the manner in which the output is sent to a particular device and the format in which it is panted

The routing of output to a particular device is controlled from outside of the HAL/S program Each WRITE statement specifies a channel number (in this case, channel 6) A channel may be thought of as a virtual device or as a port between the HAL/S program and some peripheral HAL/S defines ten channels, numbered zero through nine, which are used in READ and READALI statements, as well as in the WRITE statement At the HAL/S level, all channels are equivalent, it is only at execution-time that the channels are associated with actual devices This association is made in an implementation dependent manner It is usually done through some type of "job control language" or through commads at an interactive terminal The appropriate HAL/S User's Manual must be consulted for details In most systems, however, channel 6 is automatically associated with a line printer


The channel number used in HAL/S I/O statements must be an integer expression which is computable at comple tume ( 1 e., composed entirely of hterals, constants, and the basic anthmetic operators). It is good practice to give a name to each channel via the REPLACE statement, as shown below

```
REPLACE PRINT BY " 6",
REPLACE CARDS BY "5",
REPLACE TERMINAL BY "7",
DECLARE I INTEGER, S SCALAR, D SCALAR DOUBLE,
```

```
READ(CARDS) I, S, D,
WRITE(PRINT) I, S, D,
    etc
```

Naming channels in thus way has several advantages First, if the channels are well named the program will be more readable Second, it is easier to change the number in one REPLACE statement than the channel numbers in a collection of WRITE statements Finally, it is possible to find all of the I/O statements which use a particular channel by looking up the cross reference for the channel name The naming could alternately be done by declanng integer CONSTANTs

After the channel number, the remander of the WRITE statement consists of a senes of expressions There may be any number of expressions of any datatype Any construct which has been termed an expression in this book may be used in a WRITE statement. In the previous examples, the expressions have all been simple variables, but they may be of any complexity Thus, values that are needed only for output need not be stored in a variable A program to compute one of the roots of a quadratic equation given scalar coefficients $A, B$ and $C$, might consist only of
$\operatorname{READ}(5) \mathrm{A}, \mathrm{B}, \mathrm{C}$,
WRITE(6) ( $-\mathrm{B}+\mathrm{SQRT}\left(\mathrm{B}^{\star \times} 2-4 \mathrm{~A} \mathrm{C}\right) / 2 \mathrm{~A}$,
When any type of data aggregate (e g, VECTOR, ARRAY) is wnitten, it is first unraveled into its individual integer, scalar, character, or bit components These components or array elements are then transmitted to the external device The sequence is the same as was described in conjunction with shaping functions in chapter six For instance

DECLARE M ARRAY(2) MATRIX, WRITE(6) M,
results in the components of $M$ being transmitted in the sequence

$$
\begin{aligned}
& M S(1 \quad 1,1), M S(1 \quad 1,2), M \$(1 \quad 1,3), M \$(12,1), M \$(12,2) . \operatorname{MS}(13,3), \\
& M \$(21,1) \quad M \$(23,3)
\end{aligned}
$$

When a data aggregate is unraveled in a WRITE statement, the ongmal structure may not be retamed ${ }^{*}$ In the absence of the I/O control functions (discussed in the next section), all of the output from a single WRITE statement is placed on as few lines as possible, with only spaces separating the operands and the elements of each operand The number of spaces placed by default between successive values (termed the default tab) is implementation dependent

After the operands of the WRITE statement are reduced to a sequence of Integer, Scalar, Character, or Bit components, each component is converted to its standard external format, which is a character representation of its value. Each of the four basic data types above has its own format

The standard extemal format of an integer is a string of decmal digits, preceded by a minus sign if the integer is negative Enough leading blanks are appended to make the length of the resulting string constant for all integers of a given precision. Thus standard length varies from compler to compler, but is always large enough to contain any possible integer value Leading zeros are never included in the representation of an miteger The following table shows the output format of a few integer values for a compler which assumes an integer field width of 6

| Value | Standard External |
| ---: | ---: |
| 0 | 0 |
| 256 | 256 |
| $-32,768$ | -32768 |
| -2 | -2 |

Double precision integers have the same format, except that the field width is approximately twice as large.

The standard external format of scalars is scientific notation in a fixed-width field Scalars always take the form "bd dddE $\pm d$ " or " $-\mathrm{d} d d d E \pm d d$ ", where each " d " represents a decimal numeral Exactly one non-zero digit always appears to the left of the decimal point and positive numbers are always presented with a leadng blank The number of digits to the right of the decimal point and the number of digts in the exponent are constant for any particular version of the compiter These numbers are always chosen so that all of the precision contaned in the scalar can be presented The fixed field width simplifies the wring of code to re-format scalar values as will be seen in subsequent sections The following table illustrates the output representation of various scalar values on a computer with an eught digit mantissa and a two digit exponent

Value Standard External Format

| pl | $3.1415927 \mathrm{E}+00$ |
| :--- | ---: |
| $1 / 2$ | $50000000 \mathrm{E}-01$ |
| $-31 / 8$ | $-31250000 \mathrm{E}+00$ |
| 0001 | $10000000 \mathrm{E}-04$ |
| $-1,000,000$ | $-10000000 \mathrm{E}+06$ |
| 0 | 00 |

[^12]Note in the table above that zero is treated as a special case Double precision scalars are presented identically except that the standard width of the mantissa is greater

The remannen data types, character and bit (including BOOLEAN), each have two standard external formats These formats are very sumular, but one is more suitable for printed listings and the other is more suitable for output that is to be read back in by another HAL/S program

The programmer specfies which format is to be used for character and bit output by means of the device durective The device directive is not a HAL/S statement, it is a conmand to the compler which affects the way that subsequent WRITE (and READ) statements are interpreted The device drective specifies whether the output on a particular channel is paged (the format suitable for panting) or unpaged (the machune-readable format)

Paged output is organzed into lines and pages Snce the WRITE statement is most frequently used to obtain printed dagnostics and results, paged output is generally the default

Unpaged output is simply a stream of data values m a format compatrble with the READ statement To designate a particular channel as unpaged, the device durective is used, as shown below

```
column 1 channel number 0-9
\downarrow \downarrow
D DEVICE CHANNEL=6 UNPAGED
                                    \uparrow
                                    no semicolon
```

Compler directives may vary from implementation to implementation All present complers include the device directive as shown above Other directives are described in HAL/S Users Manuals These drectives should not be considered as executable statements The presence of a device directive anywhere in a compilation governs all uses of the spectfied channel

The standard external format of character strings on a paged file is sumply the content of the string, with no conversions or padding On an unpaged file, the character string is enclosed in single quotes (") The output from the statement

WRITE(6) 'The answer 1s', V,
will be
THE ANSWER IS $75836210 E+05$
on a paged file, but will be
'THE ANSWER IS' $75836210 \mathrm{E}+05$
on an unpaged file

The standard external format for bit strings is a series of ones and zeros As in character strings, bit output is enclosed in quotes on an unpaged file A BOOLEAN consists of a single bit, so there are only four possible outputs as shown below
Boolean Value Paged Output Unpaged Output

| TRUE/ON | 1 | $' 1$ ' |
| :--- | :--- | :--- |
| FALSE/OFF | 0 | $' 0$ ' |

Longer bit strings (see Chapter 13) are output with a blank between every set of four bits to enhance readability The value $\mathrm{HEX}^{‘} 1234^{\prime}$ would be output as 0001001000110100 on a paged file, and as '0001001000110100' on an unpaged file

For character and bit types, only the unpaged format is compatible with the READ statement Since these types are of a vanable length and may contain embedded blanks, the quotes are needed to indicate the end of one value and the start of the next

In summary, the WRITE statement will evaluate a list of expressions of any data type, convert the resulting values to their standard external formats, and transmit these to the device which has been associated with the specified channel There are no restrictions on the expressions in a WRITE statement, and in no case will any data be lost in the translatron to the standard external form As a result, the WRITE statement is extremely easy to use if the format of the output is of little concern, this makes it convenient for diagnostics, but less appropriate for report generation

## Exercises

81 A Why is it generally considered good programming practice to give a name to each channel for I/O functions and use the HAL/S REPLACE statement to assign the channel number?

81B What happens when an executing program encounters a HAL/S WRITE statement followed by a list of expressions? What limitations are there on the expressions that are legal in a WRITE statement?

8 IC Given the following declarations

DECLARE S SCALAR,
I INTEGER,
V VECTOR, M MATRIX, B BOOLEAN, C CHARACTER,


Which of these WRITE statements will produce output compatble with the HAL/S READ statement
a) On a PAGED device?
b) On a UNPAGED device?

1) WRITE(6) $S, I, V, M$,
2) WRITE(6) ' $\mathrm{I}={ }^{\prime}, \mathrm{I},{ }^{\prime}, \mathrm{V}={ }^{\prime}, \mathrm{V}$,
3) WRITE(6) V $\$ 1, V \$ 3, V \$ 2, B$,
4) WRITE(6) B, C,
5) WRITE(6) S, M, VS(2 TO 3), I,

## 82 I/O CONTROL FUNCTIONS

When the statement
WRITE(6), M,
where $M$ is a matrix, is executed, the three-by-three structure of $M$ is lost The arrangement of the components of $M$ depends only on the field width of a scalar, the amount of the default tab, and the maximum number of characters per printed line If the width of a scalar is 13 , the default tab is 5 and a leme is 132 characters, then seven components will be printed on the first line, and the remainng two on a second line To obtan a better arrangement, the following WRITE statement may be used

```
WRITE(6) MS(1,*), SKIP(1), COLUMN(1), M$(2,*), SKIP(1), COLUMN(1),
M$(3,*),
```

Thus statement will cause one row of the matrix to be printed on each output line
SKIP and COLUMN are I/O control functions Syntactically, they resemble other functions, but they may only be used as arguments to the sequentral I/O statements, WRITE, READ, and READALL Each has a single argument which may be any integer or scalar expression, if the expression is scalar-valued, it is rounded to the nearest anteger These functions do not return a value, but only control the location in a file where subsequent data will be read or written.

The I/O control functions may be thought of as moving a read/write mechanism across a two dmensional medium The SKIP, LINE, and PAGE functions cause vertical movement and the COLUMN and TAB functions cause honzontal movement, In the example above, "SKIP(1), COLUMN(1)" moves the wrte mechanism to the begunning of a new hine The SKIP function causes relative movement (down one line), and the COLUMN function causes absolute positioning (to the first column of the new line)

The sequence, "SKIP(1), COLUMN(1)", is amphed at the begnning of each WRITE statement This automatic positioning will be overndden of the WRITE statement has explicit honzontal and vertical positioning functions pnor to the first data operand If only honzontal or vertical positioning is specified, then the default movement is partally overndden In the statement

WRITE (6) COLUMN(10), M\$( $1,{ }^{*}$ ),
the default horizontal positioning to column one is overridden, but the default vertical positioning to the next line is not Lakewise, the statement

WRITE(6) $\mathrm{M} \$(1,1), \operatorname{TAB}(12), \mathrm{M} \$(1,2), \operatorname{TAB}(12), \mathrm{M} \$(1,3)$,
would leave twelve blanks between the end of one component and the start of the next Unless overriden by explicit honzontal motion commands, a TAB function is impled between each parr of data operands to the WRITE statement The amount of the default TAB is implementation dependent

Ustng these functions, an array of matrices
DECLARE AM ARRAY(2) MATRIX $(3,3)$,
can be output in a readable form by
WRITE(6), $\operatorname{SKIP}(2), \operatorname{COLUMN(10),~} \operatorname{AMS}\left(11,{ }^{*}\right), \operatorname{TAB(20)}, \operatorname{AM} \$\left(21,{ }^{*}\right), \operatorname{SKIP}(1)$, $\operatorname{COLUMN(1),~'AM=',~COLUMN(10),~AMS(12,*),~TAB(20),~AM\$ (2~2,*),~SKIP(1),~}$ COLUMN(10), AMS(13,*), TAB(20), AM\$(23,*), SKIP(2), yielding


The effect of the remaming I/O control functions, LINE and PAGE, depends on whether they are used on a paged or an unpaged channel On a paged channel, the LINE function's argument must be in the range one to the maximum number of lines per page The device mechanism is moved forvard until the current line number is the same as that specified in the LINE function This may cause the device mechansm to cross a page boundary The most common use of the LINE function is to advance to the top of the next page, as in

WRITE(6) LINE(1), 'This is a page header',
When used on an unpaged channel, the LINE function causes movement to an absolute lue number within the entire file

The PAGE function may only be used on paged files PAGE(n) results in relative movement by " $n$ " pages The current column and line numbers are not affected $A$ typical use of the PAGE function is to skip over unwanted pages of header on imput


The preceding paragraphs apply equally to all implementations of the HAL/S language. The principal vanations between implementations are the number of columns per line (and lines per page) and the result of requesting backward movement of the read/write mechanasm

The statement

WRITE(6) 'results follow', $\operatorname{TAB}(-14),{ }^{〔} \quad \ldots \quad$ ';
may have any of several results, depending on the compiler in use On some systems, the two character strings may both be printed in the same columns of the same line, yielding RESULTS FOLLOW On other systems, the second character string may overlay the first, yielding just the underscores Similarly, backwards line movement may or may not be supported and may be device dependent the effect of executing SKIP( -1 ) may vary from system to system The relevant User's Manual should always be consulted before requesting negatıve column or line movement

The following table summanzes the I/O control functions

I/O Control Function
SKIP(K) Relative lune movement Line $=($ Line $+K)$ mod page size
LINE(K) Absolute line movement Line $=K$
TAB(K)

COLUMN(K)

PAGE(K)

## Operation

Relative column movement $\mathrm{Col}=\mathrm{Col}+\mathrm{K}$
Absolute column movement $\mathrm{Col}=\mathrm{K}$

Relative page movement Page $=$ Page $+K$

## Exercises

82 A Consider the following HAL/S statements

DECLARE ARRAY(3) MATRIX, MAT_ARR1, MAT_ARR2,

WRITE(6) MAT_ARRI, MAT_ARR2,
a) Describe what the resulting output would look like
b) Change the WRITE statement such that the resulting output will be formatted as thus


82B For each of the 1/O control functions below, which of the following statements apply to its use in HAL/S WRITE statements?
a) default characteristics (implied unless overridden)
b) causes absolute vertical movement
c) causes relative vertical movement
d) causes relative horizontal movement
e) causes absolute horizontal movement

1) $\operatorname{LINE}(1)$
2) COLUMN (1)
3) $\operatorname{SKIP}(1)$
4) $\operatorname{SKIP}(0)$
5) $\mathrm{TAB}(20)$
6) $\operatorname{SKIP}(5)$
7) PAGE (2)

## 83 THE READ STATEMENT

The syntax of the HAL/S READ statement is also quite simple Some examples (eg, " $\operatorname{READ}(5) \mathrm{A}, \mathrm{B}, \mathrm{C}$, ") have already appeared in this manual, the general form is not much more elaborate The READ statement consists of the word READ and a channel number followed by a list of variables and/or I/O control functions There are no restrictions on the variables, and the I/O control functions work the same way as in the WRITE statement

When any type of data aggregate appears in a READ statement, the components are filled in the "natural sequence", $1 e$, in the same order in which they would be written In the code

DECLARE A SCALAR, V VECTOR, I ARRAY (2) INTEGER DOUBLE, READ (5) A, V, I,
data from the external file will be assigned in the sequence
A, V $\$ 1, \mathrm{~V} \$ 2, \mathrm{~V} \$ 3, \mathrm{I} \$ 1, \mathrm{I} \$ 2$
If the file was ongmally produced (stored on disk, punched on cards, etc), by a HAL/S WRITE statement, its contents will be in the appropriate format for the READ statement Except for character and bit strings on paged tiles, the standard forms produced by the WRITE statement are all acceptable on mut

Input data prepared manually may be written in free format, all of the following lines are acceptable input for the READ statement above
a) $0,0,0,0,0,0$
b) $13 \mathrm{E} 53271 \mathrm{E}+0600124-2$
c) $1,234,56$

The examples illustrate several points First, it is not necessary to distingush between integer and scalar values Any sequence of characters which compnse a vald integer or scalar literal (as described in chapter two) is suitable to be read into either an integer or a scalar, non-ontegraal values read into an integer will be rounded

Individual values (in this case, numbers) in the input file must be separated by blanks or other delimiters One or more blanks, a single comma, or a single comma and any number of blanks are all equivalent. Multuple commas are a spectal case, which indicate "missing data" If the input file contaned

$$
1,, 2,3,4,5
$$

then the value of the second scalar in the READ statement above (V\$1) would not be changed

When a semicolon is encountered in the input stream, the current READ statement is terminated If the input consisted of

$$
15,26,
$$

then only two values would be read, regardless of subsequent values and punctuation in the file This fact can be useful when a program must process a variable number of mput values For mstance, a program to sum a sequence of numbers could be coded as

```
ADD:
PROGRAN,
    DECLARE TOTAL SCALAR INITIALGO) AUTOMATIC;
    DECLARE A ARRAY(100) SCALAR INLTIAL(O);
    READ(5) [A];
    DO FOR TEMPORARY I = 1 TO 100 UNTIL A = 0;
            TOTAL = TOTAL + A M
    END;
    WRITE(6) 'TOTAL IS ', TOTAL;
close adD,
```

One valid mput to this program could be

$$
-395,-1731,-993,57235,-250,+110,-45,+750,
$$

In this case, the READ statement would termmate when the semicolon was reached, leaving the rest of the array (A\$ (9 TO 100)) equal to zero

As illustrated above, a READ statement may take data from many lines of a file Lines will be processed untl ether a semicolon is reached or values are found for all of the operands of the READ statement The end of each line of input (eg, card column 80) serves as a delimiter equivalent to a blank Hence, individual values may not be split across lines

As m the other sequentral I/O statements, WRITE and READALL, a SKIP(1), COLUMN(1) operation is impled at the beginning of each READ statement This may be overndden by the same means used in the WRITE statement, eg,

READ(5) SKIP(0), TAB(0), X,
can be used to read data to the nght of a semicolon which termmated the previous READ statement If the mput data happens to be stored in fixed card columns, then the TAB and COLUMN functions can be used to skìp over unwanted data

Any attempt to read past the end of a file will result in a runtıme error Chapter ten describes a mechanism for recovering from thus and other errors

## EXERCISES

83 A Let the program ECHO begn as follows
ECHO PROGRAM,
DELCARE INTS ARRAY(3) INTEGER, INITIAL(1), SCALS ARRAY(3) SCALAR, INITIAL(0), READ(5) INTS, SCALS,

What will INTS and SCALS contan given the following inputs?
a) $8,7,655,-1,225 \mathrm{E} 2,4$,
b) $-1 \mathrm{E}-1,, 72$,
c) $249,251,249,251$,

83B Suppose mput intended for the program ECHO of problem 8 3A has been formatted as follows
Col 1
$\downarrow$
INTS
SCALS
Col. 8
$\downarrow$
$3 \quad 4 \quad 5$
617283
Col 78
$\downarrow$
00000001

Modify the READ statement in ECHO to gnore the labels on the left and the sequence numbers on the nght, and read in the values for INTS and SCALS properly.

$$
\begin{aligned}
& O_{R_{G I}} \\
& Q_{I N A L} P_{A G E} \\
& Q_{O R} \\
& Q U U A L I X E
\end{aligned}
$$

## 84 CHARACTER STRINGS

A HAL/S character varable may contann a string of characters, the number of characters is allowed to vary at runtime from zero up to a maximum specified in the declaration of the vanable The character datatype is declared in the same general way as other data types, eg,

DECLARE STARS CHARACTER(5) INTTIAL( ${ }^{(* * * * * *)}$,
The variable STARS is a character string of maximum length five and initially contaming five astensks Each character varable has both a maximum length and a current length The current length is adjusted every tume the variable is assigned, though it can never become greater than the declared maxmum If the length of the string on the right-hand stde of an assignment exceeds the maxumum length of the target varable, characters are truncated from the right before assignment In the code below, RATING starts with a length of zero (it is intralized to the null string), but after the assignment the current length becomes three

DECLARE RATING CHARACTER(5) INITIAL(') ,
DECLARE QUALITY INTEGER INITIAL(3), RATING $=$ STARS\$(1 TO QUALITY),

As shown, the general form of character subscnpting is the same as vector subsenpting, except that the width of a partition does not have to be known at comple-tume

In addition to subscripting a character strng to pick out a single character or a substring, HAL/S provides an operator for putting two strings together This is the catenation operator, denoted by the keyword "CAT" or by the sign "| ${ }^{\text {" }}$ "The effect of this operator is to append the nght-hand operand to the end of the left-hand operand
'ABC' \| 'DEF'
yields
'ABCDEF'
Character strings may also be compared with each other, as in

> IF RATING NOT = ‘**** THEN EXIT,
and may be compared for "greater than" or "less than" in order to sort them alphabetically The latter capability is affected by the collating sequence and is therefore implementationdependent More details can be found in the appropriate Users Manual

HAL/S also provides a set of built-m character functions (listed in Appendix A) The following paragraphs describe some of these functions as well as providng some practical examples of character operations

One of the major uses of character vanables and operations in HAL/S is formatting output In the WRITE statement below, the value of the integer varable $N$ will be inserted in a line of output

DECLARE N INTERGER,

WRITE(6) 'the answer is 'IlNl'fps',
If $\mathrm{N}_{15}$ six, the output from the statement will look like
THE ANSWER IS 6 FPS
Thas statement allustrates an mportant rule Whenever an integer or scalar is used in a character expression it is converted to its standard external format (a character string) The standard external format of an integer meludes leading blanks These blanks can be removed by means of the TRIM bullt-in function, as shown below

WRITE(6) 'the answer is 'I ITRIM(N)|P Fps',
This statement will produce
THE ANSWER IS 6 FPS
The TRiM function removes all leading and trailing blanks from a character string Its argument must be a character expression, thus N is converted to character before the invocation on TRIM in the statement above

Similar character functions are RJUST and LJUST, whech add leading and trailing blanks, respectively Each of these functions takes two arguments, a character expression and a field width These functions right or left-justify the value of the character expression in a field of specified width With $\mathrm{N}=6, \operatorname{RJUST}(\mathrm{~N}, 2$ ) yıelds ' 6 ' and LJUST (XYZ',4) yields ' XYZ '

Note that withu the quotes of a character literal, blanks are treated the same as any other character Any character may be used in a quoted stang

Like variables of any data type, character strings may be arrayed The following function could be used to display the value of a boolean (B) in the format specified by an integer (TYPE)

```
STATE:
FUNCTEON(B, TYPE) CHARACTER(5);
    DECLARE S GOOLEAN,
        TYPE INTEGER,
    DECLAPE YES ARRAY(4) CHARACTER(5) INITIAL('TRUE', 'ON', 'OPEN', "VALID');
    DECLARE MO ARRAY(4) CHARACTER(5) INITIAL('FALSE'; 'OFF', 'SHUT', 'ERROR');
    IF E THEH
        RETURN YES ;
            TYPE:
    ELSE
        RETURN NO ;
        TYPE:
CLOSE STATE;
```

This function could be invoked as shown below

```
DECLARE BOOLEAN INITIAL(OFF), VALVE, POWER,
WRITE(6) 'VALVE=',STATE(VALVE,3),'POWER=',STATE(POWER,2),
```

This example would produce
VALVE=SHUT POWER=OFF
The concepts of maxımum length and current length apply to each element of an array, and to the value returned by a character function The maximum lengths of all elements of a character array are equal, but the current lengths may vary Thus, the length of the value returned by STATE can vary from two to five The maximum length on the function header can never be exceeded, however, if "RETURN 'ABCDEFH'," was executed, the string would be truncated at the nght yieldmg 'ABCDE'

It should be noted in the example above that the $n^{\text {th }}$ element of a character array such as YES is represented by "YESS(N)" and not "YESSN" The trailing colon must be suppled to indtcate the absence of component subscripting just as in arrays of vectors, matrices and Bit Strings (Booleans) As before, both array and component subscripts may be supplied If needed YESS(3 2) is the second character of the third element of YES ' $P$ '

A few examples of automatic conversion to character type have appeared above It is also possible to explicitly convert to character type va the CHARACTER shaping function Thus function is syntactically identical to the INTEGER, SCALAR, VECTOR, and MATRIX
shaping functions described previously it converts its argument or arguments to their standard external formats it has an addtional form that allows conversions to octal or hexadecimal as shown below

## WRITE(6) CHARACTER\$(@OCT)(BIT(N)),

If the mteger N is equal to 29 , this statement will produce the output
'0000000035'

When the CHARACTER function is subscrapted with a radix (@OCT or @HEX), its operand must be a bit string The BIT function above is not fully described until Chapter 13, but in this case it merely returns a bit pattern equivalent to its argument

Another use of the chatacter mampulation facilites is reading data that is not in the standard HAL/S format Integer data that has been punched on cards in the format shown by the table below could be read in by the HAL/S statements which follow it

## Input Format

Columns Description

| $1-3$ | case number |
| :---: | :--- |
| $4-5$ | age |
| 6 | $1=$ male, $2=$ female |
| $7-10$ | $X$ factor |

Example of Mnut
1152612781

```
AGE
PRGGRAM,
    DECLAFE C CHARACTER(80),
    DECLARE INTEGER,
        CASE_hUM, AGE, SEX, X,
    READALL(5) C;
    CASE_NUM = INTEGER(C'C TO 3;
    AGE = INTEGERC'`,
    SEX = INTEGEPIC',
    X= IHTEGER(C
CLOSE AGE,
```

This would yield the following values

| CASE_NUM | $=115$ |
| ---: | :--- |
| AGE | $=26$ |
| SEX | $=1$ |
| X | $=2781$ |

When the argument to the INTEGER shaping function is a character stnng, all of the characters must-be in the range-0-9 (1 e , comprise-a valde integer) Thus, this code would not work if the CASE_NUM field (for mstance) was coded with leading blanks instead of leading zeros The TRIM function can be used to make the program more tolerant as in

```
CASE_NUM = INTEGER(TRIM(C$(1 TO 3))),
```

The READALL statement used to obtain C from channel 5 (probably a card reader) will be fully described in the next section of this chapter

Since the standard external format for scalars is not always convement, a character functon like the one below can be used to write a more readable XX YYY notation

```
REFORMAT:
FUNCTION(X, DECIMAL5, WIDTH) CHARACTER(20),
    DECLARE X SCALAR,
            DECIMALS INTEGER,
            HIDTH YNTEGER,
    X IS THE NUMBER TO BE CONVERTEO, DECEMALS IS THE NMMBER OF
    DIGITS TO BE PRINTED AFTER THE DECIMAL FOINT, AK'D WIDTH IS
    THE TOTAL LENGTH OF THE STRIHG RETURNED
        DECLARE Y SCALAR;
        DECLARE C CHARACTER(20);
        DECLARE 5 CHADACTERIII;
        DECLAPE ZEPOS CHARACTER(20) CONSTANT(CHAR(20)'0'2;
        IF X < O THEN
            DO,
            Y = -X;
            s}= '-'
            END;
    ELSE
            DO,
                Y = X;
                    's='';
            ENT;
        c}=\mathrm{ CHARACTERITNTEGER DECIMALS
        C= CHARACTER(INTEGER (10 Y),
    IF LEHGTH('C) < DECIMALS THEN
            'े}= ZEPOOS I| 'े,
            I TO DECIHALS-LENGTH(C)
        RETURN RJUSTC'S || c
CLOSE REFORMAT,
```

With the function before,
WRITE(6) REFORMAT(SQRT(2), 3, 5),
would yeeld
' 1414 ', e , a five character field with three decimal places
Two new features are introduced in this example First, the expression "CHAR(20)*0" is a shorthand notation for the string consistung of twenty zeros It is a character hiteral which may also be used in an assignment statement such as

$$
\mathrm{C}=\operatorname{CHAR}(80)^{{ }^{\circ}} \text {, /×blank card }{ }^{*} /
$$

An additional built-in function, LENGTH, is also used LENGTH takes a character variable or expression as an argument and returns an integer representing its current length

The REFORMAT function shown here has one deficiency It does not check X for being too large for a field of width WIDTH A good fixup would be to return part of X in scientific notation if it is too large for the field This improvement is left as an exercise

## Exercises

84 A Which of the following expressions are legal character subscripts? Which are legal vector subscripts? (Assume all variables are of integer type)
a) (4)
b) $(\mathrm{I}+1)$
c) (7 AT 3$)$
d) (2 TO I-2)
e) $(6 \mathrm{AT} \mathrm{I}+\mathrm{J})$
f) (I TO J)
g) ( K TO K-1)

84 B What will the output be from the following program?
PROG_B PROGRAM,
DECLARE CH CHARACTER(15) INITIAL('ABC'), REPLACE PRINT BY "WRITE(6)", PRINT CH, $\mathrm{CH} \mid \mathrm{ICH}$, $\mathrm{CH}=$ ' $123^{\prime} \mid \mathrm{lCH} \mathrm{l}^{\prime} 456^{\prime}$, PRINT CHS(1 TO 5), CH\$(5 TO \#), $\mathrm{CH}=\mathrm{CHS}(\mathrm{I}$ TO 2) $\mathrm{IlCHS}(3 \mathrm{AT} \#-5)$, PRINT CH, CH(\#-2 TO \#),
CLOSE PROB_B,

84 C Given the following declarations and assignments, which of the following compansons are true' Assume the ' $A$ ' $<{ }^{\prime} \mathrm{B}^{\prime} \lll{ }^{\prime} \mathrm{Z}$ '

DECLARE C15. CHARACTER(15)
DECLARE CHARACTER(1)
Cl1, Cl2,
$C 15=$ ' A ',
$C 11=$ ' $\mathrm{A}^{\prime}$,
$C 12=$ ' $\mathrm{B}^{\prime}$,
a) ' A ' $=\mathrm{Cll}$
b) $\mathrm{Cl} 5=$ ' A '
c) $\mathrm{Cl5}=\mathrm{Cl1}$
d) $\mathrm{Cl} 5 \mathrm{C}=\mathrm{Cl} 2$
e) ' A ' $<\mathrm{Cl} 2$
f) ' $A$ ' $<$ ' $A B$ '
g) $\mathrm{Cll}<{ }^{\prime} \mathrm{AB}$ '
h) $\mathrm{Cl} 5<\mathrm{Cl} \mathrm{CAT} \mathrm{Cl2}$

1) ' 1 ' $<$ ' 1 '
j) $\mathbf{I}^{\prime} \mid \|^{\prime}>$;'

## 85 OTHER HAL/S I/O CONSTRUCTS

The READ and WRITE statements already described allow data to be transferred between a HAL/S program and a sequentral character oriented file The data is always transferred in a standard format according to its type, though I/O control functions allow arbitrary positioning of the data Since character operations allow output reformatting, the addition of an unformatted read (READALL) gives the programmer complete control over sequentral character files

HAL/S also supports random-access files, which do not necessanly contain character data, va the FILE statement, and provides some features which and in transferring data to and from special purpose sensors and effectors

## Exercises

85A What HAL/S data types may be read usung the READALL statement?
8 5B How are character strings sutable for mput via the READALL statement different from those suitable for mput via the READ statement?

## 851 The READALL Statement

One example of the READALL statement,
DECLARE C CHARACTER(80), READALL(5) C,
was used in the previous section Aside from the READALL keyword, the format of thes statement 15 exactly that of the READ statement, although a restriction is made that all varrables be of character type

The READALL statement can mput up to one line of characters from a HAL/S channel, the characters read are placed directly in the character vanable or vanables without any special interpretation of the delmaters blank, comma, and semicolon Characters are transferred until either all of the varnables have been filled to their declared maximum lengths, or the entire line has been read, whichever comes first Unless the READALL statement begns with I/O control functions (e g SKIP, LINE) the device mechanism is advanced to the begnong of a new line before the first character is transferred

When a list of varables or a character array is specified, each varable or element is filled in turn There is no automatic movement of the device mechansm between varables This allows a line of data to be broken into fields, a card could be read as eaght 10 -character fields by

DECLARE CARD ARRAY(8) CHARACTER(10), READALL(5) CARD,

I/O control functions may also be used with READALL Using the declaration above, just the first and last fields could be read by

READALL(5) CARD\$(1), COLUMN(71), CARDS(8),
READALL uses the same set of channels as READ and WRITE Input and output should not be moxed on the same channel, but READ and READALL may both be used on the same imput file or even the same card as in the following example

```
OUTER:
```

OUTER:
PROGRAM;
PROGRAM;
DECLARE SCALAR,
DECLARE SCALAR,
FHI, ALFHA,
FHI, ALFHA,
DECLARE IHIITIAL_POSN VECTOR DCUBLE;
DECLARE IHIITIAL_POSN VECTOR DCUBLE;
DECLAPE HODE INTEGER,
DECLAPE HODE INTEGER,
PRINT BCOLEAN,
PRINT BCOLEAN,
.
.
.
.
INITIALIZE*
INITIALIZE*
PROCEDURE,
PROCEDURE,
DECLARE V NAME CHARACTER{8};
DECLARE V NAME CHARACTER{8};
REPLACE INFILE BY "5",
REPLACE INFILE BY "5",
DO WHILE TRUE,
DO WHILE TRUE,
READALL(INFILE) VNAME,
READALL(INFILE) VNAME,
VNAME = TRIMIVNAME},
VNAME = TRIMIVNAME},
IF VHAME = 'PHI' THEN READ(ENFILE) SKIP(0), COLUMN(9), PHI;
IF VHAME = 'PHI' THEN READ(ENFILE) SKIP(0), COLUMN(9), PHI;
IF VHAME = 'ALFHA' THEN READ(INFILE) SKIP(O), COLUNN(9), ALPHA;
IF VHAME = 'ALFHA' THEN READ(INFILE) SKIP(O), COLUNN(9), ALPHA;
IF YNAME = 'I_FOSN' THEN READ(INFILE) SKIP(O), COLUMN(9), INITIAL_POSH,
IF YNAME = 'I_FOSN' THEN READ(INFILE) SKIP(O), COLUMN(9), INITIAL_POSH,
IF VNAHE = 'MODE' THEN READ(INFILE) SKIP(O), COLUMN(9), MODE,
IF VNAHE = 'MODE' THEN READ(INFILE) SKIP(O), COLUMN(9), MODE,
If VNAME = 'FRIMT' THEN READ(INFILE) SLIP {0}, COLUMN(9), PRINT,
If VNAME = 'FRIMT' THEN READ(INFILE) SLIP {0}, COLUMN(9), PRINT,
IF VNAME = 'END' THEN EXIT;
IF VNAME = 'END' THEN EXIT;
END,
END,
IF PRINT THEN
IF PRINT THEN
MRITE(6; PHI, ALFHA, INITIAL_FOSN, MODE;
MRITE(6; PHI, ALFHA, INITIAL_FOSN, MODE;
CLGSE IHITIALIZE,
CLGSE IHITIALIZE,
*
*
CLOSE OUTER;

```
CLOSE OUTER;
```

The INITIALIZE procedure above could be used to read mutial values for a smulation run. The mput lines would consist of a variable name in the first eight columns followed by an mitral value in the standard external format for that data type, eg


This type of initalization module takes little memory and is farrly efficient if there are not too many vanables its main advantage is that it is very easy to code, particularly if a parameterized REPLACE macro is used to abbreviate the repeated code

```
REPLACE TEST(ID, VAR) BY "
    IF VNAME = ID THEN READ(5)
    SKIP(0), COLUMN(9), VAR"*,
```

TEST('ALPHA', ALPHA),
TEST('I_POSN', INITIAL_POSN),
etc

### 85.2 The FILE Statement

The FILE statement is used to read and write random access files These files (which are numbered separately from channels) are organized into records which may be accessed in any sequence Generally speaking, any record may be read or written in the same amount of tumes as any other (hence the term "random access")

The FILE statement has two forms
FILE(number, address = expression, and
vanable $=$ FILE(number, address),
The construct FILE(number, address) is called a file expression When the file expression is used on the left of the equals sign (the output file' statement), the value of "expression" is wntten to the record specified by "address" on the file specfied by "number" When the file expression as used on the right hand stde (the mput file statement), the record denoted by the file expression is read into "vanable"

The FILE statement is highly implementation-dependent The approprate User's Manual should be consulted before it is used

The "number" and "address" operands of the file expression may be any integer or scalar arithmetic expression "Number" must be computable at comple-tume If the expression as scalar, it will be rounded to the nearest integer The legitumate ranges of these integers are implementation dependent

There are no restrictions on "expression" in the output file statement All of the following statements are legal

```
DECLARE MATRIX(10,10), M1, M2,
DECLARE A ARRAY(99) INTEGER,
DECLARE C CHARACTER(20),
DECLARE I INTEGER INITIAL(17),
REPLACE HIST BY " 5 ",
FILE(HIST, 12) \(=\) MI,
\(\operatorname{FILE}(5, \mathrm{I}+1)=\mathrm{M} 1+\mathrm{M} 2^{* *} \mathrm{~T}\),
FILE(HIST,8) \(=\) M1\$(2 TO 7,*),
FILE(HIST,9) \(=\) A+1,
\(\operatorname{FILE}(H I S T, 10)=\mathrm{C}\) i| I,
```

There are, however, some restnctions on "vanable" in the input file statement These are the same restrictions that apply to assign parameters of procedures "vanable" must be one of the following

1 An unsubscnpted varable
2 An enture array element
3 A contrguous partution of a single vector or matrix

The following mput file statements are all legal

```
M1 = FILE(HIST,2),
C = FILE(3,3),
A$I = FILE(4,4),
M1$(1,*) = FILE(5,6),
```

It is not possible to read into a non-contuguous partition of a MATRIX (M1S(*,1)) or an array partition (AS(5 TO 10)) or a partition of a character stning (C\$(3 TO \#))

Both versions of the file statement cause the transfer of unformatted binary data Thus, If the file statements are to be used relably, a record should always be read mito a variable of the same type and organzation as the expression that was written Smce the compler cannot know how a file was onginally written, it is up to the programmer to ensure compatabilty

## 853 Avionics I/O

HAL/S does not include any specific avioncs I/O statements, principally due to the fact that there is currently no standardızation of arborne I/O systems Some flight computers have one or more independent I/O processors or channels with their own unque mstruction sets Other computers either have CPU instructions for I/O or have a section of memory that is "hard wired" to external devices (e g storing into location 5432 [octal] moght lower the landing gear)

Operating systems also vary widely in the regard In some systems I/O is requested by application programs, whle in others it is all done "automatically" on a periodic bass Finally, every system will have a different complement of sensors, displays, effectors, etc, each of which may have its own unque formatting and protocol requirements

Although there is presently no way to implement generalized avionics I/O as a HAL/S statement, the language does provide a number of features that allow individual systems to be tailored

1 Structure (chapter 9) and compool (chapter 11) templates allow a section of memory to be mapped into a collection of variables of assorted types
2 Procedures and functions can be coded in assembly language and interfaced to a HAL/S program (see chapter 11)
3 Bit strings (chapter 13) allow low-level formatting via subscnpting and logical operators (AND, NOT, etc)
4 I/O errors may be handled via the ON ERROR statement described in chapter 10
5 Event variables (chapter 12) allows waring for I/O completion, and may trigger transactions when signalled

The following code illustrates some of the ways that I/O might be performed in alternate systems

```
ASSORTEDDIO
PFCGRAY,
    PC゙FLAEE GEAFDChN Br "YHHEGER(OCT"54J2')",
    DECLAPE DCVAVFEAD EVENT,
    DECLAPE REMAME ARRAY(3e768) BIT(LG) IHITIAL(HAMECNULLI),
    STRUCTLPE IOPAFH
        1 DEvICE IHYEGEP,
        1 STAUUS BIT(16),
        l buFFER HAHE APF,YY(IO: IHTEgER, -
        1 hoves IHMEGEP,
    DEGLAFE FHOSE SORS IOPARM-STRUGTUPE FHITIALIIG, HEX'O', NULL, 27%,
    OECLAFE IO FRCCEDLRE WCHHAL[1),
    PEPLAEE OPSYS BY '1",
    do case onsis,
        /5\C(9). /#PERCENT MACRO*/
        GALL IOKFLOSENSORS). /*ASSEMBLY LANGUAGE#/
        MEM = OH,
        GEApDOLA
        SIGNAL GOHAMREAD, /FEVENT VARTABLE*/
        Em,
CLOSE ASSORTEDIO,
```

This program only indicates a few alternatives, there are many other possibilities


## End Of Chapter Problems

8A Write a HAL/S program that will read, from channel 5, 2 arrays of character strings ( 5 elements per array, maximum 5 characters per string), remove leading and trailng blanks from each strang, reverse each string, and write the results on channel 6 in the form

Column 5
CHAR_ARR1 1
CHAR_ARR1 ${ }_{2}$

CHAR_ARRI 5

Column 15
CHAR_ARR2 ${ }^{1}$
CHAR_ARR2 2

CHAR_ARR $\mathbf{2}_{5}$

8B Write a HAL/S program to perform the following task
Input on channel 5 contains the names of 50 people, each consistang of a first name, one blank, and a last name Names are separated by commas, the maximum length of any name is 25 characters, and there are no blanks in the input except those following the last comma in a line (no name is broken across two lines) The final name is not followed by a comma

The program should read in all 50 names into an array, and wnte on channel 6 all names whose last name begns with ' $S$ '

An example of possible program input is
SAMUEL COLERIDGE,CHARLES BAVOELAIRE,EMMY NOETHER, WILLIAM SHAKESPEARE,TYCHO BRAHE,DAVID HILBERT, etc.

8C Write a HAL/S program that will read from channel 5 a 1 - to 3 -digit integer, and write on channel 6 the English equivalent, eg,
$173 \rightarrow$ ONE HUNDRED SEVENTY-THREE
$0 \rightarrow$ ZERO
$15 \rightarrow$ FIFTEEN etc

## 90 STRUCTURES

HAL/S structures provide a means of collecting a group of varrables under a single name This grouping capability has a number of uses, one of which is illustrated below Suppose a utility function which requires many parameters is defined at the outer level of a program and invoked from lower level code as shown below


It is advantageous to keep the actual arguments passed to UTIL (1e V, S1, S2, etc) declared at the lowest possible level because of the protection afforded by scoping rules, and to show that these variables "belong" with the NESTED code block On the other hand, some inefficiency results from passing ail five parameters separately The code in the next figure shows how structures can be used to reduce the number of UTIL parameters to one

## ORIGINAL PAGE IS OF ROOR QUALATE

```
OUTER:
PROGRAM,
    dECLARE SCALAR,
    STRUCTURE G1+ G2,
        TRUCTURE UTIL_PARM:
        I Y VEETOR,
        1 Sl Scalar,
        1 C INTEGER,
        l se scalar,
        1 E BOOLEAN;
UTIL:
FUNCTION(X) VECTER;
    dECLARE X UTIL_PARH-STRUGTURE,
            :
            :
        RETURN X.".
CLOSE UTIL,
NESTED
fracgoure,
    dEclare result vector;
    DECLARE LOCAL UTIL_PARM-STRUCTURE INITIALCO, 1, 0, 0, 83, 0; OFFI;
    note that the tehplate is not repekted
    LOCAL.S1 = G1/3,
    LOCAL S2 = SIN(G1 +G2),
        !
    RESULT = UTIL(LOCAL),
CLOSE NESTED,
CLOSE OUTER,
```

Several new language constructs are used in this example First is the statement beginning with "STRUCTURE UTLL_PARM" This statement creates a struciure template named UTIL_PARM which defines the layout of the UT'LL_PARM-STRUCTUREs declared later In addition to structure declaration and initialization, the example shows references to the components of a structure, structure terminals, such as "LOCAL S1" and an entre structure, LOCAL

The next section describes all of the constructs used in the example, although some of the more complex forms are deferred to the end of the chapter

### 9.1 DECLARING AND REFERENCING STRUCTURES

In the statement
DECLARE LOCAL UTIL_PARM-STRUCTURE INITIAL $(0,1,0,0,83,0,0 F F)$,
the phrase "UTIL_PARM-STRUCTURE' takes the position usually occupied by a data type This is actually consistent syntax because X-STRUCTURE, where X is a template name, is a data type Hence, a template name with the word STRUCTURE attached by a hyphen can be used in most of the constructs from previous chapters which require a data type or "type specrication" Examples melude factored declare statements such as

```
DECLARE UTIL_PARM-STRUCTURE,
    LOCAL,
    \(X\),
    Y INITIAL( \(1,2,3,4,5,6\), True \()\),
    ZERO CONSTANT( \(0,0,0,0,0,0,0 \mathrm{ff}\) ),
```

and function type specification, as in

SHAPE FUNCTION(A,B,C,D) UTIL_PARM-STRUCTURE,

It is important to note that STRUCTURE by itself is not a data type The type of a structure is entirely defined by the layout of its template From this rule, and the description of parameter passage in chapter seven it follows that when a structure is passed to a procedure or function, the template of the actual argument passed must be adenitical to the template of the formal parameter

The conditions under which two templates are identical for purposes of data type matching (in parameter passage, assignments, etc) will be discussed in Section 9.2 However, the easlest way of assurng that two structures are of the same data type is to use the same template in thear declarations In the example, the STRUCTURE statement which defines the UTIL_PARM template is part of the program level declare group It can be used in the declarations of $X$ and LOCAL in nested routnes because the scoping rules for structure templates are the same as for declared vartables Thus, a template defined at the program level is global and may be used in declarations anywhere in the program

In addition to parameter passage, entire structures may be used in assignment statements and in the vanous $1 / O$ statements For example, a set of ten test cases could be run through the UTIL function by executing the following code

```
M OUTER
program;
    DECLARE SCALAR,
            61, 62;
    STRUCTURE UTIL_PARM:
        1 Y VECTOR,
        1 Sl SCALAR,
        l C INTEGER,
        l S2 SCALAR,
        l E BOOLEAN,
    DECLARE ARG UTIL_PARM-STRUCTURE,
UTIL
FUNCTION(XI VECTOR,
    declare x Util_papm-structure,
        -
        #
    RETURN X.\overline{v},
CLOSE UTIL;
    DO FCR TEMPORARY I = 1 TO IO;
        reapl5) arg,
        HRITE(6) 'UTIL OF', ARG, '=', UTIL(ARG),
    ENO;
close OUTER;
```

The statement " $\operatorname{READ}(5) \mathrm{ARG}$, " is functionally equivalent to
READ(5) ARGV, ARG S1, ARGC, ARG S2, ARGE,
In other words, the components of the structure are read in the "natural sequence", which is the order in which they appear in the structure template The components are output in this same sequence when ARG appears in a WRITE statement

Similarly, given
DECLARE UTIL_PARM-STRUCTURE, A, B,
the statement

$$
A=B
$$

is equivalent to the sequence
$A V=B V$,
$\mathrm{AS} 1=\mathrm{BS}$,
$A C=B C$,
$\mathrm{A} S 2=\mathrm{BS} 2$,
$\mathrm{AE}=\mathrm{BE}$,
Structure components, such as LOCAL V and A S1, follow exactly the same rules as simple variables of the corresponding data type No restractions whatsoever are mposed on a structure component that would not also apply to a sumple variable of that type Thus, the vector component, V, of a UTIL_PARM-STRUCTURE, A, can be subscripted
$A V \$ 1=A V \$ 2$,
used in a comparison,
DO UNTIL A VS(2 AT 1) $=0$,
passed to a bullt-in function,
A S1 $=\operatorname{ABVAL}(\mathrm{A} V)$,
read, written, or filed, or used m any other construct m which a vector is allowed Furthermore, there is no additional runtume overhead (ether time or space) anvolved in referencing a component of a structure rather than a simple vanable

Structure intialization is essentially the same as array initialization The initial Ist consists of a value or set of values for each component of the structure, separated by commas The CONSTANT attnbute is also acceptable There is no way to write a structure literal, but the CONSTANT attrbute may be used to obtain the same effect For example, a convensent way of setting all of the components of a structure to zero is

```
DECLARE UTIL_PARMS-STRUCTURE,
    A,
    B,
    ZERO CONSTANT(0,0,0,0,0,0,Off),
A = ZERO,
```

In addition to assignment statements, parameter passage, and I/O statements, comparison of entire structures is permitted As was the case with arrays, the only comparisons that can be made between structure operands are equal $\Leftrightarrow$ ) and not equal ( $7=$ )

In this section we have discussed all of the ways that entire structures can be used in executable statements and made the assertion that components of a structure may be used in any way that smple variables of the same types can be used We have discussed declaration and mitialization of structures using the template names as a data type All of the examples have used the same template (UTIL_PARM), but the rules for creating templates have been omitted and the naming of structure components has only been impled by example In section 92 we will clear up these points and show additional examples of the use of structures This chapter concludes with the presentation of two additional attributes "Copiness", which is analogous to arrayness of other data types, and unqualified structures, which are easter to reference but more limited in capabilty

## 92 THE STRUCTURE TEMPLATE

A structure template describes the layout of a structure in terms of the order and data types of its components A structure template is created via the STRUCTURE statement Thus statement begns with the word STRUCTURE followed by the name of the template being defined and a colon. The remainder of the statement is a list of component descriptions separated by commas Each component is described by a level number, a name, and a data type The statement below creates a template named SUPER_VECTOR which has three components

## STRUCTURE SUPER_VECTOR <br> 1 V VECTOR, 1 STATUS BOOLEAN, 1 TIMETAG SCALAR,

The phrase " 1 V VECTOR" defines a component named V of type VECTOR at level one These level numbers require some explanation, but first we will state the rules about names and data types

1) The name of a structure component may be any valid HAL/S identifier
2) The names of structure components need not be unique, provided they can be unambiguously referenced ( 1 e . structures A and B may both have a component named X since they can be distingushed by referencing $\mathrm{A} X$ and $\mathrm{B} X$ )
3) The components of a structure may be of any data type They may be of single or double precision and they may be arrayed

Since SUPER_VECTOR-STRUCTURE is a data type by the definition m this chapter, le three above makes the following template legal

```
STRUCTURE STATEVEC
    1 POSITION SUPER_VECTOR-STRUCTURE,
    1 VELOCITY SUPER_VECTOR-STRUCTURE,
    1 ACCEL SUPER_VECTOR-STRUCTURE,
```

Given the following structure declaration
DECLARE STATE STATEVEC-STRUCTURE,
how are the low-level components referenced ${ }^{?}$ The answer follows from the information already presented Since the $V$ component of POSITION is named "POSITION V", the POSITION V component of STATE may be referenced as "STATE POSITION V" This process may be carned to any level Given,

## STRUCTURE S2

1 STATE STATEVEC-STRUCTURE,
1 ATTITUDE_INFO ARRAY(3) VECTOR DOUBLE, DECLARE STATE2 S2STRUCTURE,
the components are named
STATE2 STATE POSITION V, STATE2 STATE POSITION STATUS,

STATE2 STATE ACCEL TIMETAG, STATE2 ATTITUDE INFO\$(1),
and so forth The components listed above are called structure termmals A structure terminal is any component of a structure which itself is not a structure. Structure components which are also structures are termed structure nodes, this terminology stems from viewing a structure as an inverted tree, as shown below



In this dagram, rounded boxes are used to represent nodes, or forks in the tree The square boxes represent structure termmals which are the leaves of the tree

In Section 91 it was stated that a component of a structure may be used in any context in which a simple variable of the same type can be used This statement applies to both structure terminals and to entire nodes of a structure Since the nodes STATE2 STATE POSITION and STATE2 STATE ACCEL are of type SUPER_VECTOR-STRUCTURE, they may be read, written, filed, assıgned to each other, compared, or passed as parameters to a procedure or function which expects a SUPER_VECTOR-STRUCTURE as an argument Thus, these components of STATE2 STATE might be manpulated as shown below

```
F
FPOGRAM,
    STPUCTLPEF SUPEP_VECTOR
        l V VECTOR.
        STATUS EOOLEAH,
        1 TIMETAS SCALAR,
    STFUCTHES STATEVEC
            l POSIIIOM SUFER_VECTOR-STRUCTURE,
            | ELOCITY SJFER_VECTOR-STRUCGTURE,
            I ACEEL SUPEZR_VGGTOR-STRUCTUQE,
    OECLAFE STATE STATEVEC-STPUCTURE,
    STRUCTLEE 52
        1 STATE STATEVEC-STRUETUNE,
        I ATTETUDE_IHFO ARPAY{3) VECTOR DOUBLE,
    DECLARE STATEZ
    PEPLARE TEST_DATA BY '"I',
    DECLARE CYCLE IFTTEGER INTJIAALCOI,
    DECLARE DELTAmT CONSTAHTG / 10J. /WTEME BETWEEN SAHPLES*/
    STATEE STATE ACEEL # READ_ACC(17),
    ASSLME THAT }17\mathrm{ SELECTS THE CORRECT ACCELEROHETER
    CALL IBTEGPATE(STATEZ STATE AGCEL) ASSIEHISTATEZ STATE VELOCITY।,
    CALL IHJEGOATE(STATE2 STATE VELOCETY) ASSIGNESTATEZ STATE POSETIOH),
    CYCLE = CYCLE + 1.
    FILE{TEST_DATA, EYCLEJ = STATE2 STATE,
        PHSAVE FOR FOST FROCESSING*/
IHTECPATE
FPCCEOURE{ IKPUT) ASSICH(OUTPUT).
    DECLARE SUPEP_VECTOR-STRUCTURE,
        IHFUT, OUTFJT,
    IF IMPUT STATUS = FALSE THER:
        DO.
            OUTPUY STATUS F FALSE
            RETUPN,
        ERM.
    OUTfUT TIHETAG = INPUT TTHETAG.
    outfut \overline{v}=\mathrm{ Output }\overline{v}+\mathrm{ infut }\overline{v}\mathrm{ delta_r,}
CLOSE Imiggrate,
CLGSE P,
```

An alternate way of coding the S2 template used in declaring STATE2 appears in the following figure This example should make the use of level numbers clear Level numbers provide the capability of creating nodes in a template without referencing other templates No change whatsoever would be required to the previous program if this $S 2$ template was substituted for the earler formulation

```
P:
PROGRAH;
    STRUCTUPE SUPEP_VECTOR:
        I V VECTOR,
        1 STATUS BODLEAN,
        1. TIIETAG SCALAR,
    STRUCTUEE 52.
        1 STATE,
            2 FOSITION,
                3 V VECTOR.
                    3 STATUS BGOLEAN,
                    3 TIMETAG SCALAR,
                2 vELOCITY,
                    3 V VECTOR,
                    3 STATUS SOOLEAN,
                    3 TIMETAG SCALAR,
            2 ACCEL SUPER_VECTOR-STRUCTURE,
        1 ATTITUDE_INFO ARRAY(3) VECTOR DOUBLE;
CLOSE P,
```

By referring back to the tree dagram of the STATE2 structure, it can be seen that the level numbers represent the distances between the top of the structure and each component Another illustration of this correspondence appears below

```
STRUCTURE X
    | A,
        2 B INTEGER,
        2C,
            3 D INTEGER,
            3 E INTEGER,
    I F INTEGER,
```



In these examples, the structure templates have been indented to show the contents of each node This indenting is supplied by the compiler based on the level numbers Since the HAL/S language is written in free format, the number of blanks coded on source cards is irrelevant Hence, the previous example could also be written as

STRUCTURE X 1 A, 2 B INTEGER, 2
C, 3 D INTEGER, 3 E INTEGER, 1 F INTEGER,
and the same output listing would result

> ORIGINAL PAGE IS OE ROOR QUALIIX

Coding stracture templates in the above form is not recommended, however Properly indented source code generally makes desk checking and subsequent modification much easter

## Exercises

92 A Write structure templates for the following trees

where
$\mathrm{Cl}, \mathrm{El}$ are 3 -vectors,
D2, Fl are $3 \times 3$ matrices,
D2, E2 are arrays of length 5 of 3-vectors,
All other terminals are scalar
9 2B
a) For the following sequence of structure templates and the single declaration below, draw the tree for the declared structure TEST_DATA

STRUCTURE X
1 A INTEGER,
1 B ,
2 V1 VECTOR,
2 V2 VECTOR,
STRUCTURE Y
1 A.
2 B INTEGER,
2 V1 VECTOR,
1 C SCALAR,
STRUCTURE DATA
1 L,
2 M X-STRUCTURE,
2 N Y-STRUCTURE,
1 I,
2 J X-STRUCTURE,
2 K Y-STRUCTURE,
DECLARE TEST_DATA DATA-STRUCTURE,
b) Write, in the natural sequence, the expressions used to reference each terminal of TEST_DATA
c) Write an alternate structure template for DATA that allows the terminals to be referenced exactly as in part (b), but does not use structures X and Y
d) Call the structure template of part (c) DATA_PRIME, and make the followng declarations

DECLARE STRUCI DATA-STRUCTURE, STRUC2 DATA_PRIME-STRUCTURE,

Which of these assignments are legal

1) STRUCF LMA $=$ STRUC 2 LMA,
2) STRUC1 $=$ STRUC2,
3) STRUC1IK = STRUC2IK,
4) STRUC1.L M = STRUC2 IJ,
5) STRUC2 L $=$ STRUC2 I,

92 C Rewnte the following segment of HAL/S code, using structures to elimmate the DO FOR loop How must the procedure PROCESS be changed to allow this? Be sure the data can be read in the same order as before

```
DECLARE VEC_ARR ARRAY(5) VECTOR,
DECLARE TIM_ARR ARRAY(5) SCALAR,
DO FOR I = 1 TO 5,
    READ(5) VEC_ARR$(I ),TIM_ARR$I,
END,
CALL PROCESS(VEC_ARR,TIM_ARR),
```


## 921 Template Matching

Throughout this chapter, the data fype of a structure has been named by referring to the template used in its declaration The statement has been made that two structures are of the same data type if their templates are identical For the purpose of matching data types, two structure templates are identical if and only if the order and data types of all of then components are exactly the same For structure terminals, all of the attributes including prectsion and arrayness must match The term "components" used above also includes structure nodes, Two nodes are of the same type of and only if their components are of the same data types and in the same order

## ORIGINAL page is <br> Bogr Quality

This rule can be stated in two different ways

1) Two structure templates are identical if and only if the order, data types, and herarchical arrangement of ther termmals are the same
2) Two structure templates are identical if the only differences between them are the names of terminals and nodes

Most of the information about structures has already been presented We have seen how to declare and reference structures and theerr components, and how to code structure templates The use of structures to group data for parameter passage, assignment as a block, and the smphification of I/O statements has been illustrated Subsequent sections will add a few more capabilities to structure declaration and referencing by building on the basie concepts of templates, nodes, termmals, and user-defined data types presented here

## 93 MULTI-COPIED STRUCTURES

Multi-copred structures provide a capability sımilar to arrays of simpler data-types The uses of structure copmess are much the same as the uses of arrayness described in chapter six If several structures are to be processed identically, it is convenent to reference them by number within a loop An example of this usage is described below

The SUPER_VECTOR template from Section 91 (repeated below) might be used to contan sensed velocity data from an mertial measurement unit Since these devices are usually redundant, it is useful to define a multi-copred SUPER_VECTOR to contan the data The following figure shows how such an entity can be declared and referenced

```
EXAMPLE_N:
PROGRAM:
    STPUCTURE SUPER_VECTOR
        1 V VECTOR,
        1 STATUS EODLEAN,
        1 TIMETAG SGALAR,
    DECLARE VEL SUPEP_VECTOR-STRUCTURE(3),
    GECLARE SEST INTEGER,
    OO FOR TEMPORARY I = \ TO 3,
            CALL READ IHUCI) ASSIGN(VEL );
        ENO,
        CALL SELECT_BESTC{VEL} ) ASSIGN(BEST);
        CALL GUIDANGECYEL ;;
            BEST;
        CALL OTHER_SNCVE
            BEST;
```

```
SELECT_best
PROCEDLRE(V) ASSIGN(SELECYED ;
    gECLARE V SUPER_vECTOR-STRUCTURE(3),
        SELECTED INTEGER,
    deCLARE H InTEGER;
    declake most_recent scalar initial(o) automatic;"
    DO FOR H=1 TO 3,
    IF v status = OFF THEN
        N;
        REPEAT,
        IF V.tIMETAG > HOST_RECENT THEN
            N;
            00,
                SELECTED = N,
                MOSI_RECENT = V TIMETAG ,
            END;
    END;
    if most_recent = 0 then
        SELECTED = 1, /*ALL EQUALLY BAD*/
CLOSE SELECT_SEST,
GUIDAHCE
PROCEDUREIBEST_VEL);
    DECLARE BEST_YEL SUPER_VECTDR-STRUCTURE;
close guidance;
OTHER_SH
FROCEDURE(V),
    DECLARE V SUFER_VECTOR-STRUCTURE,
CLOSE OTHER_SH,
READ_IME*
FROCEDUPE(UNIT_MMM) ASSIGN(STRUC),
    DECLARE UNIT_NUM INTEGER,
        STRUÜ SUPER_VECTOR-STRUCTURE;
CLOSE READ_IMU;
CLOSE EXAMPLEN:N;
```

Several points are illustrated by this example First, a multi-copied structure is created smply by appending a copiness specifier to the structure declaration The copiness specifier is a parenthesized integer which mmediately follows the word STRUCTURE As with VECTOR or ARRAY dimensions, the number of copies may be specified by any arthmetic expression which can be computed at comple time*

The next new construct in the example appears in the statement

## CALL READ_IMŪ(Ī) ASSIGN(VELS(I,)),

This statement is intended to obtan the Ith copy of [VEL] from an external device $\operatorname{VELS}(\mathrm{I}$, ) is a SUPER_VECTOR-STRUCTURE with no copiness, the fact that it is contaned in a multi-copted structure does not by itself impose any restrictions on its use The semicolon in the subscript separates structure subscripts from the other types of subscripts for the same reason that the colon is used to set off array from component subscripts Structure subscripts may of course be combined with the other types For instance, the second component of V withan the third copy of VEL can be referenced as VEL V\$(3,2) Some of the many combinations are illustrated below Given,

STRUCTURE X
1 M ARRAY(10) MATRIX,
1 I ARRAY(3,2) INTEGER,
DECLARE BIG X-STRUCTURE(100),
the very first scalar component is
BIG MS(1,1 1,1)
and the last scalar is
BIG M\$(100,10 3,3)
'The first four integers are
BIG I\$(1,1 TO 2,*),
which is a two-by-two integer array
BIG MS(1,* 1,*)
is an array of ten 3-vectors composed of the first rows of all the matrices in the first copy of BIG

[^13]Partitions are also allowed in structure subscripts, the statement
$\operatorname{BIGS}(1 \mathrm{TO} 50$ ) $=\operatorname{BIGS(51~TO~\# ,),~}$
would set the first fifty copies of BIG to the values contamed in the last fifty
The data type of $\operatorname{BIGS}(1$ TO 50 , is "mult-copted X-structure" When the structure subscript is apphed to a terminal (e g BIG I), the result is no longer a structure In this case, the copmess is converted to arrayness BIG M\$(1 TO 50,), behaves like a $50 \times 10$ array of matrces Likewise, BIG IS(1 TO $50,1,1$ ) behaves like an ARRAY(50) INTEGER even though all of the actual arrayness was subscripted away With respect to termmals (but not nodes), arrayness and copmess are interchangeable

Returming to the orignal example in wheh VEL was declared as a three-copted SUPER_VECTOR structure, we can see how the conversion to arrayness is used The following are arrayed statements which functions exactly as described in Section 62

```
[VEL STATUS] = ON, l*set all three status booleans to TRUE*/
MOST_RECENT = MAX([VEL TIMETAG]),
AVG_Z_COMPONENT = SUM(VEL V$(*,3))/3,
AVG_Y_COMPONENT = SUM(VEL V $(*,2)/3,
VELV = VECTOR(1,1,1),
```

In many ways, multi-copied structures are hke arrays of other data types We have already seen that subscripting is essentially the same except for the use of a semicolon instead of a colon, and that terminals of multi-copied structures can participate in arrayed statements One copy of a mult-copied structure may be used in any context where a simple vanable of the same structure type can be used This rule is also the same as stated previously for arrays and therr elements This section has also shown that the uses of copmess are roughly the same as the uses of arrayness Identical operations on similar data, saving a set of structures in a list, and maintaming tables

Another way in which mult-copied structures resemble arrays is in intralzation A multi-copied structure can be intialized by histing the intial values for each copy separated by commas, as shown

## STRUCTURE MONTH

1 NAMEOF CHARACTER(5),
I DAYS INTEGER,
1 COLD BOOLEAN,
DECLARE YEAR MONTH-STRUCTURE(12) INITIAL('JAN', 31, TRUE, 'FEB', 28, TRUE, 'MARCH', 3I, TRUE, 'APRIL', 30, FALSE, *),

Here, the asterisk (*) is used to madreate that only part of the structure is to be mitianzed The intrial values of copies five through twelve are indeterminate The use of a mult-copied structure for this type of diverse table instead of a set of parallel arrays (shown below) is largely a matter of style The referencing of entnes is about equally convenient, but the
initial list groups all of the information about each entry in the case of a structure whereas the information for arrays must be grouped by type as shown in the alternative below

DECLARE NAMEOF ARRAY(12) CHARACTER(5) INITIAL('JAN', 'FEB', 'MARCH', 'APRIL', *),

DECLARE DAYS ARRAY(12) INTEGER INITIAL(31, 28, 31, 30, *),
DECLARE COLD ARRAY(12) BOOLEAN CONSTANT(TRUE, TRUE, TRUE, PAUSE, '),

Finally, procedures may be wntten to accept a structure with a variable number of copies The syntax is the same as for arrays, as shown below, which is a re-work of the example before

```
EXAMPLEN
PROGRAM,
    STRUCTURE SUPER_VECTOR
        1V VECTOR,
            1 STATUS BCOLEAN,
            1 TEMETAG SCALAR,
    DECLARE VEL SUPER VECTGR-STRUCTURE{3);
    DECLARE bEST YNTEGER,
    OO FOR TEHPOPARY I = I TO 3;
            CaLL read_mmu(I) ASSIGN(VEL I,
        END;
    CALL SELECT_bEST({VEL}) ASSIGN(bEST),
    CALL GuIDANCECVEL
            BEST,
    CAEL OTHER_SNE VEL
                BEST;
SELECT_BEST:
FROCEDURE(Y) ASSIGN(SELECTED),
    DECLAPE V SUPER_VECTOP-STRUCTUREL*);
    dECLARE SELECTED INTEGER,
    DO FOR TEMPOPARY N = 1 To SIZE({V}),
            If v.status = OFF then
                N;
            REPEAT,
    ENO:
CLOSE SELECT_8EST;
guidatice
PROCEDUPE(BEST_VEL);
    DECLARE GEST_VEL SUPER_VECTOR-STRUCTURE,
```



Note, however, that there are a few ways in which multi-copled structures are different from arrays

1) Only one dimension of structure copmess is allowed
2) Arrays may be used as structure components, but multr-copied structures may not
3) There are no operators or bult-in functions for processing structures

## Exercises

93A Rewrite the solution of problem 92 C using multa-copled structures
$93 B$ Consider the following structure template and declaration
STRUCTURE AI
1 B ARRAY(5) INTEGER,
1 C SCALAR,
1 D VECTOR(6),
DECLARE A A1-STRUCTURE(100),
Write a HAL/S expression to reference the following data items, and indicate ther type and arrayness/copiness
a) The 25th copy of $A$
b) The 3 rd component of $B$ from all copies of $A$
c) $C$ from the 10 th through 20 th copies of $A$
d) $D$ from 75 th to 85 th copies of $A$
e) The 1st element of $D$ from the first copy of $A$

93 C The following information about a company's 100 employees is avalable
a) SS number
(integer)
b) salary (scalar)
(scalar)
c) Job code
(integer)
d) name
(character)

Write a HAL/S program to read in all the data from channel 5 and compute the average salary Create a structure to hold all of the avalable mformation

## 94 DENSE, RIGID, AND "UNQUALIFIED"

DENSE and RIGID are minor attributes that can be applied to structures and their nodes to give the user more control over the layout of structure data in storage The ferm "unqualified" refers to a type of structure in which it is not necessary to qualify each reference to a terminal by the name of the contaning structure These features may not be frequently used, but they do provide additional capabilhtres required by some applications

### 9.4 I The DENSE Attrabute

The DENSE attribute instructs the compiler to pack portions of a structure into as little storage as possible, generally at the expense of efficient references to the data The DENSE attribute is specified on a structure template or a node of a template as shown in the figure below


The effect of the DENSE attribute is implementation dependent This is because the mapping of HAL/S data types into bits, bytes, words, double words, etc, varies according to the storage formats of individual target machines Most computers have operand ahgnment requirements, for instance requirng that floating point numbers be stored at an address which is a multiple of two or four The HAL/S programmer is normally isolated from these considerations Since variables are only referenced by ther symbolic names, the compiler is free to re-arrange declared data to meet the requirements of the machine

Unless the DENSE attribute is specified, all data is ALIGNED (i e placed on appropriate storage boundanes) DENSE data is packed whenever there is a reasonably efficient means of bypassing the computer's operand alignment requirements Thus, the only general statement that can be made about DENSE structures is that they tend to require less storage but more time to access than ALIGNED structures

It turns out, though, that most compiers will pack booleans and bit stings in DENSE structures In ,the example above, $\mathrm{B} 1, \mathrm{~B} 2$ and B 3 would occupy the same amount of storage that would be allocated to a single ALIGNED boolean Note that B3 is placed in the same byte, word or other addressable unit as B1 and B2 even though an integer is between them in the template Whether or not DENSE is specified, the compiler is free to rearrange the order of structure components to minmize the number of alıgnment gaps or to optimize the addressing of certan components In fact, all declared data is subject to the rearrangement unless the RIGID attribute is speciffed (see Section 94 2)

Components of a DENSE structure are referenced in the usual way, some additional restrictions on ther use apply, but where they are allowed, they behave exactly like components of a corresponding ALIGNED structure Thus, statements like

```
STATUS B1 \(=O N\),
STATUS B2, STATUS B3 = FALSE,
    IF STATUS B1 AND STATUS B2 THEN STATUS MODE \(=9\),
```

work as descnbed previously The additional restnctions* imposed on terminals of dense structures are

1) Bit or boolean termmals of a dense structure may not be passed as ASSIGN parameters to procedures
2) Bit or boolean terminals of dense structures may not be used on the left hand side of a FILE statement
3) Bit or boolean termmals of dense structures may not be used in NAME expressions See Chapter 13

[^14]

These are the only restrictions imposed on the DENSE attribute, note that they apply only to bit and boolean types and do not apply to entire structures with the DENSE attribute even if these structures contan bit or boolean termmals Thus,
[STATUS] $=$ FILE $(1,1)$,
is legal, but
STATUS B1 $=\operatorname{FILE}(1,1)$,
is not legal

### 9.42 The RIGID Attribute

Consider the following structure
STRUCTURE INTEGER_LIST
1 Sl INTEGER,
1 DI INTEGER DOUBLE,
1 S2 INTEGER,
1 D2 INTEGER DOUBLE,
DECLARE IOTA INTEGER_LIST-STRUCTURE,
On a computer which requires that double precision integers be stored on even addresses, the compiler would probably rearrange the data as follows
word

| 0 |  |
| :--- | :--- |
|  | D 1 |
|  | D 1 |
|  | D 2 |
|  |  |
|  | S 1 |
|  | S 2 |
|  |  |

If the data was kept in the natural sequence, the following would be needed
word

| 0 |  |
| :---: | :---: |
| 1 | WIIIIIII |
| 2 | D1 |
| 4 | S2 |
| 5 | IIIIIIII |
| 6 | D2 |

The shaded areas indicate alignment gaps which are effectively wasfed storage These dagrams show how allowing the compiler to re-arrange data can result in a substantial savings of memory

Occasionally, however, it is necessary to prevent this rearrangement, generally to interface with external devices or NONHAL routines The RIGID attribute is'supplied for this purpose The second diagram shows the storage assignments that would be made if the word RIGID appeared immediately before the colon of the STRUCTURE statement. An appropnate use of the RIGID attribute appears below

```
STRUCTURE IMU_DATA RIGID
    l DELTA_V ARRAY(3) INTEGER DOUBLE,
    1 ATTITUDE ARRAY(3) INTEGER,
    1 TIME BIT(32),
    1 STAT DENSE,
        2 F1 BOOLEAN,
        2 F2 BOOLEAN,
        2 F3 BOOLEAN,
        2 UNUSED BIT(13),
    1 OP_MODE INTEGER,
DECLARE IMU_DATA IMU-DATA-STRUCTURE,
CALL ASM_TO_ROUTINE ASSIGN(IMU_DATA),
```

In addition to the syntax for declaring a RIGID structure, this example shows the DENSE attribute applied to the STAT node IMU_DATA STAT is both RIGID and DENSE The RIGID attribute on the structure is mhented by all of its nodes If any addtonal nodes were defined below STAT, they would also be RIGID and DENSE, unless the ALIGNED keyword was specified The RIGID attribute is always merited (cannot be turned off) since there is no "non rigid" keyword

The RIGID attribute allows any data layout to be mapped into HAL/S data types it does not impose any restrictions on the use of a structure or its components However, two structures cannot be of the same data type unless nether is RIGID or both are.

In the example above, note that "IMU_DATA" is the name of the template and the name of the declared structure This fact makes IMU_DATA an unqualified structure

## 943 UnqualIfied Structures

When a structure template is to be used in only one declaration, it is convement to give the structure the same name as the template This permits the name of the structure to be omitted when referencing its nodes and terminals Again referring to the structure above, the statement,

DO CASE IMU_DATA OP_MODE, is legal, but the more convenient form,

```
DO CASE OP_MODE,
```

is also permitted


Unqualufied structures differ from qualified structures (all previous examples) only in the form of references to ther components It has already been stated that there is no exe-cution-time penalty involved in using a structure terminal insfead of a simple variable If an unqualified structure is used, no distmetion has to be made in the source code either Thus, there is no disadvantage to using a ngid unqualfied structure to force a collection of varnables to be allocated in a particular sequence, except for possible algnment gaps

Sometimes it is useful to convert a set of declared variables to the components of an unqualified structure, since all of the variables (now structure terminals) can be transferred to or from a random-access device in a single FILE statement Variables are also sometimes collected in an unqualified structure for documentation purposes since this allows them to be discussed as a group under an "official" name which appears in the source code

Now that structures and their uses have been fully described, only two data types remain Bit strings, whtch are the general case of booleans, are discussed in Chapter 13, and event vanables, which may be thought of as "real-time booleans", m Chapter 12 The material covered thus far in the text should allow most applications to be coded in HAL/S The handing of errors and exceptional conditions will be discussed in the next chapter Then we will proceed to put a collection of programs together and execute them as an integrated system in Chapters 11 and 12 Chapter 12 describes how the user may control execution rates and inter-process communication and synchronization The book concludes by discussing several constructs that are provided for writing "system programs" such as I/O device drivers and memory management routines

## Exercises

94 A
Given

STRUCTURE A RIGID
1 B ,
2 C INTEGER,
2 D VECTOR,
1 E,
2 F ,
3 G MATRIX $(4,5)$,
3 H ARRAY(2,3) INTEGER DOUBLE,
2 I INTEGER,
STRUCTURE AF
1 G MATRIX $(4,5)$,
1 H ARRAY(2,3) INTEGER DOUBLE,
STRUCTURE RAF RIGID
1 G MATRIX $(4,5)$,
1 H ARRAY $(2,3)$ INTEGER DOUBLE,
DECLARE X A-STRUCTURE,
Y AF_STRUCTURE,
Z RAF_STRUCTURE,
DECLARE INTARR ARRAY(2,3) INTEGER DOUBLE,
Are the following assignments legal?
a) $\mathrm{XEF}=\mathrm{Y}$,
b) $Z=X E F$,
c) XEFH $=\mathrm{YH}+\mathrm{ZH}$,
d) $Y G=Z G$,
e) $\mathrm{XBC}=\mathrm{Y} \mathrm{H} \$(1,1)$,

94 B Consider the following structure template and declaration

STRUCTURE A
1 B SCALAR,
1 C INTEGER,
1 D VECTOR(6),
DECLARE A A-STRUCTURE(20),
$\mathrm{ORIGINAL}_{\text {PAGE }}$
RUALITS

What do the following HAL/S subscripted vanables reference, and what are their types and arrayness/copiness
a) $\mathrm{A} \$(20$,
b) $\mathrm{A} \$(2 \mathrm{AT} 10$,
c) $\mathrm{C} \$(1$,
d) $\operatorname{DS}(4 \mathrm{TO} 6$,)
e) $D S\left({ }^{*}, 4\right.$ TO 6$)$

## End of Chapter Problems

9A What are some of the capabilitres that HAL/S structures give the program that would otherwise be unavalable?

9B Write a HAL/S program that will read simulated data from 3 redundant sensors on channel 5 and compute the middle value of the 3 redundant preces of data

Read an acceleration, velocity, attitude (3-vectors), and a scalar time tag.after each from each measurement unt First read from unit 1, then 2 and 3 in that order Compute the middle value of the three measured valués for each quantity (using the MIDVAL buit-in function or any equivalent code), and store these values with their associated tume-tags in a structure with the following template

1 BEST_ACCEL,
2 ACCEL VECTOR,
2 ACCEL_TIM SCALAR,
1 BEST_VEL,
2 VEL VECTOR,
2 VEL_TIM SCALAR,
1 BEST_ATTITUDE,
2 PITCH VECTOR,
2 PITCH_TIM SCALAR,

## 100 ERROR RECOVERY

Each implementation of the HAL/S language defines a set of runtime errors These errors, or exceptons, include

1) invalid arguments to built-n functions, such as $\operatorname{SQRT}(-1)$,
2) I/O errors, such as readng past the end of a file,
3) hardware detected errors, such as attempting to divide by zero,
4) and other conditions which may anse whle executing certan HAL/S statements, e g mertmg a singular matrix and using invald character subscripts

By default, when one of these errors occurs, a standard fixup is performed, on groundbased systems, an error message may be generated as well In some cases, the standard fixup is to pant dagnostic information and termmate the program, but usually some innocuous value is substituted for the offending expression and execution contanues For anstance, if $\operatorname{SQRT}(\mathrm{X})$ is invoked with a negative X , the standard fixup is to return $\operatorname{SQRT}(\mathrm{ABS}(\mathrm{X})$ ) The standard fixups for all errors defined in a compiler are listed in the corresponding Users Guide

The standard fixup may not be appropriate for all applications Hence, HAL/S provides a mechanism that allows user-supphed HAL/S statements to gan control when an error occurs In this figure, an ON ERROR statement'is used to handle an end of file error


Only one new construct is used in this example
ON ERROR§ (EOF 5) GO TO DONE,
This is an executable statement which establishes "GO TO DONE," as a handler for the end of fiie error When the ON ERROR statement is executed, the default error handlung ( 1 e standard fixup) for the end of file error is replaced, by the GO TO statement supphed The function of the ON ERROR statement is to selectively replace the standard error handiers under program control

## 101 THE ON ERROR STATEMENT

Like the IF statement, ON ERROR is a compound statement (1 e a statement which contams another statement) It specifies an action to be performed when an etror occurs This action may be an executable statement, but GO TO is the most commonly used in this context In fact, the action portion of an ON ERROR statement should be the most frequent use of GO TO HAL/S The example above, however, can be re-written without a GO TO, as in this figure


In this example, a DO . END group serves as the action of the ON ERROR statement Note that in making this change it was necessary to add a RETURN statement after the WRITE statements This is because after the action of an ON ERROR statement has been executed, control falls through to the following statement If the RETURN were not coded, the DO WHILE TRUE loop would be reexecuted after the WRITE statements and the error probably would recur, resulting in an infinte loop The next figure allustrates the flow of control around an ON ERROR DO END group

$\delta^{2}$



After an enror occurs and a user-specified action is taken, there is no way to resume execution at the point that the error was detected, for efficiency reasons, the state of the program immediately after the error is not saved, and hence cannot be restored

The end of file example illustrates one difference between the HAL/S ON ERROR system and the system of alternate returns or "END= "used in many languages The ON ERROR statement was coded outside of the DO WHILE loop, thus the overhead assocrated with defining an end of file handler is pard only once, rather than at each READ statement

The subscript in the ON ERROR statement consists of two numbers separated by a colon The left number is an error group, the nght number is an error code within that group Denoting errors by both a group and a code allows entire groups of errors to be handled identically (see later) The group and code assignments of a particular error are generally the same among various implementations of the language, though this is not guaranteed by the HAL/S Language Specification The User's Manual which corresponds to the compler in use should be consulted before using ON ERROR statements

The compler used in producing the listings for this book follows the same convention as several HAL/S compilers All I/O errors are assigned to group 10 , and codes $0-9$ in this group represent end of file errors on channels $0-9$ Thus, ON ERROR (105) sets up a handler for end of file on channel five Use of the macro

REPLACE EOF BY " 10 ",
1s used to improve readabilty
If a program reads data from several devices, an end of file handler can be created for each, eg

ON ERRORS (EOF 4) GO TO NO_MORE_CARDS, ON ERRORS (EOF 5) GO TO END_OF_TAPE, etc

It may be more convement to write one handler for any I/O error, this can be easily done by omitting the error code as in

ON ERRORS (EOF) GO TO DONE,
or
ON ERRORS (EOF) GO TO DONE,
These forms both specify "any error code with the given group" Finally, the statement
ON ERROR GO TO DONE,
sets up "GO TO DONE," as the handler for all errors (ncluding end of file)


ON ERROR is the standard means of handling exceptions which arise from operations on invalrd data For example, a runtme enor will result from attempting to invert a sungular matrix The standard fixup for this error is to print a message, return the identity matrix, and contmue execution In the program segment above an ON ERROR statement is used to substitute a zero for the identity matrix

It should be noted that use of this form of the ON ERROR statement replaces the standard fixup Hence it prevents the generation of an error message Many implementations impose a limit on the number of errors that may occur before the program is termmated by the system When a user-suppled handler is invoked, the error is not counted toward this limit

Once an ON ERROR statement is executed, the specified error handler remains in effect until it is deactivated One means of deactivating an error handler is shown below


$$
\begin{aligned}
& \text { ORGINAL }^{\text {OAGE }} \\
& \text { ROORR QUGALISK }
\end{aligned}
$$



Here, the keyword SYSTEM is used in place of an executable statement as the action of the ON ERROR This statement has the effect of restorng the standard fixup for ERRORS (4 27) To see why this statement is needed, suppose that additional inverse operations were coded later in the program, and thus statement was omitted If one of these operations caused an error, control would be transferred to the user handler m the middle of a loop This would be disasterous, since the compler assumes that a loop can only be entered by execution of the DO statement at its head Thus, if an error handler is coded in a loop, it should always be deactivated at exit from the loop In general, it is good practice to deactivate emor handlers as soon as they are no longer needed

The statement
ON ERRORS (X Y) SYSTEM,
restores the default (system) recovery action for error X Y (group X, code Y) In addition to SXSTEM and an executable statement, IGNORE can be used as the action of an ON ERROR statement, as in

ON ERRORS (4 27) IGNORE,
This statement informs the error recovery system that inverting a sungular matnX is not to be considered an error, 1 e that the standard fixup (returning identity) is appropnate and that execution should contmue without an error message or other notification Depending on the compler in use, IGNORE may not be permitted for certarn errors

When an ON ERROR statement is executed, an error recovery action is established for an error or group of errors Three recovery actions are possible

1) an executable statement to recerve control, (in lieu of the standard fixup and an error message),
2) SYSTEM, which is the initial state and includes both the standard fixup and an error message, and
3) IGNORE, which requests the standard fixup without an error message

Any number of recovery actions may be in effect at one time In a sense, the actions are cumulative If the code below were executed, four recovery actions would be in effect

The net effect of these statements is Any end of file error, except on channel five, will be ignored, and any other error, except 4 2, will cause the WRITE and RETURN statements to be executed If error 42 occurs, the system action will be taken, and when 105 occurs, P will close This shows that the handler for error \$ (105) takes precedence over the handler for error $\$(10)$ The general rule that applies is When the error specifications $m$ several active ON ERROR statements in a smgle block apply to a partucular error, the most specific takes precedence Thus, as each of the last three ON ERROR statements in P is executed, the number of errors handled by the first and most general one is reduced

Note that the rule above apples only to ON ERROR statements in a single block (program, procedure, function, etc) The effect of ON ERROR statements in nested blocks will be discussed in the next section Note also that an ON ERROR statement has no effect until it is executed

$$
\begin{aligned}
& O_{R I G I N A L} \\
& O_{A G E} P_{O O R} \text { QUALLXI }
\end{aligned}
$$

## Exercises

10 1A Where does the flow of control go after the action of an ON ERROR statement has been executed?

101 B Why is it good programming practice to deactivate any error handler that is coded inside a loop when that loop is exited?

101 C What are the three possible recovery actions in the event of a runtime etror?
101 D Write the precedence relations for the 3 general forms of subscripting for the ON ERROR statement when they occur in the same code block

## 102 DEACTIVATING ERROR HANDLERS

An error handler can be deactivated in three ways

1) by overriding it with a new handler,
2) by exiting from the containing block,
3) by using the OFF ERROR statement

All of these methods are affected by the HAL/S block structure A procedure or function cannot make any permanent change to the error environment of its caller This statement is a consequence of several rules which will be described with reference to the figure below

```
A.
PROGRAM,
    ON ERROR IGHORE;
    CALL B,
    CALL E;
B
PRCCEDLRE
    ON EPROR
        1*2
            G0 T0 X,
    CALL C;
X HRITE(6) 'GOT AN ERROR',
ClOSE B,
C:
FROCEDUPE,
CLOSE Cj
CLOSE A;
```

None of the statements shown can produce an error, however we will discuss what would happen if ERRORS (12) were caused by an additional statement inserted at various ponts

If the error occurs in block A proper ( 1 e outside of B and C ), the IGNORE action will be taken, even after $B$ is called and retums This is because any error handler defined in a block is cancelled when that block RETURNs or executes its CLOSE statement When B returns, the error environment reverts to that in effect when $B$ was called In this case, the IGNORE action is re-instated

When the ON ERROR statement in $B$ is executed, the IGNORE action is temporanily overradden by the GO TO action This action then remans in effect untal B retums If the error occurs in B, but before the GO TO action is set up, the GGNORE action is taken Merely invoking a block does not change the error environment When $B$ calls $C$, the GO TO action is still in force, if ERROR\$ (12) occurs in block $C$, control will be passed to the label X in block B In effect, C returns to X instead of to the point of invocation When the happens, the error environment is restored to that which prevailed before Ciwas called, just as if C had returned normally

In the example, block $C$ is also called directly from block $A$ In this case, of course, the ON ERROR statement in $B$ has no effect If the error occurs in $C$ when it has been called from A, the IGNORE action is taken Thus, we see that the range over which an ON ERROR statement is active is not determaned by the static block structure, but by the actual sequence of CALLs and RETURNs

The left-hand diagram below shows the static block structure of a program $A$, which is surtable for describing the scoping rules for vanables


Block Structure
"outer" variable can be referenced

Call Tree<br>"upper" blocks affect error environment
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The nght-hand dagram illustrates the range of ON ERROR statements within $A, B$ and $C C$ occurs twice in the diagram, at the ends of different limbs Since all intervening blocks between a given block and the top of the tree may be scanned for handlers when an error occurs, a block's error environment depends not only on local ON ERROR statements, but those in the calling block, and in the caller's caller, and so forth Block C may be affected by B's error envitonment even though it cannot access B's vanables

Now that the basic concepts have been illustrated, the rules for deactivation of error handiers can be stated precisely

1) When a code block exits (by RETURN, CLOSE, or due to an error) the error environment is restored to that in effect when the block was entered
2) An error hander may be replaced by execution of an adentically subscripted ON ERROR statement'm the same block
3) An error handler may be temporanily overnden by creating another handler in a "lesser" block (i e. lower in the call tree) which apples to the same emor(s)
4) An error handler may be completely erased by execution of an dentically subscripted OFF ERROR statement in the same block

These are the only ways that an error handler may be deactivated Note that there $1 s$ no limit to how far up the call tree the system will search for a handler when an error occurs As stated previously, when a particular block contans several handlers that could apply to the same error, the most specficic is selected Other active blocks are searched only if no handler at all for this error is found in the current block

The OFF ERROR statement may be used to cancel the error handler created by a corresponding ON ERROR statement There are only four possible forms

OFF ERROR,
OFF ERRORS (n1 n2),
OFF ERRORS ( n 1 ),
OFF ERROR\$n1,
and of these, the last two are equivalent The effect is simply to cancel an identically subscripted ON ERROR statement in the same block If no such ON ERROR statement has been executed, the OFF ERROR statement has no effect

The primary use of the OFF ERROR statement is to re-instate an error handler in the calling block whtch had been overndden by a local ON ERROR statement An example of this usage appears in the following figure


It should be noted that the handler cancelled by an OFF ERROR statement must not only be in the same block, but it must describe exactly the same error(s) For mstance, the sequence

ON ERROR\$1 IGNORE,
ON ERRORS2 IGNORE,
OFF ERROR,
would leave two handlers active, since the OFF statement is more general than the ON statements To cancel them both would require two statements

```
OFF ERROR$(1), OFF ERROR\$2,
```

Lakewise, the sequence
ON ERROR $\$(1)$ IGNORE, OFF ERROR\$(12),
does not exclude ERRORS(12) from the handler Unless there is an dentically (plus or mmus a traling colon) subscripted ON ERROR statement in the same block, OFF ERROR will do nothing

## Exercises

102A. In what ways is it possible for an error handler to be deactivated?
102 B In the following examples of sequences of ON ERROR and OFF ERROR statements, which handlers are left active after the sequence?
a) ON ERRORS1 IGNORE, ON ERRORS(12) IGNORE, ON ERRORS(2 1) IGNORE, OFF ERROR, OFF ERRORS(13)
b) ON ERROR\$1 IGNORE, ON ERROR\$(1 1) IGNORE, ON ERROR\$(2.) IGNORE, OFF ERRORS( $1^{\cdot}$ ), OFF ERRORS(2 1),

## 103 OTHER ERROR CONTROL CONSTRUCTS

In addition to ON and OFF ERROR, which activate and deactivate error handlers, HAL/S provides the SEND ERROR statement, which annunciates an error condtion, and a parr of bult-in functions which allow information to be obtaned from the recovery system

The SEND ERROR statement has two uses To sumulate the occurrence of systemdefined errors for testing and other purposes, and to allow the user to define additional error types It has only one form

SEND ERROR\$(n1 n2),
where n 1 and n 2 are integers computable at comple-tme and in the vald range of error groups and codes specified by the appropnate HAL/S User's Manual The effect of the SEND ERROR statement is merely to trigger whatever handler has been set up for the specfied error

When a SEND ERROR is executed, the error environment is searched for an applicable ON ERROR handler If the action is an executable statement control is passed to it and execution continues without an error message If the IGNORE option was specified, execution contunues at the statement following the SEND ERROR, also without a message If the action is SYSTEM, or no error handier is found, then an error message is generated,
and either the run is terminated, or execution contmues at the statement following the SEND ERROR The User's Manual states whether execution wall contunuex after an error of each system-defined type Generally, if the group and code are not system-defined (1 e not lasted in the User's Manual) the SYSTEM action allows execution to contmue Thus, it is possible to write a "standard fixup" for a user-defirfed error, as shown below.


Now, when LOG10 is invoked with a negative argument, error 91 will result This error may be handled by the calling routine in the usual way, eg

DECLARE N SCALAR INITIAL(-1), ON ERROR\$(9 1) DO,
$\mathrm{N}=100$,
END,
WRITE(6) LOG10(N),
This code will wnte $\log _{10}(100)$ If the next two statements were
OFF ERROR\$(9 1), WRITE(6) LOG10(-99),
there would be no active handler for error 91 , so an error message would be printed and execution would contunue at the second RETURN statement in LOG10. This RETURN statement serves as a "standard fixup" for a negative argument to LOG10, in this case, $\log _{10}(99)$ would be returned by the function

[^15]
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SEND ERROR is a relatively expensive statement, when an error is sent, many machune instructions may be needed to search the error environment for an appropnate handler Hence, it should be used only to indicate exceptional conditions, or "errors", not conditions which are expected to occur frequently The SEND ERROR statement is most appropnately used in utility routines (procedures and functions that are invoked from many places) to indicate invalid arguments, and in instances where a "catastrophic" condition is detected by very low level code but can only be handled in an outer block, perhaps by some sort of controlled restart

In addition to the ON, OFF, and SEND error statements, HAL/S provides two bult-in functions, ERRGRP and ERRNUM, whach provide information about previous errors These functions do not requure any arguments, they return mitegers which represent the group and code, respectively, of the last error that occurred in the process* that invokes them If no errors have occurred, they return zero

These functions are used promanly when a number of errors are handled by a sungle ON ERROR statement, as illustrated below

ON ERROR DO,
WRITE(6) 'RUN STOPPED DUE TO ERROR'
| |ERRGRP|| $\because$ ||ERRNUM, RETURN, END,

One additional form of ON ERROR statement. is provided This form allows event varables to be manipulated when an error occurs The form of this type of error recovery action is described in the language specfication Event varnables are discussed in Chapter Twelve

## Exercises

103A What are the two uses for the HAL/S SEND ERROR construct?
103 B Say we enter a program block, P , whech calls some procedure A, whych in turn calls procedure B In the code block for B, there is an ON ERROR\$(1) IGNORE statement and no other error handlers Now say error (13) occurs during the execution of the program Does the program need to search code blocks $A$ and $P$ for the error handlers for error (13) or will it automatically 1 gnore the error because the statement ON ERROR\$1 was found in that block'

[^16]
## End of Chapter Problems

10A Consider a HAL/S program with the following lexical structure

P PROGRAM

ON ERROR \$1 IGNORE, ON ERROR \$2 IGNORE,


A PROCEDURE,


ON ERROR \$(1 2) IGNORE, OFF ERRORS (1),

## (III)

B PROCEDURE, OFF ERROR $\$(12)$, ON ERRORS(2 1) IGNORE, ON ERROR \$(2 1) IGNORE, ON ERRORS (3) IGNORE,


OFF ERRORS (2),
(V)

CLOSE B,

## (VI)

CLOSE A,
(VII)

CLOSE P,

Say the execution of the program procedes as follows
$A \rightarrow$ (I) executed
$P$ calls A
$A \rightarrow$ (II) executed
A calls B
$B \rightarrow$ (IV) executed
$B \rightarrow$ V executed
$B$ returns to $A$
$A \rightarrow$ (III) executed
$A \rightarrow$ (VI) executed
A returns to $P$
$\mathrm{P} \rightarrow$ (VI) executed
execution stops
What happens if the following errors occur at these times ( 1 e , error message or no error message) ${ }^{2}$
a) ERROR $\$(1$

1) at
b) $\operatorname{ERRORS}(3$ 1) at
c) ERROR \$(2 1) at
d) ERRORS (2 2) at
e) $\operatorname{ERROR} \$(12)$ at
f) ERROR $\$(2$ 1) at
g) ERRORS (2 1) at
h) ERROR \$(11) at
2) ERRORS (12) at
J) $\operatorname{ERROR} \$(13)$ at
k) ERROR \$(3 3) at
3) ERROR \$(11) at
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## 110 STRUCTURING LARGE APPLICATIONS

In this chapter the discussion of the HAL/S facilities for bulding a program complex consisting of many separately compiled preces is presented First, we will describe the unit of compilation, which has been a PROGRAM in previous chapters but is not restricted to this type Then we will discuss means of putting these units together in a way that is suitable for a particular application Finally, we will introduce the concept of mult-programming and discuss some of the methods of safely shaning code and data between programs that execute "simultaneously" This discussion will lead into the real-time control statements to be presented in chapter twelve

### 11.1 THE UNIT OF COMPILATION

A unit of complation is a sequence of HAL/S statements which comprise a complete, valid input to the compiler It must be either a program, a procedure, a function or a compool (common data pool) Programs have aIready been discussed at length, though no means of invoking them has yet been presented This is because programs receive control drectly from an operating system, not from other HAL/S code

Procedures and functrons can be compiled independently so they can be shared among programs, a compool is a block of data that can be shared among separately comprled units Thus, programs are the primary complation units while the others provide global code and data

There are two major reasons for dividing a software system into separately complable units Obviously, when several programmers collaborate on a system, it is convenient if they can comple thert own work independently A more important reason stems from the way program units receive control The capabiltites of the operating system in use may determine the appropriate structure for an application

Under an operating system which supports the full HAL/S real-tıme syntax (described in chapter 12), many programs may be "smultaneously" active and compete for the use of the computer hardware based on a user specified pronty Provision is made for programs to be run cyclicly, to wait for given occurrences and to recelve control when interrupts occur The operating system provides these capabilities for the invocation of PROGRAMs and TASKs (collectively called processes) Thus, a software system may be divided into programs to implement a desired dynamic (real-time) structure

UnIke procedures, functions and tasks, programs and compools may not be nested in any other blocks

The following figure shows how these blocks might be used in a sumple flight application

$$
\begin{aligned}
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This dagram shows the software divided into three programs, each with internal procedures and functions, and a compool and three independently compiled subroutines All together, there are seven compilable unts which must be compiled in an appropnate sequence and linked together In the remander of this section we will discuss the rules for writing the components of a program complex

The LIMIT function and the procedures, FILTER and INTERPOLATE, are compiled separately so that they can be called from any of the programs Such procedures and functions are called comsubs (from "common subroutines") A comsub may be coded exactly as if it were contained in some program For instance, the LIMIT function might be exactly as it appeared in chapter seven

```
LIMIY
FUNCTIOHUVALUE, BDUNDJ SCALAR,
    DECLAPE SCALAP,
                VALUE, EOU'D,
    IF VALUE > EOL*n THEN
        PETGSH: BCJFO,
    IF VAgUE < - -CUND THEN
        RETUZN -EOURD;
    RETURN VALUE,
ClOSE LIMIT,
```

Aside from the fact that a comsub is not contaned in any block, and thus cannot reference outer variables via home scoping rules, all of the statements about procedures and functions made in previous chapters also apply to comsubs

Some of the consequences of this general statement may not be immediately obvious For one, comsubs may have additional procedures and functions nested within them Scoping rules apply to blocks contaned in a comsub just as they would to blocks contaned in a program In fact, the only significant difference between an independently compiled procedure without parameters and a program is the manner of invocation Programs are never CALLed and procedures nomally do not receive control directly from the operating system

It is also worth noting that the error recovery system does not distingush between comsubs and internal procedures and functions If an error occurs in a comsub and no focal ON ERROR statement apples, the error environment of the calling block is searched, whether that block is a program, another comsub, or an internal procedure of some program or comsub

Comsubs are also referenced in the same way as corresponding internal blocks There is no way to tell by inspection of a CALL statement or function invocation whether the referenced block is internal to the complation unt or external (a comsub) Comsubs may have any number of arguments of any type, exactly as described in chapter seven. The various
rules about matching data types, restrictions on ASSIGN parameters, automatic conversions, etc, still apply In order to enforce these rules the compler needs to know the declared types of comsub's formal parameters This information is communcated va the block template

Under most implementations of the HAL/S compiler, a block template is automatically generated whenever a program, comsub, or compool is compled The block template contains all the information needed to reference that block from another complation unit In the case of a comsub, this information consists of its name, the sequence and types of its formal parameters, and the type of its return value, if any A comsub is made accessible to a compilation by including its template For instance, a program which uses the LIMIT comsub is shown below

D INCLUDE TEMPLATE LIMIT
P PROGRAM, DECLARE X SCALAR INITIAL(12), $X=\operatorname{LIMIT}(X, 10)$, CLOSE P,

INCLUDE is a compler directive, as denoted by the character $D$ in column one It instructs the compiler to merge the template for block LIMIT into the complation at the point of the INCLUDE drective Any number of templates may be so mcluded, the NAVIGATION program might be compled as

```
column 1
    \downarrow
    D INCLUDE TEMPLATE GNC_POOL
    D INCLUDE TEMPLATE LIMIT
    D INCLUDE TEMPLATE FILTER
        NAVIGATION PROGRAM,
```


## CLOSE NAVIGATION,

Note that these templates are included pror to the program statement This syntax emphasizes the fact that the blocks GNC_POOL, LIMIT, and FILTER are external to NAVIGATION The printed output from the compler contans a listing of each template that was included The template for LIMIT appears below

LIMIT EXTERNAL FUNCTION(VALUE,BOUND) SCALAR, DECLARE SCALAR, VALUE, BOUND, CLOSE LIMIT,

The template for a comsub consists of the header line with the word EXTERNAL inserted, the declarations of any formal and assign parameters, and the CLOSE statement These are the only portions of a procedure or function block that are relevant outside that block*

[^17]The format of a block template is unmportant when a compiler with automatic template generation and the include directive is used These features are present in all current comprers, but they are not included in the HAL/S Language Specification and thus are not guaranteed to be present in all implementations The format of a template $i s$ specified, however Hence, if the template cannot be INCLUDED, itmay be hand-coded as.part of the source prior to the program statement

A program may invoke a comsub of it includes the template for that comsub pror to the program statement This mechamsm provides for executable code to be shared among separate compilation units

Programs generally need to share data as well The only way to pass information from one program to another is via a compool A compool is a named block of DECLARE, REPLACE, and STRUCTURE statements, the varables in a compool are accessible to any compilation unt which INCLUDEs the compool's template

The dagram at the begmning of this section shows how a compool is used to interface the Guidance, Navigation, and Control programs This compool could be coded as shown below


As this indicates, a compool is delimited by a block header and a CLOSE statement much like the other block types Unlike other HAL/S blocks, however, a compool consists only of a DECLARE group, no executable statements or nested blocks are allowed It may contan DECLARE and REPLACE statements and structure templates Generally, any DECLARE statement which may appear in a program may appear in a compool There are only two exceptions, both resulting from the lack of executable code in a compool No AUTOMATIC data is allowed in a compool, and no-label (eg function and NONHAL procedure) declatations are allowed in a compool It should be noted from the example that static initialization is allowed, and takes the same form as in other blocks

## ORIGINAT OFAGB POOR <br> QUALITM

Compiling a compool serves two purposes To reserve a block of storage contaning any specfied mitnal values, and to generate the compool template A compool template contans all of the information present in the compool source In fact, if automatic template generation is not avalable, the template may be constructed from the source merely by inserting "EXTERNAL" before "COMPOOL" in the block header Normally, however, only an INCLUDE directive is needed to make compool variables accessible to another complation unt

When a progiram includes a compool template, the variables in that compool may be referenced, assigned, and used in any way approprate to therr data types Placing a variable in a compool rather than at the program level does not, by itself impose any restrictions on the way that vanables may be used by the program This mcludes references to the vanable from nested blocks We will discuss the application of scoping rules to compool variables and comsubs in the next section

## Exercises

11 1A What are the major reasons for building a program complex with comsubs and compools, as opposed to a smgle large program?

111B Say an error occurs in some comsub, and no ON ERROR statement that apphes to the error is found in the comsub What determines the error handler in this case?

11 1C a) Since a compool contans no executable statements, why must it be compled at all ${ }^{7}$
b) What is the purpose of a compool template?

## 112 BUILDING A PROGRAM COMPLEX

From the viewpoint of scoping rules, the templates included in a complation comprise an outermost block in which the man complation unit (1 e. the program, comsub, or compool being compiled) is nested

Chapter seven described the HAL/S scoping rules in terms of block dagrams like the one following From these rules it follows that

1) The comsub $S$ can be called from anywhere within blocks $P$ and $Q$
2) The varables $A$ and $B$ can be referenced from anywhere $m$ blocks $P$ and $Q$
3) The varrable $X$ can be referenced only from block $S$

This example illustrates the position of template with regard to the mam compilation umt

C EXTERNAL COMPOOL, DECLARE SCALAR,A,B,
CLOSE C,
S EXTERNAL PROCEDURE(X), dECLARE X SCALAR,
CLOSE S,
P PROGRAM, Q PROCEDURE, CLOSE Q, CLOSE P,


From the dagram, one might conclude that $A$ and $B$ can be referenced from block $S$ Thus is true of and only if the template C is meluded when S is comptled Thus, the "outermost block" is not universal, its contents may appear different to each compilation unit, depending on which templates are included This mechanusm support "pnvate" compools and comsubs, as we shall see

Returning to the example of communicating Guidance, Navigation, and Control programs, suppose that the templates included by each of the seven compilation units are as indicated below

| Compilation Unit | Type | Templates Included |
| :--- | :--- | :--- |
| NAVIGATION | PROGRAM | GNC_POOL, LIMIT, FILTER |
| GUIDANCE | PROGRAM | GNC_POOL |
| CONTROL | PROGRAM | GNC_POOL, FILTER, INTERPOLATE |
| GNC_POOL | COMPOOL | NONE |
| LIMIT | FUNCTION | NONE |
| FILTER | PROCEDURE | LIMIT |
| INTERPOLATE | PROCEDURE | GNC_POOL |

With this structure, the contents of the "outermost block" vary considerably from compilation to complation, as shown

*indicates the module beng compled

As the previous table implies, any type of complation unit may molude the template of any other complation unit Thus, comsubs may access compool vanables or call other comsubs, compools may include the templates of other compools, for instance to utilize global REPLACE statements defining array sizes Program blocks also have templates which may be included by any type of complation unit We will see the utility of program templates in later sections

From this discussion at can be seen that access to comsubs and compool vanables is controlled by the inclusion of templates In building a particular program complex it may be desirable to set up managerial rules concerning which modules may access which data and subroutines Comsub templates are included one at a time, but when a compool template is included, all of the variables in that compool become accessible If it is desirable to partition compool data, elther of two approaches may be taken The ACCESS system may be used or multiple compools may be created

ACCESS is a HAL/S keyword Under some versions of the compiler, an externally mantamed data base of access-rights information can augment the normal scoping rules to further restrict (not expand) the visibility of comsubs and compool data This system 15 m plementation dependent, somewhat complicated, and will not be discussed further in this book However, further detals are contaned in the Language Specification

The simplest method of restricting access to compool vaniables is via multiple compools For instance, the following structure might be a better arrangement of the compool data for the example program complex


Here, the interfaces between Guidance and Control are in one compool, and the interfaces between Navigation and Gudance are in another The Navigation and Control programs would include only one compool each, in this way multiple compools tend to limit the possible influences of one complation unt on another. In this case, no data is shared between Navigation and Control

The Guidance program would have to include the templates for both compools The order in which these templates are included is irrelevant All compools are included at the same level Thus, the previous dagram of scoping rules while compiling Guidance still holds Since there is always only one scope level outside of the man unit of compilation, the names of varables in one compool must not duplicate the names of variables m another compool if both are included by a smgle compilation untt

There are, of course, other considerations in structuring an application as a set of compilation units For instance, it may be convement to use only one compool so that all global data can be found in a single histing or so it will be contiguous in memory for telemetry purposes The addressing modes of some computers may create an efficiency trade-off between the number of compools and their average sizes Finally, in the next section, we will see that compools can be ehminated through the use of TASK blocks, this decision involves addrtional trade-offs

Suppose, however, that the ongmal configuration of three programs, one compool, and three comsubs, has been chosen In this and the previous section we have described how the various compilation units are coded The remaning problem is to compile them in the appropnate order Since templates are automatically generated* when each block is compiled, the "lowest level" complation units must be compiled first Given the table of templates included per compilation presented earlier, an appropriate sequence for this program complex is

[^18]> ORIGINAL: PAGE ISI OF POOR QUALITX

GNC_POOL, LIMIT, FILTER, INTERPOLATE, GUIDANCE, NAVIGATION, CONTROL

Generally, the necessary order of complation can be determmed by inspection Starting with compools, then proceedung to "utility" comsubs, other comsubs, application programs, and finally "control" programs is usually adequate However, the following algonthm will always produce an acceptable sequence if one exists

1) Produce-a-list of templates included by each compilation (like the one given here)
2) Compule each module which requres no templates (except for those templates already generated)
3) Remove the modules that have been compiled from each list
4) If not done, repeat step two

It is possible that a point will be reached where every module requires at least one template If so, then there $1 s$ no suitable sequence This can happen for three reasons, all of which are rare

1) Recursion If $A$ calls $B$ and $B$ then Calls $A$, no sequence is appropriate Solution Change the structure, recursion will not work anyway
2) A par of programs schedule or wat for each other Solution Hand-code one template or re-structure
3) Trouble with initatized NAME variables Solution Break the loop of circular references (see Chapter 13)

These difficulties almost never occur in well designed program complexes
The constructs we have discussed in this chapter are intended for putting a collection of $H A L / S$ modules together A means of invoking NONHAL procedures and functions was presented in chapter seven If part of a program complex (eg special-purpose hardware interfaces) must be written in assembly language, a few additional constructs are helpful These are

1) RIGID compoois, which are smilar in concept to RIGID structures,
2) EQUATE EXTERNAL statements, which can make HAL/S varaables accessible from assembly language, and,
3) the ability to write comsubs in assembly language $A$ set of macros for this purpose is generally supplted with the compler system

More detall on these features may be found in the Language Specification and the appropriate HAL/S User's Manual

Another option in designing a program complex is the use of TASK blocks mstead of programs The software we have been discussing could be written as the sungle compilation unit shown in the figure on the next page


Like ,programs, tasks are code -blocks that receive control directly from the operating system Tasks cannot be CALLed, they are used to implement real-time requirements in the same way as programs In fact, the only distinction between programs and tasks is that tasks must always be nested in programs, and may not themselves contain further program or task blocks Thus, the only change needed to convert a program to a task is in the header statement, the declare group, executable statements, and any nested procedures and functions remain exactly the same

$$
\begin{aligned}
& \text { ORIGINAL PAGE }^{\text {OS A }} \\
& \text { POOR QUALITY }
\end{aligned}
$$

HAL/S allows one levet of nested real-tıme processes Tasks withn programs Scoping rules treat all blocks the same Thus, a task and all of its internal procedures and functions may access data declared at the program level

Task blocks allow any real-time structure to be implemented within a stngle compilation unt In chapter twelve, a set of real-time control statements will be presented These statements instruct the operating system to start executing a program or task at some rate and proraty, to stop cycing a process, and so forth The use of tasks as well as programs to im-plement-a-real-time structure tends to minimize the amount of compool data, and allows related processes to be consolidated in a single complation unit One disadvantage of using task blocks is that they can only be SCHEDULEd, CANCELLed, etc, from within the contamung program If a system consists of several programs, each contanng tasks, then the "control" code which activates and de-activates the various processes must be distributed among the several programs

## Exercises

11 2A Consider the following block structure of a program complex


From.which blocks can the scalars A and B be referenced?
112 B In the figure on page 11-2, it is shown that the compool GNC_POOL is not meluded in the compilation of the unt FILTER Why not?

112 C Why is it desirable that the names of varables in a compool be unique with respect to the names of variables in other compools?

112 D The text states that a reasonable order for compling the vanous units for the example on page 11-00 is

GNC_POOL, LIMIT, FILTER, INTERPOLATE, GUIDANCE, NAVIGATION, CONTROL

For each of the following possible orders of compilation, state whether they will necessitate the hand coding of one or more templates, and why
a) GNC_POOL, INTERPOLATE, GUIDANCE, LIMIT, NAVIGATION, FILTER, CONTROL
b) GNC_POOL, INTERPOLATE, LIMIT, CONTROL, FILTER, GUIDANCE, NAVIGATION
c) GNC_POOL, INTERPOLATE, GUIDANCE, LIMIT, FILTER, CONTROL, NAVIGATION
d) NAVIGATION, CONTROL, GUIDANCE, LIMIT, FILTER, INTERPOLATE, GNC_POOL

## 113 MULTI-PROGRAMMING CONSIDERATIONS

We have used the term "process" to refer to ether a program or a task, this terminology is used throughout the HAL/S documentation The term multr-processing, however, has come to refer to the execution of software on a computer or set of.linked computers which can literally execute more than one prece of code at a tume, eg programming multiple physical processors The term "mult-programming" refers to the appearance of this situation The use of either actual multiple processors or simulated multiple processors In the latter case, the computer's central processing unit is "time-shared" or allocated to each active process for a brief interval in succession Reallocation of the CPU may result from mitiation or completion of I/O, expration of a time limit, or other factors Since it is not possible to predict which HAL/S statement will be executung when a "process-swap" occurs*, programs must be designed so that a swap can safely occur at any pont

[^19]

Consider the above code Suppose that MULTI receaves control and executes the IF statement, finding A not equal to zero, then, for some reason, the processor is reallocated to task T When- T completes, MULTI will resume where it left off, and divide by zero The problem is that two processes share data (viz A) without any protection from an untimely process-swap If we could guarantee that the swap, would never occur between the test for $A=0$ and the division by $A$, the problem would be solved This can be done by means of the UPDATE block and locked data, as shown below


Three changes have been made in the BETTER program The vanable A has been declared with the attribute LOCK(1), and both uses of A have been enclosed in UPDATE blocks The parenthesized " 1 " indicates the assignment of A to lock group one The use of other lock groups is discussed later in this section

Data which is used by more than one process should normally be locked Locked data can only be referenced from withm an update block, the system ensures that only one update block which uses a given lock group is active at any instant of time Thus, this capabil1ty is as good as preventing process swaps over a sequence of statements A swap may occur, but the new process will not be permitted to execute an update block that pertans to the same lock group An update block allows a process to obtam exclusive access to one or more locked variables When an update block finishes, the locked vanables become avalable to other processes, which also must access them via update blocks

An update block is executed when the sequentral flow of control reaches it In this regard it.behaves like a simple DO END group. However, from the viewpoint of scoping rules, an update block is equivalent to any of the other block types, it may even have its own DECLARE group. An update block behaves hke a procedure with respect to error recovery, except that the "calling" block is defined to be the immediately contamme block An update block may be nested in a block of any other type (except compool), and may contan further procedure or function blocks There are some restrictions on the executable statements that may be used in an update block The following are prohbited

1) I/O statements,
2) Calls to procedures or invocation of functions, except for those nested in the update block, and
3) Real-time statements except for SET, RESET, and SIGNAL (see chapter twelve)

These statements are not allowed in update blocks, primarily because they potentrally take a long time to execute It is desirable to mimize the time spent in an update block because while an update block is executing, other processes may be stalled even if those processes are more critical (of a higher prionty)

It is almost always necessary to LOCK data which is used by more than one process The compiler does not enforce this rule, and there are cases (eg read only data) in which the protection offered by locked data is not required These cases are the exception rather than the rule For instance, the GNC_POOL compool from the earher example should be coded as

GNC_POOL COMPOOL,
DECLARE POSITION VECTOR LOCK(1), DECLARE VELÓCITY VECTOR LOCK(1), DECLARE PITCH_CMD SCALAR LOCK(2), DECLARE ROLL_CMD SCALAR LOCK(2), CLOSE GNC_POOL,

Here, two lock groups (1 and 2) are used Group 1 is used for the Navigation to Guidance interface, and group 2 is used for the Guidance to Control interface The selection of lock groups is entirely up to the user, the only constramt imposed by the HAL/S system is an mplementation-dependent maximum number of lock groups it would be possible to use the same group for all locked data, and this may be convenuent during intial development An appropnate assignment of lock groups, however, can lead to mproved throughput This is because several update blocks can be active simultaneously provided that each uses a different lock group, or set of groups, with no overlap Hence, the overhead assocrated with a number of process swaps may be avolded Furthermore, the amount of nitter in cyclic processes may be reduced, sunce the chances of being stalled or suspended due to update block conflicts are lessened In our example, Control will never have to wait for Navigation since therr update blocks reference variables from different lock groups

The Guidance program might begin as in the figure below As this code implies, it is sometimes preferable to copy a small amount of data (POSITION and VELOCITY) rather than extend the update block to mclude all of the computations involving these variables This minimizes the impact to other processes whule still affording the protection aganst, for instance, processing a vector that has been only partally updated


This example also shows a labelled update block The lavel is optional, and is used here only for self-documentation

There 15 one exception to the general rule that locked data may only be referenced from within an update block A locked variable may be passed as an assign parameter to a procedure. This does not defeat the protection, however, since the corresponding parameter declaration must also specify the LOCK attribute, thus it in turn can only be referenced from within an update block or passed to further procedures

The update block and locked data provide a means of safely sharing data among independent real-time processes, a similar mechanism for shared code is provided va EXCLUSIVE procedures and functions This type of protectron is specrfied more simply Just the appearance of the word EXCLUSIVE on a procedure or function header makes that block accessible to only one process at a time To see how and why this feature is used, consider this function

```
MEAN (UNCTION(A) SCALAR EXCLUSIVE;
    DECLARE A ARRAY(*) SCALAR;
    DECLARE TOTAL SCALAR IHITIAL(O) AUTOMATIC,
    dO FOR TEMFORARY I = I TO SIZE([A]),
        TOTAL = TOTAL + A ,
    END,
    return total / sizectal),
close mEAN;
```

Suppose the MEAN function was not exclusive If two processes invoked it , there could be a conflict in the use of TOTAL, even though it is only assigned from within MEAN If one process had executed part of the loop when the other invoked MEAN and AUTOMATICally re-mintalized TOTAL, the first process would get an invald result Thus, the problem with sharing procedures and functions among processes is a shareddata conflict on the local data declared in the shared block This problem can be avoided by making shared code blocks EXCLUSIVE No new constract is needed when an exclusive procedure or function is mvoked, but the system will prevent multiple smultaneous users of the block by stalling the second process that tries to invoke it Exclusive routines are sometimes used for operational reasons having nothing to do with shared data For mstance, a procedure to do mertial measurement unt (IMU) calibration might be made exclusive simply to avord the risk of calibrating more than one at a time

Another keyword that can be specified instead of EXCLUSIVE is REENTRANT Nether one is the default If a procedure or function is not EXCLUSIVE or REENTRANT then it cannot safely be invoked from multiple processes, but no protection mechanism is present

A REENTRANT procedure or function may be executed "simultaneously" by several processes That is, if program $A$ is executing a reentrant procedure, $R$, when it is interrupted by program B which also mvokes $R$, when $B$ completes and $A$ resumes, there will be no adverse affect.

Simply coding the keyword REENTRANT is not sufficient to make a block safely "reenterable" The following rules must also be obeyed

1) Any block invoked by the reentrant block must also be reentrant, and
2) Any local data must be declared to be AUTOMATIC whether it is intialized or not

We have already stated that the difficulty in sharing a code block is really a conflict in the use of local data Instde a procedure or function with the REENTRANT attribute, the effect of the AUTOMATIC attrbute is expanded Each user of a reentrant procedure accesses a separate copy of the local vanables if they are automatic Thus, any conflict is prevented Parameters and TEMPORARY data cannot and need not be aułomatic The MEAN function can be made reentrant simply by changing the EXCLUSIVE keyword to REENTRANT The necessary conditions for successful re-entrancy are descrbed more fully in the HAL/S Language Specification

This chapter has defined the unit of compilation, and introduced the idea of a program complex, consisting of several real-tıme processes It has described how global code and data can be made accessible to these processes, and how the adverse effects of "simultaneous" access can be avoided In chapter twelve, we will describe the HAL/S statements for creating and controlling these processes and further discuss multi-programming concepts and their application to aerospace systems

## Exercises

11.3A A bank runs several programs to modify savings and checking accounts in a multiprogramming environment The procedure MOVE_SAVE_TO_CHECK, used to move money from a savings account to a checking account, is shared by all the programs, and looks like this
MOVE_SAVE_TO_CHECK, PROCEDURE(ED, AMOUNT),

> SAVINGSSID = SAVINGSSID-AMOUNT, CHECKINGSID $=$ CHECKINGSID+AMOUNT,

Close,
SAVINGS and CHECKING are compool variables shared by all the programs
a) What potential error is present in this system?
b) How can it be fixed?

113 B The bank in exercise 113 A awards interest periodically and records each interest transaction for later printing on the customer's statement The shared procedure AWARD_INTEREST performs this task
AWARD_INTEREST PROCEDURE(ID), DECLARE INTEREST INTEGER,

INTEREST $=$ SAVINGS\$ID INTEREST_RATE, SAVINGS\$ID = SAVINGSSID+INTEREST, CALL LOG_INTEREST(ID, INTEREST),

CLOSE,
a) What potentral error is present?
b) How can it be fixed?

## 120 REAL-TIME STATEMENTS

Most aerospace applications have a set of timing constrants which comprise a major facet of the entre problem defintion Meeting these constraints generally requires interactoons with an operating system

Real-time operating systems for flight or process control applications can vary in many ways Nonetheless, certan capabilties, such as invoking a code block at a specified frequency, are almost always provided By examming several operating systems, it is possible to abstract a set of primitives (ie conceptual operating system functions) in which the various facilities can be expressed Then the real-time requirements of an application can be described without referencing any particular operating system The HAL/S statements described in this chapter are such a set of primitives, through which real-time requirements can be expressed in a machune-ndependent manner

HAL/S suggests the point of view that real-time constrants are an intrinsic part of the application, $e$ e that timing is part of the algorithm rather than something to resolve "later" As a result, real-time statements are integral to the language, and allow the programmer to express the entre algorithm directly and in one place

Real-time statements 1 solate the programmer from operating system detall in the same way that anthmetic expressions isolate the programmer from details of machine instructions and data formats A standard syntax for real-time operating system interactions greatly enhances the portability of application programs In particular, it allows flught programs to be simulated on ground-based computers, since the timing interactions are expressed in HAL/S, rec-compiling is sufficient to translate the entire algonthm

The mechanisms for communication among real-time processes were described in chapter 11, this chapter will discuss the set of HAL/S statements which control the initiation, termmation and synchronization of processes These statements are all executable, each implementation includes some techntque outside of the HAL/S language for specifying one or more mitial processes which can then use the real-time statements to create and control addrtional processes

The figure on the next page shows the use of SCHEDULE statements to create new processes As the syntax implies, these statements create cyclic processes which will recenve control from the operating system at the specified intervals The intervals may be specified by any arthmetic expression in the REPEAT EVERY clause, the units are implementation dependent but generally these values are expressed in seconds In any case, the units of time values throughout any particular implementation will be consistent Seconds will be assumed in the rest of this chapter Hence, the three processes scheduled by STARTUP would repeat at the rates of once, stx times, and twenty times per second

```
Startup
program,
GUIDANCE:
TASK,
CLOSE guIDANCE,
NavigatiON-
TA5K;
close navigation,
CONTROL.
TASK;
CLOSE CONTROL;
    SCHEDULE NLVIGATION PRIORITY(60), REPEAT EVERY I O;
    SCHEOULE GUIDANCE FRIORITY(70), REPEAT EVERY 1//6,
    SCHEDULE COHTROL FRIORITY(80), REPEAT EVERY 1// 20,
close startuf,
```

HAL/S does not impose any restrictions on the penods of cyclic processes created in this way, however, it may not be practical to provide complete generality in a flight operating system Simplifications such as rounding all time values to the nearest milhsecond are to be expected in flight systems The appropnate HAL/S User's Manual and any operating system documentation should be consulted It has become common practice, however, to develop and test HAL/S software on large ground-based computers (host computers) 'before executing on fllght (target) equipment These ground-based implementations generally do not impose any restrictions on real-time statements other than those described in the Language Specfication, thus allowing a large range of operating system types to be simulated In this chapter, a complete implementation will be assumed, but the reader should not expect to find all of these capabilities in any particular flight operating system

## 121 THE SCHEDULE STATEMENT

Suppose that the average execution tumes of the Guidance, Navigation and Control tasks are as shown in the table below

| Task | Rate | Average Time | Total Time |
| :--- | :---: | :---: | :---: |
| Guidance | 6 | 50 ms | 3 sec |
| Navigation | 1 | 100 ms | 1 sec |
| Control | 20 | 25 ms | $\frac{5 \mathrm{sec}}{}$ |
|  | - | $\therefore$ Total Time $=$ | 9 sec |

Snce these tasks together occupy only $9 / 10$ of a second per second, it is clear that the spectfied rates are attanable However, it would be extremely difficult to mplement this structure using CALL and DO CASE statements as was done in chapter seven The difficulty can be seen by examining a time-line of these tasks' execution


The trouble is that no matter how the intiation of these processes is phased, a time will occur when more than one process is due to execute If only CALL statements were used, it would be necessary to either tolerate a substantial jitter in the execution frequency of each task, or to break each task into many small procedures which would be called in a very complex sequence

By the use of SCHEDULE statements, as shown in the example STARTUP, the timing conflicts can be automatically resolved As we have already stated, the operating system can re-allocate the central processor at any point in the execution of a process, subject to the restrictions resultng from update blocks and exclusive procedures If two processes are due smultaneously, the hughest prority process receves control The purpose of the prionty clause in the SCHEDULE statement is to allow the system to resolve conflicting requests for the hardware resources In the example, Guidance becomes ready while Control is executing about half the time Since its priority is less than that of Control, Gudance is stalled until Control completes Every time Guidance executes, Control comes due in the middle Here again, the prionties govern the situation, and Guidance is stalled (interrupted) while Control runs When Control completes, Gurdance resumes at the point of interruption As long as the shared data protection features of chapter eleven are used, this system action has no impact on the coding of either task, although some overhead is assocrated with the process swap.

Since Control can interrupt either of the other two processes, the jitter in ats penod of execution will be very small Aside from the system overhead mvolved in swapping processes, delays in the execution of Control can result only from awating the release of locked data or an exclusive procedure by one of the other processes Gudance can be delayed by the unavalabilty of a shared resource or by the execution of Control, Navigation can be interrupted by either of the others Consequently, Navigation will generally run in very short bursts spread out through the entire second

The example actually consists of four processes The three tasks and the STARTUP program The priority and other charactenstics of STARTUP are determined externally, either through a SCHEDULE statement in another compilation unit or by default during system startup. Usually a HAL/S real-tume executive will start a single program as a non-cychic, process, this program must then schedule all other programs and tasks The prionty of the STARTUP program affects the sequence in whech the tasks are mitiated If STARTUP is at prionty fifty, when it schedules Navigation at prionty sixty, Navigation becomes the highest prionty ready process and therefore receives control immedately STARTUP is stalled untal Navigation relinguishes the processor This happens when Navigation reaches its CLOSE statement, since it was scheduled to run only once per second, it enters an inter-cycle wait and ceases to be a ready process This makes STARTUP agam the highest priority ready process, so it recerves control-and executes the second SCHEDULE-statement The-same situation is repeated with Guidance and Control

The effect of these SCHEDULE statements, then, seems very much like a set of CALL statements One major difference is that the Guidance, Navigation and Control tasks will continue to execute at the specified rates after STARTUP reaches its CLOSE statement, even though STARTUP executes only once Furthermore, each HAL/S real time process has ats own error environment Any error handlers in STARTUP have no effect whatsoever on the action taken if an error occurs in one of the tasks Finally, the situation would be different if STARTUP had a higher prionty

With STARTUP at pronty fifty, the following tome-line describes the first few cycles-


That is, Navigation and Gurdance each complete a full execution uninterrupted before the higher priority task(s) are scheduled This may well simplify the system If STARTUP was at prority one hundred, however, the time-line would be completely different


In this case, STARTUP executes all three SCHEDULE statements before any other process receives control Hence, the first cycle is not substantally different from any other

When STARTUP reaches its CLOSE statement, it enters the wat state This is simular to an inter-cycle wait, but does not result from tuming considerations A program remans active as long as any of sts tasks are active, due to the possibility of shared data and utility routines at the program level It is sad to be "waiting for dependent processes" The memory allocated to the program cannot be released If the tasks are subsequently cancelled ( $1 \mathbf{e}$ cease to cycie), the program completes as well It is netther ready nor waiting, but simply done and forgotten In the termmology of the Language Specification, it is no longer "in the process queues"

The minmum form of the SCHEDULE statement contans only a process name and a prionty, as in

## SCHEDULE STARTUP PRIORITY(100),

If no repetition option is specrfied, the program or task executes only once The REPEAT EVERY specifies cychc execution with a fixed interval between the begunnags of the cycles The REPEAT AFTER option is very similar, but the fixed interval is between the end of one cycle and the start of the next, as illustrated in this figure


The REPEAT AFTER form specifies the length of the inter-cycle penod of wating If REPEAT AFTER is specified, the average time between executions is the sum of DT and the average execution time whereas it is simply DT in the case of REPEAT EVERY The promary advantage of the REPEAT AFTER form is that a cycle overlap error cannot occur If process $A$ in the previous example executes more than DT seconds in a particular cycle, it will come due again before it completes This results in a runtime error for which no ON ERROR handler can be written Process B above can execute for any length of time without an over lap, since the start of the next cycle is delayed until DT after the previous cycle completes

The primary disadvantage of the REPEAT AFTER option is that it may make system verification more difficult Use of this option tends to make the time-Ine of the entire system unrepeatable If the outputs of a control system depend on the sequence in which various processes are executed, a huge number of runs may be required to show that no unacceptable transients are introduced by timing fluctuations On the other hand, if REPEAT AFTER is used for less critical processes, the entire system may respond better to overload conditions

If REPEAT is specified without ether AFTER or EVERY and a time

## SCHEDULE X PRIORITY(17), REPEAT,

the process is immedately restarted at the end of each cycle This is equivalent to ",REPEAT AFTER 0 ,". This option is generally used for processes intended to use "left over" time for self-test, etc, and for processes which issue WAIT statements Use of the simple REPEAT option is not substantally different from codmg an infinite loop around the task body and scheduling it as a "one-shot" The effect of the CANCEL statement is different, and under some implementations error recovery may differ as well

The SCHEDULE statement has several other options in addition to the three REPEAT forms These options allow the start of a process to be delayed until a specific condition is met, and allow cancellation cnteria to be specified at the time a process is scheduled Both begin and end conditions and a repetition option may be used in a single SCHEDULE statement, as shown below

```
x:
PRCGRAH;
P:
TASK;
Close P;
    SCHEDULE P IN 5.4 PRIORITY(49), REPEAT EVERY .OS UNTIL RUNTIME + 100,
close X;
```

This statement will cause the program or task P to be mitiated at pronty 49 five point four seconds after the execution of the SCHEDULE statement Subsequently, it will be executed ${ }^{2}$ every 03 seconds for 946 seconds and then be termmated

The IN and UNTIL options allow any arthmetic expression This expression is a tume value in the same units as in the repeat options, generally seconds The IN option requires an interval of time whereas UNTIL expects an absolute time This is the same as the normal English usage of these words Since the RUNTIME function returns the current value of the system clock, "IN 54 " is equivalent to "AT RUNTIME+5 4", a form which is also acceptable to the compler

All of the anthmetic expressions in a SCHEDULE statement are evaluated only once, when the statement itself is executed Subsequent changes to the varables used in these expressions do not affect the scheduled process

The various scheduling options must be specified in the correct sequence, and only one of a given type is allowed in a single statement The sequence of phrases in a SCHEDULE statement is

1) SCHEDULE and a process name,
2) An optional begin condition $I N, A T$ or ON ,
3) A prority,
4) An optional REPEAT clause,
5) An optional end condition UNTIL or WHILE

The ON and WHILE conditions reference event varables, which will be described in Section 122 First a few special cases of the time options need mention

Normally, the IN or AT time used in a schedule statement is in the future If the spectfied time has already passed, the process is readied immediately There is one exception If AT is used with the REPEAT EVERY option and the time has already passed, phased scheduling is performed The first execution of the process occurs at the time given by the sum of the "AT" time and the period (REPEAT EVERY delta) of the process This allows a "synchronous" real-time structure, which is further described in the Language Specification Phased schedulmg tends to mmumize the number of processes that are ready at any one tume

Normally, the UNTIL tume specified is in the future If it is already passed, then the SCHEDULE statement has no effect The UNTIL clause can never stop a process an madexecution. If the UNTIL time arrives while the process is executing, it is allowed to finsh its current cycle The UNTIL and WHILE clauses can only stop a process before its first execution or dunng an inter-cycle wat When the end condition specified in a SCHEDULE statement is satisfied, the process is CANCELled rather than TERMINATEd, a distinction which will be explaned in Section 123
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## Exercises

121 A Draw a time-line for one second's execution of the processes scheduled below Assume that each process executes for 80 ms per cycle

SCHEDULE A PRIORITY(100), REPEAT EVERY $1 / 5$,
SCHEDULE B PRIORITY(99), REPEAT EVERY I/3,
SCHEDULE C PRIORITY(98), REPEAT EVERY $1 / 2$,
121 B Draw a tume-Ine for the processes in exercise 12 1A, but with all occurrences of EVERY changed to-AFTER

12 1C Given two tasks, $X$ and $Y$, both of which use one half second per iteration, wnite schedule statements that will run $X$ continuously for two seconds, then alternate $X$ and $Y$ for two seconds, and then run $Y$ half the time for two more seconds Use only two schedule statements

## 122 EVENT VARIABLES

The three forms of begin-condition in a SCHEDULE statement are
IN "anthmetic expression",
AT "arathmetic expression", and
ON "event expression"
Two of these forms describe a begin-condition in terms of time, the thurd form, ON, lets scheduling depend on conditions or occurrences which do not happen at a predetermined time Suppose, for example, that the Guidance, Navigation and Control tasks of the previous example are used during launch of a spacecraft, but when orbit is achieved, Gurdance and Control are to be replaced with another task, Freefall If the time at which orbit will be reached is known in advance, this can be done with the AT and UNTIL clauses already presented Otherwise, it is appropnate to declare an event variable to correspond to this occurrence as in

## DECLARE ORBIT EVENT,

Then the desired transition can be specified in the SCHEDULE statements as shown in the next example When an event variable is signalled, as in

## SIGNAL ORBIT,"

all active, event expressions which reference that event are evaluated In this case three active event expressions reference ORBIT When the SIGNAL statement causes ORBIT to become TRUE, these expressions are all satisfied Guidance and Control are cancelled via the UNTIL clauses, and Freefall is started via the ON clause

An active event expression is a boolean combination of event variables-used-mn-arealtime statement which has not yet been satisfied Event expressions are formed in the same
way as boolean expressions using the AND, OR, and NOT operators However, all varables in an event expression must be events In the smplest case, an event expression consists of a single event variable, eg "ORBIT" in the SCHEDULE statements above A boolean combination of event variables is only considered an eventexpression when it is used in one of the real-time statements An active event expression is one that has never evaluated to TRUE since the contaning real-time statement was executed Once ORBIT is signalied, the event expressions in the SCHEDULE statements are no longer active Signaling ORBIT agan will have no effect unless additional real-time statements which reference ittare executed

```
STARTUP
PROGRAM:
    DECLARE ORBIT EVENT;
guidance
TASK,
close gurdance;
havigation:
Task;
close navightion,
contral-
TASK,
close control;
fregrall
TASh,
CLOSE FREEFALL,
    SCHEDULE NAVIGATION PRIORITY(60), REPEAT EVERY,I 0;
    SCHEDULE GUIDANCE PRICRITY(70); REFEAT EVERY I/ }6\mathrm{ UNTIL ORBIT;
    SCHEDULE CONTROL PRIORITY(80), REPEAT EVERY 1/20 UNTIL ORBIT;
    SCHEOULE FREEFALL ON OREIT PRIORITY(75), REPEAT EVERY 1 / 10;
close startup,
```

When an event expresston is used in the UNTIL or WHILE clause of a SCHEDULE statement, it can cause cancellation of a process When used in the ON clause of a SCHEDULE statement or in a WAIT statement, it can cause a process to be readied or stalled 'Event expressions are used only in SCHEDULE and WAIT statements, and always serve as a condrtion under which the state of some process is to be changed

There are three types of event variables Latched and unlatched declared events, and process events All events have only two states, ON and OFF, the distunction between
latched and unlatched events is that an unlatched event does not retain its state. ORBIT is an unlatched event since the LATCHED keyword was not specified in ats declaration It is mitially OFF or FALSE When the SIGNAL statement is executed it becomes momentanly TRUE, just long enough for all active event expressions which reference it to be evaluated SIGNAL is the only statement which can affect the value of an unlatched event

As stated above, an event expression can be a boolean combination of event variables Since an unlatched event is only true duning the execution of a SIGNAL statement, and only-one event can be signalled at a time, the logical conjunction ( $A \& B$ ) of two unlatched events will never be satisfied This is one reason for using LATCHED events, as illustrated below


Here, Gudance will continue to cycle untal both ORBIT and ENGINE_OFF are true at the same time This can happen in several ways The sequence

```
SET ORBIT,
SET ENGINE_OFF,
```

will cause Guidance to be cancelled When a latched event vaniable is SET it remans true until it is RESET A latched event may also be SIGNALled In this case, the state of the event is momentarily inverted for the duration of the SIGNAL statement, just as in an unlatched event Thus,

SET ORBIT, SIGNAL ENGINE_OFF,
will also cause Guidance to be cancelled, as will
SET ENGINE_OFF, SIGNAL ORBIT,

However, if one event is first signalled and then the other set, there will be no tume at which both are true, and Guidance will contunue The advantages of using unlatched events will become clearer when the WAIT statement is introduced

The thard type of event is a process event These events are not declared by the programmer, but automatically defined to correspond to the state of each program or task The process.event has the same name as the program or task, and is true from the time the process 15 scheduled until it completes its last cycle The process eyent of a cyclic process remains true durmg, the inter-cycle wait, and during any other stall or watt state Process events cannot be SET, RESET or SIGNALled, they simply reflect the state of the process of the same name

Process events can be used to solve a problem in the Gudance and Control to FREEFÁlL transition of the previous example Since a process cancelled via the UNTIL clause of 1 ts SCHEDƯLE statement is allowed to finish its current cycle, FREEFALL will start before the other tasks have finished if they are active at the time the event expression becomes-true This difficulty is corrected in the following code

```
STARTUP
PROGRAH,
        DECLARE ORBET EVENT LATCHED;
GUIDANCE:
TASK,
close gutoance; . . ..
NAVIGATION
TASK,
CLOSE HAYIGATION,
CONTROL
TASK,
CLOSE CONTROL;
FREEFALL!
TASK;
close freefall;
    SCHEDULE NAVIGATION PRIORITY(603, REPEAT EVERY 1.0;
    SCHEOULE GUIDANCE FRIORITY(70), REPEAT EVERY 1/6 UNTIL ORBIT;
    SCHEDULE COHTROL FRIORITY(BO), REPEAT EVERY 1 < z0 UNTIL OREIT,
    SCHEDULE FREEFALL OH ORBFT PRIORITY&75), REPEAT EVERY I f 10,
CLOSE STARTUF,
```

The FREEFALL process is intiated when ORBIT is true and both other tasks have completed therr last cycles In this case, ORBIT must be a latched event and it should be SET rather than SIGNALled

The effect of SET, RESET and SIGNAL on latched and unlatched events is summarized in the table on the next page As shown SET and RESET leave a latched event in the TRUE or FALSE states, respectively When a latched event is SIGNALLed, its state is momentarly inverted Unlatched events are always FALSE, except when SIGNAL makes them momentarly TRUE

$$
\begin{aligned}
& \text { U. UNAL PAGE IS } \\
& \text { OF POR QUALKICXI }
\end{aligned}
$$

|  |  | Set | Reset | Sıgnal |
| :---: | :---: | :---: | :---: | :---: |
| unlatched event |  | 11legal | fillegal | Take all event actions depending on TRUE state of <event var> |
| latched event | old <br> value <br> is <br> FALSE | 1 Set event state to TRUE <br> 2 Take all event actions depending on TRUE state of <event var> | no action | Take all event actions depending on TRUE state of <event var> |
| latched event | old <br> value <br> 15 <br> TRUE | no action | 1 Set event state to FALSE <br> 2 Take all event actoons depending on FALSE state of <event var> | Take all event actions depending on FALSE state of <event var> |

Events can also be tested in non-real-tıme statements, eg
IF ORBIT THEN DO,
Booleans and events may be freely mixed in boolean expressions However, when used in any statement other than SCHEDULE or WAIT, an unlatched event is always false

The SCHEDULE statements allow begin and end conditions to be specified in terms of erther time or event expressions, but the repetition option can only be specified in terms of a constant interval of time The WAIT statement allows a prece of code to execute at irregular intervals

Suppose a process is required to execute whenever ORBIT is false and ENGINE_OFF is true The schedule statement can be used to intrate a process the first time this combination is true, as in

## SCHEDULE RE_IGNITE ON NOT ORBIT AND ENGINE_OFF PRIORITY(999),

A convenrent means of allowing this process to execute every tome the event expression is true is shown on the next page

```
p
PROGRAM,
        declare event,
                    ERGINE_OFF,
                    ORBIT LATCHED;
        SCHEDULE RE_IGNITE PRIORITY(999);
    RE_IGNITE
    TASK,
        DO HHILE TRUE,
            WAIT FOR ENGINE_OFF & -ORBIT;
                        -
        END,
    CLOSE RE_IGNITE;
    CLOSE P;
```

When the WAIT statement is executed, if the event expression is true, execution continues at the next statement If the event expression is false when the WAIT statement is executed, the process is stalled untll the expression becomes true as a result of event variable changes by other processes If the event expression in a WAIT statement is not immediately satisfied, it is put into the pool of active event expressions, the process contanng the WAIT statement is stalled (taken out of the READY state) and the highest prionty ready process recelves control The process issumg the WAIT can only continue when the specified condtion is satisfied

Suppose that ORBIT and ENGINE_OFF are both latched events If they are SET and RESET from some process other than RE__IGNITE, it is possible that RE_IGNITE will execute too many times Since it is of such a high proorty, RE_IGNITE may finush processing and re-execute the WAIT statement before the other process has a chance to RESET ENGINE_OFF In fact, if RE_IGNITE is the hughest pronty process and contans no other WAIT statement, it will continue to loop to the exclusion of every other process if the RESET statement can be placed in RE_IGNTTE nght after the WAIT statement the problem is solved, but the situation could be avorded altogether by using a SIGNAL statement instead of SET Since SIGNAL leaves an event in the true state just long enough for all active event expressions to be evaluated, there is no possibilty that RE_IGNITE will re-sssue the WAIT statement while the event is stall true The SIGNAL statement is generally used when an event is expected to change its state repeatedly, as there is no need to RESET* it in preparation for the next use. Note, however, that if the process which is, to wait for the event has not already executed its WAIT statement, the SIGNAL has no effect

[^21]
## ORIGINAL PAGE <br> QUALITX

Consider the two communicating processes below


In this example, of the pronty of P is greater than 50 , neither process will ever complete If the phonty of $P$ is less than $50, T$ will execute ats WAIT statement before DO_SOMETHING is signalled, and both processes will complete If P is the higher prority process, it must pause before signalling $\mathrm{DO}_{2}$ SOMETHING to give T a chance to execute its WAIT statement This could be done by adding

WAIT 1 ,
Just before the SIGNAL statement

## Exercises

122 A Why does the SCHEDULE statement have both AT and ON clauses?
$122 B$ In the program segment below, at which of the pomts $A-D$ is the event expression $Q$ active?

DECLARE Q EVENT LATCHED INITIAL(OFF),

A

SCHEDULE TASKI ON Q PRIORITY(57),

B

SIGNAL Q,

C

SET Q,

D

122 C Let X be a latched event which is mitally OFF How is SIGNAL $X$, different from the sequence SET X , RESET X ,

122 D Re-do problem 121 C with the two transtions based on events assume that unlatched events, tran1 and tran2 are signalled at approprate times by another process

12 2E Is a latched or unlatched event more approprate in each of the following situations
a) As the single operand of an ON clause
b) As part of a complex event expression
c) In a boolean expression
d) In the RESET statement
e) In a WAIT statement inside a loop

122 F Write code that will cause the state of one event variable, COMPL, to always be the inverse of another event, MASTER, which is set and reset by some other code Do not examine the state of MASTER more often than necessary

## 123 OTHER REAL-TME STATEMENTS

The SCHEDULE statement creates a process of some prionty and possibly with some repetition rate Begin and end conditions can be specified in terms of either time or event vatiables These event vanables may be SET, RESET and SIGNALled by other processes The WAIT statement allows a process to voluntanly release control pending some future condition This condition, like those in the SCHEDULE statement, may be either a combination of event variables or the passage of time.

In addition to the time option of the WAIT statement, this section presents the CANCEL and TERMINATE statements, which allow a process to discontinue itself or some other process, and the UPDATE PRIORITY statement, which is used to modify the pronty of a process which has already been scheduled

The WAIT statement has three forms
WAIT FOR "event expression",
WAIT "delta time", and
WAIT UNTIL "tıme",
The effect of the statement is the same in all cases If the specified condition as already true, execution continues, otherwise, the process is stalled until the condition becomes true

As,n the SCHEDULE statement, the expressions "delta tume" and "tume" may be any ardthmetic expression, both are in the same units as tume values in other real-time statements The two forms distinguish between a particular time, and an interval of time, which is, the same distinction as between the IN and AT options of the SCHEDULE statement As before,

WAIT 1 ,
is equivalent to
WAIT UNTIL RUNTME +1 ,

These forms of the WAIT statement are generally used in "sequencing" applications, for instance to fire a vehrcle control jet for a given duration or to wat between commands to some slow moving mechantcal device They are also useful in testing, to generate a scenario of simulated mputs as a function of time

Note that the anthmetic expressions in the time-onented WAIT statements are evaluated only once, when the WAIT statement is executed The expression "RUNTIME + I" does not keep shding into the future, but is converted to a scalar value when the WAIT statement is executed It is only event expressions that are repeatedly evaluated by the system

A further example of the WAIT statement, is shown below Here, the acceleration of a vehicle 15 controiled to get from HERE to THERE in minimum time by accelerating halfway and deaccelerating halfway Steering is ignored, as is any inital velocity

```
PROGRAM,
    DECLARE VECTRR,
            HERE, THERE;
    DECLAPE HAX_THRUST CONSTANT{1234),
            VEH_MASS CONSTANT(5678),
    DECLARE SCALAR,
            A, S, T;
    DECLARE BOOLEAN,
            ACC CMD, DECC CMD;
    A = MAX_THRUST'/ VEH_MASS,
    S = ABVAL(HERE - THERE) / 2;
    T = SGRT(2 A S),
    ACC_CMO = ON,
    WAIT T;
    ACC_CMD = OFF;
    DECC_CMD = ON,
    HAITTT;
    DECC_CMD = OFF,
CLOSE P,
```

In this example, "WAIT T," introduces a delay of T seconds between setting ACC_CMD on, and back off

The WAIT statement temporarily deactivates a process, a process can also be permanently deactivated A non-cychc process (no REPEAT clause in the SCHEDULE statement) termmates by executing its CLOSE statement, by causing a fatal runtime error, or as a result of the TERMINATE statement A cychic process can cease executing as a result of the WHILE or UNTIL clause used when it was scheduled, the occurrence of a fatal ertor, or the execution of a CANCEL or TERMINATE statement

The CANCEL and TERMINATE statements are similar in form, each consisting of a keyword (CANCEL or TERMINATE) followed by a list of process names, for example

CANCEL GUIDANCE, TERMINATE STARTUP, CANCEL NAVIGATION, CONTROL, P, T,

The TERMINATE statement causes mmediate, abrupt cessation of the listed processes Since it may stop a process at any point in its execution, its use is strongly discouraged The HAL/S Language Specification mposes additional rules on the use of TERMINATE The only use of TERMINATE which is generally considered acceptable is

TERMINATE,
When-no list of processes is suppled,.self:termination is mplied This form of the TERMINATE statement can serve as a "super return" statement at the PROGRAM or TASK level Since the process "knows" its own state, this form is relatively safe When other processes are terminated, it is important to consider all possible points at which they might be executing to ensure safety

The CANCEL statement allows an orderly shut-down of the specified processes Lake the WHILE and UNTIL clauses of the SCHEDULE statement, CANCEL can only stop a process before its first cycle or durng the inter-cycle watt Thas allows processes to be stopped without the risk of leaving partally updated results

Since a cancelled process is allowed to finsh its current cycle, the CANCEL statement may not have immedrate effect Process events can be used to key on the completion of the last cycle before scheduling a "replacement" process, as shown below

CANCEL $X, Y, Z$, WAIT FOR 7 X \& 7 Y \& 7 Z ,
SCHEDULE XYZ_NEW PRIORITY(10), REPEAT,

## Exercises

12 3A Surround the statement "WRITE(6) RUNTIME," with other statements so that the values $1 / 10,1 / 8,1 / 6,1 / 4,1 / 2$, and 1 will be sent to channel 6 Use no other $1 / O$ statements Do not worry about numenc accuracy

## 12 3B Given

P PROGRAM, DO WHILE TRUE, /*something ${ }^{*}$ / END, CLOSE,
SCHEDULE P PRIORITY(100),
What does "CANCEL P," da" How should thus be done?

## End of Chapter Problems

Part of the specification of the flight software for the $X Y Z$ arcraft might read as follows

| Category | Rate | Functions |
| :---: | :---: | :--- |
| A | $\mathrm{R}_{\mathrm{A}}$ | mput processing <br> elevon commands <br> telemetry |
| B | $1 / 2 \mathrm{R}_{\mathrm{A}}$ | rudder commands <br> guidance |
| C | $1 / 4 \mathrm{R}_{\mathrm{A}}$ | flight control gans <br> D |
| $1 / 8 \mathrm{R}_{\mathrm{A}}$ | navigation display <br> updates |  |

The software functions are divided into four categones as shown The category A software is to be executed at the highest possible rafe consistent with the throughput of the machine and the total workload The category $B$ software shall execute one-half as frequently as category $A$, the rate of category $C$ shall be half that of category $B$, and the rate of category $D$ shall be one-half that of category $C$ ( $1 e$ oneerghth the rate of category $A$ )"

12A Implement the above example via the real-time statements Explain your chorce of prionties Fix rate A at one-tenth

12B Re-do the problem under the onganal "as fast as possible" groundrule

## 130 SYSTEM PROGRAMMING AIDS

The information presented in earler chapters apphes equally well to any HAL/S compiler Except for numenc precision, the examples shown will produce the same results under any complete implementation of the $\mathrm{HAL} / \mathrm{S}$ language This transferrability was one of the major desıgn goals of the language It decreases the dependence on the avalability of flight hardware and encourages the re-use of debugged software

In order to provide this degree of machune-mdependence, the language isolates the user from detals of the underlying hardware, $\mathrm{e} g$, the number of bits in a scalar The arithmetic data types, Integer, Scalar, Vector and Matrix correspond to mathematical abstractions For most users, the mapping of these data types into the data formats supported by a given computer is of no concem The operations that can be performed on these data types are defined in a way that is completely independent of any computer architecture The character string, boolean, and event types also are defined abstractly Users do not normally need to know how much memory is occupted by a boolean or what character code (ASCII, EBCDIC, etc) is used internally Since these low level decisions are made in the compler, HAL/S code is usually machine-nindependent

While most flight code implements algonthms that are defined in machine-mdependent mathematical or logical terms, small portions of many projects are specified in terms much closer to the computer in use Examples of thus low level code are formatting sensor data, handling interrupts, managing real-time clocks, commanding special purpose avioncs, etc These functions are intrinsically machine-dependent Algorithms are designed in temns of hardware capabilities and concepts Thus, there is little chance of sharing this type of software between different projects Transferrabilty of "systems programs" is not a practical goal, given the diversity of fight hardware

Even though system software is generally specific to a given computer, the other advantages of high order languages still apply Also, the use of a single language for both apphcation and system programs tends to simplify interfaces, documentation and traming Hence, HAL/S provides some features for writing system software, including the use of pointers and low-level bit mampulation

These features are most frequently used in software that is intrinsically non-transferrable The restraction of bit manipulation to the BIT data type, and simiar constrants on addresses, separate the possibly machune-dependent systems programs from applications code

## 131 BIT STRINGS

- A bit stang is a senes of binary digits Each digit or bit behaves like a boolean The forms, BOOLEAN and BIT(1), are completely interchangeable A bit string of length four can be created via ,
dECLARE FLAGS BIT(4),
Like vectors, character strangs and other aggregate data types, bit strings may be subscmpted to select single components or partitions The first, leftmost, or most signuficant bit of FLAGS is denoted FLAGS\$1 The last two bits would be referenced as FLAGS\$(2 AT 3)

That catenation operator (I) also apples, though bit strings differ from character strings in that bit strings are of fixed length The AND, OR and NOT operators can be apphed to enture strings as well as their boolean components

The length of a bit string must be less than an implementation-dependent lumit This lumt generally equals the maximum number of bits that can be loaded into a general purpose accumulator or regster on the target machme

Operations on single bit components of a bit string aie generally slower than corresponding operations on BOOLEANs or enture bit stnngs The machne mstructions to perform these operations also tend to occupy more space *

Because of the mefficiency of operating on a component of a bit stme whule leaving the ather bits alone, bit stings should not routinely be used to pack the individual booleans of a program into a single word One type of situation in which bit strings can be used effectively is illustrated below
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In this code, eight booleans are packed in a bit string called $B$ This makes the statements, $\mathrm{B} \$ 1=\mathrm{ON}, \mathrm{B} \$ 2=\mathrm{ON}$, etc, less efficient than references to the individual booleans, $\mathrm{Cl}, \mathrm{C} 2$, etc However, the statement

IF $\mathrm{B}=\mathrm{HEX}{ }^{\prime} 00^{\prime}$ THEN DO,
is much more efficient than

```
IF NOT (C1 | C2 | C3 | C4 | C5 | C6 | C7 | C8) THEN
    DO,
```

Since thas statement is executed much more frequently than the individual assignments, the savings from making a simpler test more than offsets the cost of the component assignments Thus, one application of bit stings is to collect booleans for testing as a group

The example above tests whether all eight bits are false Other compound conditions can be tested via the AND and OR operators For instance, the following statement tests for the odd-numbered bits equal to zero

```
IF (B & BIN`1010.101010') = HEX'00` THEN
    DO,
```

The test that bits 1 and 3 are on and 2 and 5 are off can be coded as

$$
\begin{aligned}
& \text { IF }\left(\mathrm{B} \& \text { BIN‘}^{‘} 11101000^{\prime}\right)=\operatorname{BIN}^{‘} 10100000^{‘} \text { THEN } \\
& \text { DO, }
\end{aligned}
$$

When booleans are collected in a bit string, it is still possible to give symbole names to individual components via REPLACE statements, as in

REPLACE MEANINGFUL_NAME BY "B\$3",
The only comparisons that may be made between bit strings are equality and nonequality ( $=$ and $7=$ ) As with arrays, the components are compared in parrs Two but strings are equal if all pars match, and unequal if any parr mismatches If two bit strings of unequal lengths are compared, the shortest is padded on the left with binary zeros before the comparison

Thus left padding also occurs prior to logical operations on bit strings of unequal lengths The following assignment statements all have the effect of setting B\$6 to ON while leaving the other bits alone

$$
\begin{aligned}
& \mathrm{B}_{6}=\mathrm{ON}, \\
& \mathrm{~B}=\mathrm{B} \text { OR HEX }{ }^{\circ} 04^{\prime}, \\
& B=\text { B OR } \mathrm{HEX}^{4} 4^{\prime}, \\
& B=\text { B OR } \operatorname{BIN}^{‘} 100^{\prime},
\end{aligned}
$$

Provided that the implementation dependent lemit on bit string lengths is not less than twenty

$$
B=B \text { OR HEX'00004' }
$$

will also produce the same results A copy of B is padded to length twelve before it is ORed with the HEX'004', and the result is truncated at the left (the most signoficant four bits are removed) before it is stored back into $B$

Partitions of bit stnngs may be used in the same ways as entire strings, eg

```
IF B = OCT'17' THEN
    1 TO 4
    DO,
```

The width of every bit partition must be known at comple-time This means that in the form BS(X AT Y), X must be an anthmetic expression composed solely of hterals, CONSTANTs, REPLACE names and the anthmetic operators In the form B\$(X TO Y), both X and $Y$ must be computable at comple-time 'Character stings are the only data type for which variable-width partition subscripting is allowed

As we have stated, bit strings should not be routinely used to pack booleans The overhead of referencing the boolean components generally outweighs the savings of compressing
them. In the first example, a bit string was appropriate since the entire string was referenced more often that its components

It may also be appropriate to use bit strings to pack a table of boolean 'Sine there are generally fewer HAL/S statements which reference a table than entries in the table, it is possible to save memory (at the expense of execution time) by compressing the table while expanding each reference For instance, in the table of 1000 booleans,

DECLARE INFO ARRAY (1000) BOOLEAN,
each array element can be easily referenced as in
IF INFO (I) THEN DO,
but the table itself will occupy a lot of memory Each boolean uses a whole byte, word, or other addressable unit To save some storage, this table could be packed as shown below

```
    DECLARE INFO ARRAY{1 + 1000 / 16) BIT(16);
TEST:
FUNCTION(I) BOOLEAN;
    DECLARE I INTEGER;
    DECLARE INTEGER;
        NORD, BITMUN,
    NORD = DIV(I, 16);
    BITNUTI = Y - 16 HGRD,
    RETURN INFO
        NORD*I*BITNUMK+1
CLOSE TEST:
```

Now the value of entry number I in the table can be referenced as TEST (I) This will be a less efficient reference, but the table size has been greatly reduced

This example assumes that the computer on which the code executes can address memory by the 16 -bit uni If not, this code could be very much less efficient Thus, this example is not machine-ndependent It would still compile and produce the correct results on, say, a 24-bit machine, but to achieve the same efficient use of memory would require changing the four occurrences of 16 to 24 Thus, one reason why programs containing bit strings tend to be less transferrable is that bit string are sometimes used to control the packing of information in "words" of memory

The expression INFOS(WORD BITNUM) contains both array and component subscripts As before, many combinations of simple and partition, component, array, and structure subscripts are allowed


One of the most common uses of bit strings in aerospace apphcations is for formating sensor and display data For example, a sensor might produce a value in "packed decimal" format Six four-bit fields, each contamng a number from 0 to 9 (BIN‘0000' to $\mathrm{BIN}^{‘} 1001^{\prime}$ ), packed in a 24 -bit word This could be converted to a simple integer by the following code

Here we see that the INTEGER shaping function will accept a bit string as its operand The effect is merely to treat the string as a binary number rather than a senes of booleans

Conversely, the BIT function allows an integer to be treated as a bit stnng The length of the string returned is always equal to the implementation-dependent maximum bit length The code below assumes that the maximum is. 16


This example produces correct results only on a 16 -bit $2^{\prime}$ s complement or sign-magnitude computer Here the machune dependence results from both the string length of 16 and the assumptions made about the interpretation of the first and last bits of an INTEGER

Conversions between bit and integer types use the BIT and INTEGER functions The BIT function will also accept a scalar argument, and the SCALAR function will accept a bit argument However, an mfermediate conversion to integer occurs m scalar-to-bit and bit-to-scalar converstonts Thus, $\operatorname{BIT}(35)=\operatorname{BIN}^{+} 0000000000000100^{\prime}$, and $\operatorname{SCALAR}(B I N$ ${ }^{\prime} 0100$ ') $=40$ BIT of a scalar between zero and one-half generates a string of binary zeros

The value returned by the BIT function is always of the maxumum legal length for bit strings, as defined for the compler version in use This fact must be considered when the BIT function itself is subscripted The last four bits of an integer, I, can be referenced as
$\operatorname{BITS}(4 \mathrm{AT} \neq-3$ ) (I)
but the expression
BIT\$(1 TO 4) (I)
may or may not select the first four bits of I If the number of bits in the representation of an integer is less than the bit string length limit, the BIT function will left-pad the bit pattern of $I_{2}$ with binary zeros up to the limit The subscript applied to a BIT function selects bits from the maximum-length result of the conversion, rather than from the onginal operand, so BITS(1 TO 4) (I) may pick out padding instead of data

The CHARACTER function can convert a bit string to its binary, octal, decimal, or hexadecimal character representation This is specified via a radix, which is written as a subscript, for example


would produce

```
'19'
'25'
'31'
`0001, 1001'
'0001 1001'
```

The BIT function can convert a character string back to a bit string The radix is suppled here as well Every character in the strnng must be a digt in the valid range for the specified radix BIT'\$(@HEX) ('12') is BIN‘10010', BITS(@OCT) ('12') is BIN‘1010', and BITS(@BIN) ('12') would result in a runtume error Note that conversions between character and bit do not depend on the codes used to represent numerals withen character strings

Another function, SUBBIT, allows any data type to be referenced, assigned, and subscripted as if $t t$ were a bit strung SUBBIT obtams the meternal representation of a vanable with no modifications at all Since these representations of HAL/S data types vary from computer to computer, programs which use SUBBIT can not be machme-mindependent

The SUBBIT function is used in the code below to convert a character string containing decrmal digits to the packed decinal form discussed earlier This routine assumes that the digits are represented in the EBCDIC character code In this code (which is not used in all implementations) the decimal dugits $0-9$ are represented by the binary codes HEX'F6' through HEX'F9'

DECLARE C CHARACTER (4) INITIAL('1234'), DECLARE B BIT(16) INITIAL(HEX*0000'), DO FOR TEMPORARY I $=1$ TO 4,
$B=B 11$ SUBBIT $\$(5$ TO 8)(CSI), END,

The expression SUBBIT\$(5 TO 8)(CSI) selects bits five through eight of the binary representation of the ith character of C SUBBIT can also be used to modify a variable as if it were a bit string The SUBBIT function is descrbed further in the HAL/S language specafication

As a final example of bit strings, consider the following problem A set of three redundant sensors produce an ARRAY(3) BIT(16), where each sensor contributes one array element contanning four fields as shown below


The problem is to produce a fourth word in the same format which contains average values The five bit fields will be treated as unsigned integral numbers, the validity bit in the average will be true if and only of all three input validity bits are true

The data can be declared as
DECLARE DATA ARRAY (3) BIT (16), DECLARE AVERAGE BIT(16),
and the computation can be done in a single statement


Note that the bits in the diagram were numbered from one to sixteen, starting at the left (or most significant bit) HAL/S always numbers bits in this way, regardless of any conventrons that may be used in hardware documentation

The expression $\operatorname{BIT} \$(5 \mathrm{AT} \#-4)$ ( ) selects the last five bits of its operand Since the length of the string retumed by the BIT function is implementation dependent, the use of "\#-4" instead of " 12 " or " 28 ", etc , is generally preferred

DATA(* 1 TO 5) is an ARRAY (3) BIT (5), this expression selects a bit partition from each array element Thus, the INTEGER function is being presented with an array of "NI" fields

This example also shows the use of the catenation operator on bit strings, which operates in the same way as on character strings

In this section, two major uses of bit strings have been presented , First, bit strings were used to collect booleans into a single word so that a complex boolean expression could be reduced to a simple companion, the examples would work under any HAL/S implementaton The other major use of bit strings is for mampulating quantities of less than one addressability atom Bit subscripts can be used to pick apart a word of memory This allows explicit user control over the packing of data, and provides a facility for reformatting avionics I/O data In this case, such considerations as the word size of the target machine and the internal representations of HAL/S data become important, hence, there is a degree of amplementation-dependence in the use of bit strings

## Exercises

## 13 1A Given,

DECLARE FLAGS BIT(12),
write' expressions that test for each of the following conditions without using subscnpts
a) bits 1 and 2 on,
b) even numbered bits off,
c) first six bits off or last six on,
d) bits $1,3,5,11$ on, others off, and
e) bits $1,3,5,11 \mathrm{on}, 2,12$ off, others arrelewant

131 B Fill in the following function so it agrees with the comment
FLIP FUNCTION(B) BIT(12),
DECLARE B BIT(12),
C Return string of bits in reverse order,
C 1 e, $\operatorname{FLIP}\left(\mathrm{HEX}^{*} 001^{\prime}\right)$ should be $\mathrm{HEX}{ }^{8} 800^{\prime}$
CLOSE FLIP,
131 C Six bits can represent an integer value between zero and 63 If a table of 200 such values were to be stored in a computer with a 24 -bit word, 4 t would be advantageous to pack four values per word Write a procedure,

SET_BITS PROCEDURE(ENTRY,VALUE),
which can be called to set one of the 2006 -bit entres to value, and a function,
GET_BITS FUNCTION(ENTRY) INTEGER,
which returns the value of one entry Use the declaration
DECLARE TABLE ARRAY(50) BIT(24),
13 1D A common format for floating point numbers consists of a sign bit, followed by seven exponent bats, and 24 mantissa bits The value of the number is
$\pm$ mantissa $\times 16^{\text {exponent }-64}$
A non-zero number is said to be "normalized" if the first four bits of the mantussa are not all zero Write a procedure which interprets its BIT(32) argument as a floating point number, and returns a BIT(32) which has the same floating point value as the input, but is normalized if the input mantissa is 0 , then return true zero ( e , all bits $=0$ ) When would such a routine be useful?

131 E Redo the packed decimal to integer conversion example in the text using only one executable statement

131 F Redo the problem above without any arithmetic operators Hint Use character operations

## 132 NAME VARIABLES

Name vanables are pointers or addresses, they allow data to be referenced indirectly Name variables are sometimes called "pointers-to", since each name variable can point only at variables of a given data type The type of the data pointed to is specified in the declaraton of the name variable itself

The most prevalent userof pointers in general is to pass the address of a data aggregate (such as MATRIX) to a subroutine In HAL/S, this is done implicitly via ASSIGN arameters, hence, the need for name variables in application programs is almost eliminated In system programs, name variables may be used for efficiency in maintaining linked lints and queues, for buffer control and storage management, and for interfaces to non-HAL/S code or I/O hardware (eg , a DMA channel)

Another common use of name variables is to avoid a repeated structure subscript operatron Suppose an inertial sensor produces data in the format indicated below

```
STRUCTURE IMU_DATA
    1 DELTA_V ARRAY(3) INTEGER DOUBLE,
    1 ATTITUDE ARRAY(3) INTEGER,
    l STATUS BIT(16),
```

There are three of these sensors
DECLARETMU_INPT IMU_DATA-STRUCTURE(3),
A low rate process is to select the best of the three copies of IMU data, the entire structure is to be read and the selected copy processed at a higher rate One way* to pass the selection information between the processes is as a structure subscript An integer,

## DECLARE BEST INTEGER,

could be located in a compool visible to both processes it would be assigned to $1 ; 2$ or 3 at the low rate, and the high rate would have computations involving IMU_INPT\$(BEST,) No name variables are used so far, but this solution will work Individual components of the selected structure can be referenced as in

```
PITCH_ANGLE = SCALAR(IMU_INPT ATTITUDEE BEST,1),
```

[^23]Every reference to the selected structure copy includes the subscriptung operation Thus conceptually involves adding the base address of the structure to the product of the structure width and the value of BEST Multiplication is relatively slow on most computers It would generally be more effictent to compute the address of the BEST copy of IMU_INPT only once and reference it directly through this saved address Both "indexing" and "indurection" are performed in a vanety of ways on different computers, but when the index requures multiplication, in this case by the width of ten integers, indurection is quicker This is not to say that it is always preferred Some of the risks of using name variables will be discussed ${ }^{-1}$ later

Before giving the name variable solution, we note that the address can be computed and saved by adding an additional procedure


Here the structure subscript is elimmated throughout the XTRA code block, since HAL/S ASSIGN parameters are a case of "call by reference" rather than "call by value" The address of the argument is passed to the procedure Name vanables allow the same type of indrect reference without the overhead of calling an extra procedure This is shown below

```
STRUCTURE IMU_DATA
    I DELTA V ARRAY(3).INTEGER DOUBLE,
    I ATTITUDE ARRAY(3) INTEGER,
    j STATUS BIT(16),
DECLARE IMU_INPT IMU_DATA-STRUCTURE(3);
DECLARE BEST INTEGER,
DECLARE PITCH_ANGLE SCALAR;
DECEARE BEST_IMU HAME IFTU_DATA-STRUCTURE;
```



This program is much the same as before In partıcular, the HI_RATE task is the same as when BEST_IMU was an assign parameter, except that the XTRA procedure is gone

The name vanable, BEST_IMU, occurs three times in the program above First is the declaration A varable is specified to be a name by placing the keyword NAME before the data type The second is when it appears as an operand to the NAME function in the LOW_RATE task In this context (and only in this context) the name ss treated as a pointer Here it is set to the address of the best copy of IMU_INPT The only way to "re-pome" the name variable BEST_IMU is by executing a statement of the form

$$
\operatorname{NAME}\left(B E S T \_I M U\right)=\operatorname{NAME}(\quad) ;
$$

The only way to reference a name variable's ponter value at all is by use of the NAME function Normally, BEST_IMU is of type IMU_DATA-STRUCTURE It may be used anywhere that a non-name vanable of type IMU_DATA-STRUCTURE is allowed In a normal context, outside the name function, a name variable serves as an alas for data of some other type, hence the terminology NAME instead of "pointer" This is not at all the same as the use of a REPLACE macro as in

## REPLACE BEST_IMU BY "IMU_INPTS (BEST,)",

because the replace macro results in the subscript operation performed every tume In the case of name variables, changes to the value of BEST only affect which data is referenced by BEST_IMU when the

$$
\text { NAME }(\text { BEST_IMU })=\text { NAME }\left(\mathbb{M U U} \_ \text {INPT\$ }(B E S T,),\right.
$$

name assignment is executed


Name vanables may be of almost any data type, though the most useful is structure The types of data to which names cannot point are those which requre more than a simple address to descnbe These are the same types that are disallowed as assign parameters, examples include bit partitions, matrix columns, etc

A name variable can only refer to data of exactly the same type as speciffed in its declaration This means that all of the type attributes must match, including precision, arrayness, structure herarchy, and so on The INITIAL attribute is an exception The statement

mitializes NAME(BEST_MMU), 1 e, the pointer value When a name vanable is declared, the amount of storage reserved is just enough for one address The INITIAL attnbute specifies the value to be placed in this address word The block of storage needed to contain an IMU_DATA-STRUCTURE is not allocated when the name is declared, thus the intial values for the structure pointed at must be specified elsewhere The statement shown causes the name vanable BEST_IMU to point initially at the second copy of IMU_INPT

If the INITIAL attribute is not specified in a name declaration, the name initially points nowhere A special value is used as a null address so that all unimitialized names have the same values Thes null value is an adkiess at which it is umpossible to locate data and can be wntten either as "NULL" or as "NAME(NULL)" It is possible to determme whether or not a name vanable points anywhere, as shown below


The basic NAME syntax has been shown in the context of one example The forms of declanng, imitralizing, re-pointing, and dereferencing ( 1 e , accessing the data pointed at) have been shown The man example used is machme-modependent and at least somewhat application orrented Nonetheless, there are pitfalls in the use of name variables It is difficult to find out what a name vanable is pointing at by examining the code surrounding a reference to it Data which is accessed via name variables is not fully tracked in the cross reference listing Name vanables allow a single location to be referenced by several'identifiers, possibly resulting in obscure side-effects of assignments Name variables also tend to bypass compiler
optimization, since they make'it difficult to find a segment of code over which a particular variable is not modified It is hard for either the programmer or the compiler to be certain what is being changed when name vanables are assigned into Thus, it is frequently worthwhile to use a less efficient but less dangerous construct such as structure subscripting $A$ common lament is "I though I understood this code until I saw these name variables!"

In most application code, name variables should be avoided The possible gan in efficiency is generally outweighted by the loss in reliability and mantanabilyty* Name varyable are provided in HAL/S pnimanly to allow the wanting of system software

## Exercises

132A Name any three HAL/S data items which cannot appear as an operand of the NAME pseudo-function

132 B Which of the following can be done with name variables
a) bypass HAL/S scoping rules,
b) declare a structure node with copiness,
c) reference a single data item by several names or identifiers,
d) reference absolute addresses, and
e) change the type of data

## 133 LISTS AND QUEUES

The HAL/S language does not provide syntax for dynamic storage allocation Temporacy variables and space for intermediate results may be allocated and freed by the runtime code, but all decisions are made based on the static block structure, DO END grouping, etc List processing languages can automatically release data that is not on any list and allow the space so created to be used for new lists HAL/S does not provide this type of storage management because it is not possible to guarantee that such systems will not run out of storage this would be an unacceptable condition in flight

Aside from storage management, the most valuable feature of lists is that entries can be deleted or inserted in the muddle without copying data This capability is available in HAL/S through structures and name variables

Consider the timer queue, a concept which is central to many operating systems Each entry in the queue contains a time and an action to be taken The queue is maintained in order of increasing time the top entry is loaded into an interval timer This could be coded in HAL/S as shown on the next page

[^24]

```
M structure tqe.
c timer queue element
    1 time scalar,
    1 ACTION INTEGER,
    1 AFFECTED_PROCESS HAME FROCESS_CONTROL-STRUCTURE,
    1 HEXT NAME TQE-STRUCTURE,
    DECLARE TQ TQE-STRUCTURE(100);
```

These statements create a 100 -copy structure, with four fields in each copy Two fields are name vanables, they are referenced in the usual manner, eg,

## TQ AFFECTED_PROCESS\$(1,)

is the third field of the first copy of TQ It is of type PROCESS_CONTROL-STRUCTURE Only the address is physically contamed in TQS $(1$,$) , but the structure elsewhere is accessed$ when the name variable is referenced in a normal context ( 1 e , outside of the NAME functron) The other name vanable points to a TQE structure The last field of TQE is the name of another TQE We will explore the implications of this later As it stands, all of the fields in TQ are null The queue could be initaluzed as shown below


Now the entries in the queue are teed together with pointers, as shown below


The structure copy numbers are shown in the diagram, but each field can now be referenced without using a copy number, as indicated in the following table

| Referenced Data | Pointed To By |
| :--- | :--- |
| TQS(1,) | FREE_Q |
| TQS(2,) | FREE_Q NEXT |
| TQS(3,) | FREE_Q NEXT NEXT |
| TY TMES(2,) | FREE_QNEXT TIME |

Since FREE_Q NEXT is the name of a TQE structure, it also has a NEXT field This field points at the third entry in the free queue, which at the moment is also the third copy of CQ

The procedure below creates an entry in the active queue by removing it from the free queue and inserting it at the appropnate pout in ACTV_Q based on the time field

```
E*gLEGUE
FRRCEDLQE(MHEN, LHAT, PRECNAME),
    DECLARE WHEN SCALAR,
        HHAT IHFEGER,
        PFOCHARIE NAMEE FROCESS_COHTROL-STRUCTUPE,
    BECLARE EEN HAHE TGE-STRLCTURE,
    THE EOLLOWITG RAHE VAREABLE IS USED LIKE A COOP
    VARIABLE IN A SEARCH
    DECLAFE ENT \HalE TQE-STRUKYURE,
    IF HO FREE ENTRY THEN AN EPROR
    IF NAME(FREE_Q) = NULL THEH:
        RE FUR&N,
```


NEN
DO,

HAME(HEN HEXT $)=$ NAME $\left(A C T V_{-} Q\right)$, $\quad$ * PUT FERST*
MAME(AETV_Q) = HAHE(HEW),
RETLPは,
END.

DO UHTEL WAHE(EIIT HEXT) = HAHECTMLL?, - SHEARCH Q*/
NAME (EAT ) = NAME (ACTY_Q),
IF ENT HEXT TIHE $>$ NEH TIME THEN
DO:
MAME (NEH NEST $)=$ HAME (ENT NEXT)
HAME(ENT HEXT) $=$ HAME $\left(3\right.$ * ${ }^{*}$.
NAME (ENT NEAT $)=$ HAME
RETUPN,
E10.

ERTD:
AT THIS FQINT , THE HHOLE WAS SEARCHED UNSUCCESSFULLY,
SO AOD HEN TO THE END
NAME EHT NEXT ${ }^{*}$ = NAME(NEW),
NAHE(HEN NEXT) $=$ NULL,
CLOSE ENQUEUE,
NEH ACTIOK = WH\&T.

MOW IHSERT HEH EHTRY IN APPROFRIATE POINT OF ACTV QUEUE
EITHER BEFCYE FIPST,
EETE.EEH EHY : 'D EHT NEXT FOR SOHE EHT
OR AT ENO OF GUEUE
IF NEN TIHE $\leqslant$ ACTV_O TIHE THEN
/ $\angle S T A R T$ AT TOP\#'

Thus procedure can msert an entry in the middle of the queue without physically moving subsequent entries down, since the sequence information is encoded in the links (name vanables) rather than the position in memory (the copy number) After

CALL ENQUEUE (10, 1, NULL), is executed, the queue looks like


If the next calls are
CALL ENQUEUE (20, 1, NULL), CALL ENQUEUE (15, 1, NULL),
the queue looks like


Now, ACTV_Q is TQS(1,),
ACTV_Q NEXT is TQS(3), and
ACTV_Q.NEXT NEXT is TQS(2,)


Thus when viewed as a list structure, the elements of ACTV_Q are sorted by increasing TIME, even though

```
TQ.TME(2,) > TQ.TMMES(3,)
```

This queue could be used in implementing the HAL/S real time statements The code below illustrates how the tımer queue mught be used The CALL SET_CLOCK and WATT FOR event statements are intended to load the value ACTV_Q TIME into an interval timer, and wat for the interrupt Thus would have to be done via assembly language or $\%$-macros "Percent" macros are implementation-dependent They allow a pre-defined sequence of machme instructions to be inserted in a HAL/S program More detail is given in each Users Manual

```
INT HANDLER
TASK,
    DECLARE CLOCK_INTERRUPT EVENT,
    DECLARE TEMP NAME TQE-STRUCTURE;
    DO WHILE TRUE;
        EALL SET_CLOCK(ACTV_Q TIME) ASSIGN(CLOCK_INTEREUPT);
        WAIT FOR CLOCK_INTERRUPT;
        DO CASE ACTV_Q.ACTION,
            CALL RECYCLE(ACTV_Q AFFECTED_PROCESS),
                            +
            CALL CANCEL_PROC(ACTV_Q.AFFECTED_FROCESS),
            CALL READY(ACTY_Q AFFECTED_PROCESS),
            CALL SCHEDULE_AT(ACTY_Q AFFECTED_PROCESS);
            #;
    NON REMOVE TQE FROM AGTIVE CHATN
            NAME(TEMP) = NAME(ACTV_Q);
            NAHEEAETV_Q) = HAME{AETV_Q.NEXT3;
            NAME(TEMP NEXT) = NAME(FREE_Q),
            NAME(FREE_Q) = NAME(TEMP);
    END;
CLOSE,
RECYCLE
PROCEDURE(X);
    DECLARE X PROCESS_CONTROL-STRUCTURE,
ClOSE,
CANCEL PROL
F+NOEEDURE(X),
    DECLARE X PPOLESS_CONTROL-STRUCTURE;
```

With the process INT_HANDLER running, and appropnate routnes to recycle, cancel, and otherwise change process states, ENQUEUE could be called as a result of several HAL/S statements "WAIT 5," executed by some process X might be translated to

CALL ENQUEUE(RUNTIME $+5,3$, NAME(X)), CALL STALL(NAME(X)), / $/$ enter wat state $\times$ /

Here we are assuming that X is a process_control-structure Such a structure might consist of

```
STRUCTURE PROCESS_CONTROL*
    1 'SAVE AREA RIGGID,
        2 FIXED_REGS ARRAY(16) BIT(32),
        2 FLOAT_REGS ARRAY(8) SCALAR DOUBLE,
        2 OTHER BIT(32),
    1 PRIORITIE IHTEGER,
    1 STATUS INTEGER,
    HEXT NAME PROCESS_CONTROL-STRUCTURE,
    LAST NAME PROCESS_CONTROL-STRUCTURE,
```

when the node, SAVE_AREA is machne dependent This is a double linked list Each entry has both forward and backward ponters To see how this is useful, suppose that there are three queues contanning process control blocks (PCBs) FREEPC will be the anchor (simple name variable pointung at the first elemient of) of a queue of unused PCBs, READYPC will be the anchor of a queue of PCBs representing ready processes, (sorted by prionty), and STALLED will be a queue representing blocked processes (e g, those in the wart state) One of these queues is diagrammed on the next page All three have the same form The STALL routme that was called above might simply remove the indicated process from the READYPC queue and add it to the STALLED queue The argument to STALL is the address of the PCB to be removed from the READYPC It could be written as

OECLARE READY_PC NAME PROCESS_COŃTROL-STRUCTURE, DECLARE STALLED NANE FROCESS_CONTROE-STRUCTURE, DECLARE FREEFC NAME PROCESS_CONTROL-STRUCTURE;

STALL:
PROCEDIRE ASSIGN(PCB);
DECLAPE PCB PROCESS_CONTROL-STRUCTURE,
REMOVE FROM READY QUEUE


The reason a double linked list is needed is that STALL receives the address of a PCB in the middle of a chain


To remove it, the links of both neighbors mast be changed A singly linked lust would suffice if it was always searched starting from READYPC

In this section, we have sketched portions of one possible implementation of the HAL/S real time statements This design does not necessanly correspond to any actual operating system The point of thus section is to give a degree of familianty with sophisticated uses of name vanables, and to illustrate that large portions of "system programs" can be wntten in HAL/S

This system presented is not at all complete A routme is needed to make a process ready It could be essentially the same as the ENQUEUE routine shown earlier The routine that readies a cychc process when the timer goes off should put a new entry in the queue for the next cycle Also, some low-level control code is needed to dispatch the highest pnonity ready process This process is always the one that corresponds to READYPC, since the
ready queue is sorted, the top routine is always the one to receive control However, there is no HAL/S syntax for branching to a program or for loading/storing specific machine registers At some level, assembly language has to be used, though HAL/S does allow certan canned machine-mstruction sequences to be generated na $\%$ macros These macros make machine dependencies highly visible in the histing If the \%-macros defined for a particular implementation are not suffictent, assembly language comsubs can fill the gap

Name variables, percent macros, bit stnngs, EQUATE EXTERNAZ*, and the ability to call assembly language routmes all contribute to making HAL/S surtable for systems programming Use of these features in application programming is discouraged, nonetheless, some safety is provided by the type checking rules (as applied to name vanables and bit strings) and other safeguards Even in the system-language portion of HAL/S, many forms of bad programming practice are precluded by compler restrictions These features are designed so that reliable, readable and efficient programming is still encouraged even though it cannot be as thoroughly enforced when the system programming features are used

## Exercises

13 3A Declare and initialize a structure, CIRCLE, such that the following statement is true

$$
\text { NAME(CIRCLE NEXT) = NAME(CIRCLE })
$$

13 3B Change the declaration of the timer queue so that each element (TQE) is the head of an arbitrary-length list of action-affected process pairs all to be done at the same time, as illustrated


[^25]

Change the ENQUEUE routine to elther add the new element to the end of an existing list, if there is already one, or more actions at that time, or insert a new list consisting of a header and the new item

133 C As written in the text, the procedure STALL may fall with some inputs When will this happen ${ }^{7}$ Modify the procedure to remove this problem

## End of Chapter Problems

13A Write a procedure which will insert a PROCESS_CONTROL-STRUCTURE in the READY_PC queue (both defined as in Section $13 \overline{3}$ ) after all entres having an equal or higher PRIORITIE and before all entries that are lower Remember to maintain both forward and backward links

13B Write a program which will read in two hexadecimal numbers (of up to six digits) separated by etther ã plus or minus sugn, and print their sum or difference in both decimal and hexadecimal

## Appendex A

## ARITHMETIC FUNCTIONS

- Arguments may be integer or scalar
- The data type of the result matches the argument type unless otherwise noted
- Arrayed arguments generate multiple invocations of a function, one for each element in the array When two or more arguments are arrayed, their arrayness must match *

| Name <Arguments(s)> | Comments |
| :---: | :---: |
| $\mathrm{ABS}(\mathrm{X})$ | Absolute value \|X| |
| CEILING(X) | Smallest integer $\geqslant \mathrm{X}$ <br> CEILING(-3 4) returns -3 |
| $\operatorname{DIV}(\mathrm{X}, \mathrm{Y})$ | Integer division $X / Y$, where scalar arguments are rounded to integers Thus construct is the only way to do integer division in HAL <br> $\operatorname{DIV}(5,2)$ returns 2 <br> Note Where $\mathrm{X}, \mathrm{Y}, \mathrm{Z}$ are integers $\mathrm{X}=5, \mathrm{Y}=2$ The statement $Z=X / Y$ results in two integer to scalar conversions and a scalar divide Finally, the result is converted to an integer type In this case $Z=X / Y$ sets $Z$ to 3 |
| FLOOR(X) | Largest integer $\leqslant \mathrm{X}$ <br> FLOOR(-3 4) returns -4 |
| $\operatorname{MiDVAL}(\mathrm{X}, \mathrm{Y}, \mathrm{Z})$ | The value of the argument which is algebratcally between the other two If two or more arguments have the same value, that value is returned <br> MIDVAL( $-4,-6,35$ ) returns -4 |
| $\operatorname{MOD}(\mathrm{X}, \mathrm{Y}) \times{ }^{-}$ | X MOD Y (modulus) The result is scalar unless both arguments are integers <br> $\operatorname{MOD}(5,3)$ returns 2 <br> $\operatorname{MOD}(5,-3)$ returns 2 <br> $\operatorname{MOD}(-5,3)$ returns $:$ <br> $\operatorname{MOD}(-5,-3)$ returns 1 <br> MOD ( $-5,21$ ) returns 13 |

[^26]| ARITHMETIC FUNCTIONS (CONT'D ) |  |
| :---: | :---: |
| Name < Argument(s)> | Comments |
| $\mathrm{ODD}(\mathrm{X})$ | Result is BOOLEAN True if X is odd, false if X is even $\mathrm{IF}(O D D(X))$ <br> THEN .. <br> Note Scalar arguments are rounded to integer |
| REMAINDER(X,Y) | Signed remainder of integer division $X / Y$ <br> REMAINDER ( $-5,3$ ) returns -2 <br> REMAINDER $(5,-3)$ returns 2. <br> REMAINER $(-5,-3)$ returns -2 . <br> Note Scalar arguments are rounded to integers |
| ROUND(X) | Nearest integral value to X , essentially the same as HAL scalar to integer conversion |
| $\operatorname{SIGN}(\mathrm{X})$ | $\begin{array}{ll} \text { Returns an mteger } & +1 \text { if } X \geqslant 0, \\ & -1 \text { if } X<0 \end{array}$ |
| SIGNUM(X) | $\begin{aligned} & \text { Returns an integer } \begin{array}{r} +1 \text { if } X>0, \\ 0 \text { if } X=0, \\ -1 \text { if } X<0 . \end{array} \\ & \text { DO CASE(SIGNUM(X)+2) } \end{aligned}$ |
| TRUNCATE(X) | Strip off fractronal part of the scalar (X) TRUNCATE (-3 4) returns -3 TRUNCATE (78) returns 7 |


| ALGEBRAIC FUNCTIONS |  |
| :---: | :---: |
| - Arguments may be integer or scalar types - conversion to scalar occurs with integer arguments <br> - Result type is always scalar <br> - Arrayed arguments cause multiple mvocations of the function, one per each array element <br> - Angular values are supplied or delivered in radians * <br> - Arguments that are outside the doman specified in the comments result in HAL/S runtime errors, (see Chapter 10) |  |
| Name<Argument(s)> | Comments |
| $\operatorname{ARCCOS}(\mathrm{X})$ | $\|X\| \leqslant 1$ |
| ARCCOSH(X) | $\mathrm{X}>1$ |
| $\operatorname{ARCSIN}(\mathrm{X})$ | $\|X\| \leqslant 1$ |
| ARCSINH $(X)$ |  |
| ARCTAN2 (X, Y ) | Returns $\theta=\tan ^{-1}(\mathrm{X} / \mathrm{Y})$ where the proper quadrant for $-\pi<\theta<\pi$ is determined from the signs of X and Y Proper quadrant results if $\left.\begin{array}{l} X=K \sin \theta \\ Y=K \cos \theta \end{array}\right\} K>0$ |
| ARCTAN(X) | Prunciple value only, see above |
| ARCTANH(X) | $\|\mathrm{X}\|<1$ |
| $\cos (\mathrm{X})$ |  |
| $\mathrm{COSH}(\mathrm{X})$ |  |
| EXP(X) | $\mathrm{e}^{\mathrm{X}}$ |
| LOG(X) | $\log _{\mathrm{e}} \mathrm{X}, \mathrm{X}>0$. |
| $\operatorname{SIN}(\mathrm{X})$ |  |

*One radian equals 572957795131 degrees, so that
$\pi$ radians equals 180 degrees,
$\pi / 2$ radians equals 90 degrees
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| ALGEBRAIC FUNCTIONS (CONT'D) |  |
| :--- | :---: |
| Name <Argument(s)> |  |
| $\operatorname{SINH}(\mathrm{X})$ |  |
| $\operatorname{SQRT}(\mathrm{X})$ | $\sqrt{\mathrm{X}}, \mathrm{X} \geqslant 0$. |
| TAN $(\mathrm{X})$ |  |
| TANH $(\mathrm{X})$ |  |


| ARRAY FUNCTIONS |  |
| :---: | :---: |
| - Arguments integers <br> - The type unarrayed | sngle or multi-dimensional arrays of scalars or <br> sult matches the type of the argument and is |
| Name<Argument(s)> | Comments |
| $\operatorname{MAX}(\mathrm{X})$ | Maximum of all elements of $X$ |
| MIN(X) | Minımum of all elements of $X$ |
| PROD(X) | Product of all elements of X |
| SUM (X) | Sum of all elements of $X$ |


| BIT FUNCTIONS |  |  |
| :---: | :---: | :---: |
| - HAL/S provides AND, OR, and NOT operators for bit operands XOR (exclusive OR) is avalable as a built-in function |  |  |
| Name<Argument(s)> | Result Type | Comments |
| $\mathrm{XOR}(\mathrm{X}, \mathrm{Y})$ | BIT | Exclusive $O R$, where $X$ and $Y$ are bit strings The length of the result is the length of the longer argument The shorter argument is padded on the left with zeros |

## CHARACTER FUNCTIONS

- The first argument in each of the functions below is a character sting If a scalar or anteger is specfied where a character string is expected, a conversion to character type is performed

| Name<Argument(s)> | Result Type | Comments |
| :---: | :---: | :---: |
| $1 \mathrm{NDEX}(\mathrm{C} 1, \mathrm{C} 2)$ | Integer | C2 is a character sting If string C2 is contained within string Cl , an index which is the location of the first character of C 2 in C 1 is returned, otherwise, zero is returned INDEX(‘CHARACTER', 'ACTER') returns 5. <br> INDEX('ALPHA', 'BETA') returns 0 |
| LENGTH(C) | Integer | Returns the current length of character string C |
| LJUST(Cl,n) | Character | $n$ is integer type - the string Cl is expanded to length $n$ by padding on the right with blanks if $n$ is less than the current length of Cl , an error is signaled and Cl is truncated to length n |
| RJUST(Cl,n) | Character | n is integer type - the string Cl is expanded to length $n$ by padding on the left with blanks If $n$ is less than the current length of Cl , an error is signaled and Cl is truncated to length $n$ |
| TRIM(C1) | Character | Leading and trailing blanks are stripped from Cl |



## MISCELLANEOUS FUNCTIONS

- Arguments are as indicated, if none are indicated the function has no arguments
- Result type is as indicated

| Name <Argument(s)> | Result Type | Comments |
| :--- | :--- | :--- |
| CLOCKTIME | Scalar | $\begin{array}{l}\text { Elapsed tame snce midnght (format is im- } \\ \text { plementation dependent) See Chapter 12 }\end{array}$ |
| DATE | Integer | $\begin{array}{l}\text { Returns date (implementation dependent } \\ \text { format) }\end{array}$ |
| ERRGRP | Integer | $\begin{array}{l}\text { Returns group number of last error de- } \\ \text { tected, or zero if no error was detected See } \\ \text { Chapter 10 }\end{array}$ |
| ERRNUM | Scalar | $\begin{array}{l}\text { Returns number of last error detected, or } \\ \text { zero if no error was detected See Chapter } \\ \text { 10. }\end{array}$ |
| $\begin{array}{l}\text { NEXTIME } \\ \text { (<label>) }\end{array}$ | $\begin{array}{l}\text { <label> is the name of a program or task } \\ \text { The value returned is determined as } \\ \text { follows } \\ \text { a) If the specified process was scheduled } \\ \text { with the REPEAT EVERY opton, and } \\ \text { has begun at least one cycle of execu- } \\ \text { tion, then the value 1s the time the next } \\ \text { cycle will begn }\end{array}$ |  |
| b) If the specified process was scheduled |  |  |
| with the IN or AT phrase, and has not |  |  |
| yet begun execution, then the value is |  |  |
| the tme it will begin execution |  |  |$\}$

[^27]
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## Appendix B

Although the man body of this manual has avorded references to specific complers, there is considerable sumilarity in the compilers now avalable In this appendix we will describe additional software development support which is typically provided

The HAL/S compiler is not simply a language translator All current implementations include features not usually found in other common complers, such as PL/1, FORTRAN, etc These include special processing and annotation of the listings, facilites for restricting usage of variables or language features, and additional outputs for post-complation tools

In addition to annotating identifiers and indenting as described in the text, the comprler adds several types of summary information to the listing At the end of each procedure or function block, that block's interfaces are histed The information presented includes hists of global variables referenced or modified, external procedures called, event varables modified, compool REPLACE macros used, and so forth At the end of the listing a table of identifiers is printed, ancluding the data type and a Ist of all statements which use the identifier Some compilers produce a listing of annotated assembly language which corresponds to the machine code actually generated This ads in debugging on flight hardware, although more sophisticated debuggng supports is also provided

Two fachities provide for the establishment of managenal control over HAL/S usage ACCESS nights allow restnctions to be placed on the modification of selected variables or on the usage of blocks Since this can be done separately for each compilation unit, ACCESS rights provide managers with an important tool for controlling the interfaces between modules Another device is the SUBSETing capability, which provides the ability to restrict the usage of a user selected subset of HAL/S language features or built-m functions This mechanism does not affect the code generated but merely flags by a warming message on the primary listing those statements violating the SUBSET

The efficiency and relability of program complexes can be improved by use of a specialpurpose link editor or binder These programs (e g, HALLINK) can reduce storage requirements by generating the call tree beneath each program or task and allocating a temporary storage area (or stack) just large enough for the longest limb of the tree If a compler system includes an appropnate link editor, it may also add to software relablity While the varrous HAL/S modules are being bound together, they can also be checked for consistency The template generation system (chapter 11) passes information to the link step that, for mstance, allows venfication that every program used the same compool template

Another output of each compilation is a Simulation Data File or SDF This is a random access data base contaning attribute and cross reference information for variables and code blocks Data concernmg executable statements is also included, as well as global statistics found in the primary listing It is this large database that allows for many post-complation analysis tools, ranging from execution-time debuggers to HALSTAT, a statistics and analysis package

Programmers have many modes of execution avalable to them in most mplementations of HAL/S Even rummeng stand-alone (on a host computer) one can obtan detaled error dragnostres related directly to the HAL/S source by statement number and block name, and optionally obtain an end of run formatted dump of all variables And if a program terminates abnormally, a full traceback; showing the flow of control from block to block; will be given Another package allows one to request dumps and traces of variables while running in a batch environment This package can also provide a detaled log of real-time transactions, showing the transitions from.process to process Moreover, certain implementations provide the capability of "functional simulation," or FSIM, of another target computer In this usage, the amount of memory used is approximated by allocating variables in the same fashion as on the target machine Also, the extent of CPU utilzation is estimated for the target machne with a running accumulation of time maintaned automatically The FSIM facility is very useful in cases where the target machine is not commonly avalable or is difficult.to use One very valuable feature avalable under FSIM is the "profile" capability. A listing can be generated which shows the number of times each HAL/S statement in the program complex was executed The estimated total execution time for each statement, and other statistics, allow the efficiency programs written in HAL/S-to be attacked at the point of greatest leverage

One host computer contains an interactive HAL/S debugger This program uses information from the simulation data files as well as "hooks" inserted in the machine code to allow debugeng at the HAL/S level (Ie, without knowing any detals of the underlying computer) Breakponts can be set by statement number or label For instance, "AT LOOP +3 ," sets a breakpoint three HAL/S statements after the label "Loop". Vanables can be inspected and modified by their symbolic names, all values are entered or presented in the standard external format Data aggregates may be subscripted or printed in entirety Since the SDFs contan full type information, there is no need to debug in hexadecimal or octal, or to continually specify display formats Since HAL/S programs reference vartables via scoping rules, this debugger provides a SCOPE command This command has a block name as its argument References to varables in subsequent commands are interpreted as they would be in the named block A SCOPE command is automatically performed when a breakpoint is reached Thus commands at a breakpont can reference any variable that is visible from the block in which the breakpoint was hit The SDFs contan sufficient information to allow similar capabilities in a "cross-debugger" to test actual flight code

The large amount of data contaned in the compiler's outputs, especially the SDF's and the object modules, permits the development of many post-compilation analysis programs Perhaps the best known of these is the HALSTAT program, which is used to accumulate global data about a program complex HALSTAT performs three major functions Verifying the consistency of SDF's, printing statistics for each module, and giving a global dictionary of variables SDF's are consistent if all vanables shared by processes are in agreement with respect to such factors as data type, size, location, and so on Variables'are also checked on a global basis to insure that none are referenced that have not ever been assigned, if this situation occurs a warming message will be given Multitudinous statistics are printed for each HAL module in the program complex, giving the name of the module and the date of complation, stze statistics, and the modules' pattern both in terms of HAL/S blocks incorporated and location of code sections The global-symbol directory (GSD) portion of HALSTAT is a listing of every vanable used in every module of the program complex, including
both compool and local vanables It shows not only vanable attributes and locations, but also the cross reference data for each vanable across all modules in which it is used The cross reference shows both the HAL/S statements, by number, where an item is used, and also the way in which it is used, eg, REFERENCED, ASSIGNED, SUBSCRIPT, etc

Additional programs have been developed to meet the needs of specific installations One program provides a complete disassembly listing of a HAL/S load module, which shows clearly the relationships between the machine code instructions and the HAL/S source Since the typical program complex's load module incorporates code from both HAL/S modutes and assembly language modules (from the runtime library), a list showing both of these is essential to review the integrated system Another program provides the above disassembly capability but limits it to user-specified machine instructions, a fachity that is very usefug in assessing the impact of instructions that are not correctly implemented in a machine's hardware, or in determmong the extent and nature of operating system interfaces There is also a program which produces a hist of all locations deemed to be invanant After executing the load module for a period of time, one can dump the contents of memory and see if these "never-changing" memory locations have indeed changed, which would indicate a problem in the load module Another program is used to compile, based upon programmer specification of the data items desired, a list of all parameters that will be patched This list includes detailed information about each vanable, such as type, size, and location, to allow it to be modified in the correct fashion

As more installations use HAL/S on an ever-growng number of target machines, the amount and diversity of the support software is certain to grow. The capabilities described here may and may not be present in a particular system, but like the HAL/S compiler itself, these utilities are written in a high order language, and as machine-independently as possible The functional simulation and post-compitation analysis tools have proved so valuable in the Space Shuttle program that they may eventually become required components of any HAL/S compiler system

## 

## Appendix C: Answers to Exercises

## Solutrons

21 A
a) valid, identifier
b) valid, reserved word
c) invaldd
d) valıd, literal
e) vald, identifier
f) invalid
g) valid, identifier
h) vaind, reserved word

1) invalid
j) vald, reserved word
k) invalid
2) valud, identifier
m) valid, literal
$22 A$
a) $A X+B Y+C Z$
b) $(\mathrm{A}+\mathrm{B}) /(\mathrm{C}+\mathrm{D}) /(\mathrm{E}+\mathrm{F})$
c) $2^{* *}(\mathrm{~N}-1) /\left(2^{* *} \mathrm{~N}-1\right)$
d) $\mathrm{X}^{* * 3}-3 \mathrm{X}^{* *} 2+3 \mathrm{X}-1$
e) $(\mathrm{X}-1)^{\times *} 3$
f) $10^{* *} \mathrm{X}^{* *} \mathrm{Y}$
g) $\left(10^{* *} \mathrm{X}\right)^{* *} \mathrm{Y}$
h) ((V W)/(V V); V


2 2B
a) '*' is not the multuplication operator in HAL/S

Correct expression M X +B
b) Incorrect operator precedence

Correct expression $2(\mathrm{X}+1)$
c) Multuplication is represented by̌a blank betweeñ two operands Correct expression $\mathrm{X}^{* *}(-25 \mathrm{~N})$
d) Two operators may not occur in succession

Correct expression $C^{* *}(-5)$
e) Order of evaluation is normally from left to right Correct expression $A C /(B D)$ or $(A C) /(B D)$

23 A
DECLARE SCALAR INITIAL(1) X_DELTA, Y_DELTA, DECLARE TIME_DELTA SCALAR CONSTANT(1), DECLARE DELAY_FACTOR SCALAR CONSTANT(5), DECLARE SCALAR, TEMP1, TEMP2, TEMP3, DECLARE COUNT INTEGER INITIAL(1), DECLARE POINT_A VECTOR, DECLARE ORIGIN VECTOR CONSTANT( $0,0,0$ ), DECLARE TRANSFORM MATRIX INITIAL $(1,0,0,0,1,0,0,0,1)$,

2A

```
koots.
PROGRAM,
        DECLARE SCALAR,
            A, B, C, ROOTI, ROOF2,
        READ(5) A, B, C;
```



```
        RODT2 = (-B-(B - 4*C) )/ 2A;
        NRITE(6) ROOT1, ROOT2;
    CLOSE ROOTS;
```

```
Bolnce-
PROGRAM,
    DECLARE SCALAR,
                HEIGHT,
                TIME INITIAL(0),
    HEIGHT = 110,
    TIME = (2 HEIGHt / 32)
    HEIGHT = 35 HEIGHT,
    TIME = TIME + 2(2 HEIGHT / 32) 1/2; </ BOUNCE 2 */
    HEIGHT = 35 HEIGHT,
    TIME = TIME + 2(2 HEIGHT / 32)}1/2
    HWRITE(6) TIME,
    HRITE(6) 4 TIME,
CLOSE BOUNCE;
```

2C

```
EX2C*
PROGRAM,
    DECLARE MASS_OF_EARTH SCALAR CONSTANT(5 993E27),
    DECLARE PI SCALAR CONSTANT(3 14159265),
    DECLARE RADIUS SCALAR INITIAL(4000 160934 4),
    DECLARE PERIGD SCALAR;
    PERIOD = (&4 PI ' RADIUSS ', (MASS_OF_EARTH 6.67E-8) %.5.
    WRITE(6) PERIOD,
CLOSE EX2C,
```

2D

```
SOLUTION:
PROGRAM,
    OECLARE SCALAR,
                            A,B,C,D,E,F,X, Y,
    READ(5) A, B, C, D, E, F,
    X = (ED - BF) ( (A D - BC),
    Y={AF-EC)/(AD-BC},
    HRITE(6) X,Y;
CLOSE SOLUTION,
```


## Solutions

31 A
a) Integer, value is 1 .
b) Matrix (3 by 3), value is $\left[\begin{array}{lll}1 & 2 & 4 \\ 2 & 3 & 5 \\ 2 & 3 & 6\end{array}\right]$.
c) 2-vector, value is $\left[\begin{array}{l}1 \\ 6\end{array}\right]$

3 1B

TRANMUL:
PROGRAM,
DECLARE M MATRIX CONSTANT $9,8,7,6,5,4,3,2,11$,

CLOSE TRAN_HUL;

31 C
a) $(1+\cos (2 \mathrm{X}) / / 2$
b) $\operatorname{ARCTAN}(\mathrm{Y} / \mathrm{X})$
c) $\mathrm{M}(\mathrm{R} \mathrm{Z} Z \mathrm{DOT}-\mathrm{Z}$ R_DOT) $\operatorname{SIN}(\mathrm{PHI})-\mathrm{M}$ R Z PHI_DOT COS(PHI)
d) $\operatorname{ARCCOS}\left((\mathrm{M} / \mathrm{R}-\mathrm{MA} \mathrm{A} / \mathrm{N}) / \mathrm{SQRT}\left(2 \mathrm{ME} \mathrm{E}+\mathrm{M}^{* *} 2 \mathrm{~A}^{\left.\left.* * 2 / \mathrm{N}^{* *} 2\right)\right)}\right.\right.$
e) $\operatorname{LOG}(T A N(X / 2+P I / 4))$
3.2 A
a) $1,7,0$
b) $\left[\begin{array}{l}13 \\ 14 \\ 15\end{array}\right] \quad\left[\begin{array}{l}5 \\ 7\end{array}\right] \quad\left[\begin{array}{rrrr}3 & 0 & -3 & -6 \\ 2 & -1 & -4 & -7\end{array}\right]$
c) DECLARE V1 VECTOR(6) INITIAL $(0,1,2,3,4,5)$,

DECLARE V2 VECTOR(6) INITIAL( $10,11,12,13,14,15)$, DECLARE M22 MATRIX(2,2) INITIAL $(5,6,7,8)$,
DECLARE M35 MATRIX(3,5) INITIAL( $7,4,1,-2,-5,6,3,0,-3,-6,5,2,-1,-4$, -7),

This is an example of how over-specifymg a program may lead to mefficiency Two answers are given here, the first follows the statement of the problem literally, while the second produces the same result in a different way

```
COMP_DOT
PROGRAM,
    DECLARE VECTOR,
            ORIG_YEC INITIALL(1, 2, 3),
            RESULT X;
    DECLARE ORIG_MAT MATRIX IHITIALII, 2, 3, 4, 5,6, 7, 8, 9%,
    RESULTTXX = OPMG_VEC . ORIG_MAT ;
    RESULT_X_ORIG_VEC ORIG_MAT ;
```



```
    WRITE(6) RESULT_X;
CLOSE COMP_DOT;
```

```
COMP_DOT
PROGRAM,
    DECLARE VECTDP,
                    ORIG_VEC INITIAL(1, 2, 3),
            RESUET_X,
    DECLARE ORIG_MAT MATRIX IHITIAL(1, 2, 3, 4, 5, 6, 7, 8, 9);
    RESULT_X = ORIG_VEC ORIG_HAT;
    NRITE(6) RESULT_X;
CLOSE COMP_DOT,
```


## C6 Appendix $C$

32 C

WRITE(6) V41 will output the vector $\left[\begin{array}{l}22 \\ 23 \\ 24\end{array}\right]$
The first WRITE(6) M22 will output the matrix $\left[\begin{array}{ll}-5 & -6 \\ -8 & -9\end{array}\right]$
WRITE(6) M33 will output the matrix $\left[\begin{array}{rrr}0 & 1 & 2 \\ 8 & 8 & 9 \\ 11 & 12 & 13\end{array}\right]$
The second WRITE(6) M22 will output the matrix $\left[\begin{array}{ll}0 & 1 \\ 2 & 8\end{array}\right]$
35 A

| 1) | $\pm,-,<>, /,{ }^{* *}$ | results scalar |
| :---: | :---: | :---: |
| 11) | $+,-,<\rangle, 1, \cdots$ | results scalar |
| 111) | $t,-,\langle \rangle, 1, * *$ | results scalar |
| 1v) | $\begin{aligned} & t,-,<> \\ & l, \text { en } \end{aligned}$ | results integer, results scalar |
|  | $\begin{aligned} & +,-, * \\ & \langle> \end{aligned}$ | results vector, result matrix, result scalar |
| v1) | $<>$ | result matrix |
| vi1) | $<>, 1$ | results vector. |
| vili) | $<>$ | result vector |
| 1x) | $+,-,<>$ | results matrix |
| x) | $<>1,1$ ** | results matrix |

3A

```
ANGLES:
PROGRAM,
    dECLARE VECTOR,
        V1, v2;
    READ(s) \overline{v}1, \overline{v}2,
```



```
close angles;
```

```
TRNNS
FROGRAM;
    DECLARE SCALAR
                ALFHA, XI, X2, YI, Y2,
                PI CONSTANT(3.1415),
    READ(5) X1, Y1,
    ALPHA = 17 pI / 180,
    X2 = (X1 - 54000) COS(ALPHA) + (Y1 - 118000) SIN(ALPHA),
    Y2 = -{X1 - 54000) SIH(ALPHA) + (YI - II8000) COS(ALFHA);
    WRITE(6) X2, Y2;
    CLOSE TRANS:
```

3C
a) $\mathrm{V} 4=\operatorname{VECTOR} \$ 4(\mathrm{MS}(2,2), \mathrm{MS}(3,3), \mathrm{M} \$(4,4), \mathrm{M} \$(5,5))$,
b) $\mathrm{M} 22=\mathrm{MS}(2 \mathrm{TO} 3,8 \mathrm{TO} 9)$,
c) $\mathrm{M} 34=\mathrm{MS}(5 \mathrm{TO} 7,7 \mathrm{TO} 10)$,
d) $\mathrm{V} 10=\mathrm{M} \$(9, *)$,


## Solutions

41 A
a) Compound conditions like ' $\mathrm{A}<\mathrm{B}<\mathrm{C}$ ' are not recognized by HAL/S
b) In HAL/S, two 'ELSE' statements may not follow one another Section 42 m troduces a way to avord this problem
c) The expression following the 'NOT' operator must be parenthesized
$41 B$
a)

b) Impossible the ELSE clause of C2 branches into the ELSE clause of C3
c) Impossible the THEN clause of C2 loops around, which would require traversing a line upward
d)


IF $\mathrm{W}<\mathrm{L}$ THEN $\mathrm{SQ}=0$,
ELSE IF W $>\mathrm{L}$ THEN $\mathrm{SQ}=0$, ELSE $\mathrm{SQ}=1$,
AREA $=W L$,
IF SQ $=0$ THEN WRITE(6) 'NO SQUARE',
ELSE IF AREA < 4 THEN WRITE(6) 'SMALL SQUARE',
ELSE WRITE(6) 'LARGE SQUARE',

4 1D
a) Not satısfied
f) Not satısfied
b) Illegal
g) $(A>B) \&(A<C)$
c) Satisfied
h) $(\mathrm{V} \neg=\mathrm{S}) \&((\mathrm{C}>=\mathrm{D}) /(\mathrm{D}=4))$
d) Satisfied
e) Illegal.

42 A


The ongnal code was over 300 statements, while the new code is about 160 statements

This change can be made in a valud HAL/S program group $C$ is removed entirely from the IF statement, which now consists only of the section of the flow chart lying within the dotted rectangle

Note that this flowchart

does represent a shorter program than the ongnal, though it cannot be translated into a valid HAL/S program, as this would requre-branching.into the-ELSE clause of the condition, which is not legal in HAL/S

42 B

SOLUTION.
PROGRAH:
declare scalar,
A, $B, C, D, E, F, X, Y$;
READ(5) A, B, C, D, E, F;
IF $(A D-B C)=0$ THEN
WRITE(6) 'NO SOLUTION EXISTS', ELSE

DO;
$X=(E D-B F) /(A D-B C) ;$
$\gamma=(A F-E C) /(A D-B C)$,
WRITE(6) $X, Y$,
ERD,
CLOSE SOLUTION,

42 C

```
IF Y < X THEN DO,
    IF Y < X - 1 THEN Y = Y + 1,
    ELSE Y = Y - 1,
END,
ELSE IF Y > X + 1 THEN X = X - 1,
ELSE X = X + 1,
```

a) The line from C 4 to C represents a branch into the ELSE clause of C 3 , which is illegal in HAL/S
b) The following flowchart removes the difficulty without making any change in the order of execution of any statements


IF CI THEN DO,
IF C3 THEN D, ELSE C,
END,
ELSE IF C2 THEN C4 THEN C, ELSE A,
c) If the flowchart had been structured, it would have been awkward even to draw lines from both C3 and C4 to C , and the fact that there was an illegal construct in the flowchart would have been obvious To illustrate


42 E There are several possible solutions, one of which is given here


HAL/S code to implement the revised flowchart would be
IF (C1 AND (NOT C3)) OR (NOT C1 AND C2 AND C4) THEN C, ELSE IF Cl THEN D,
ELSE IF $ᄀ$ C2 THEN A,
43 A
a) Relational expression
b) Boolean expression
c) Relational expression
d) Illegal
e) Illegal
f) Relational expression
g) Boolean expression

44 A
DO CASE I + 1 ,
ELSE SCRAMBLE = 3,
SCRAMBLE $=4$,
SCRAMBLE $=0$,
SCRAMBLE $=5$,
SCRAMBLE $=3$,
SCRAMBLE $=1$,
SCRAMBLE $=2$,
END,


## Solutions

51 A
Since the loop control vanable is an integer, while the morement is the scalar value 1 , on each iteration 1 will be added to 1 , the resulting 11 will be rounded to 1 , and the control variable will never change That is to say, the loop will never terminate, so the question is unanswerable

5 1B
DECLARE V VECTOR(S), DECLARE NEG PART INTEGER, DO FOR NEG_- $\mathrm{P} A R T=5$ TO $1 \mathrm{BY}-1$, IF V\$NEG_PART < 0 THEN EXIT, END,

Note-that-1f no component of V is-negative, NEG_PART will equal zero upon exit from the loop
$N$ is equal to 14 on exit from the loop, because in DO FOR $I=1$ TO N BY $2, N$ is evaluated only once, upon entry to the loop, when its value is 9 The loop will therefore be executed five tumes, leaving $N$ equal to 14

51 D
a) The code assygns the value 2 to all the elements of A
b)

```
DO FOR X = 1 TO 5,
    DO FOR Y = 1 TO 5,
        A}$(X,Y)=2
    END,
END,
```

a) The program will write the values

2 INITIAL_VALUE
4 INITIAL_VALUE
8 INITIAL_VALUE
16 INITIAL_VALUE
b) DO FOR $\mathrm{X}=1 \mathrm{TO} 4$, $\mathrm{N}=2 \mathrm{~N}$, WRITE (6) N, END,
is one possibility,
DO FOR X $=1$ TO 4, WRITE (6) $2^{\star \star} \mathrm{N}$,
END,
is another, and clearly there are many others

DECLARE V VECTOR (5),
DECLARE NEG_PART INTEGER,
DO FOR NEG_PART $=1$ TO 5 WHILE VSNEG_PART $>=0$,
END,
IF NEG_PART 5 THEN NEG_PART $=0$,

If V\$1 $=0$, the code shown will not exit with NEG_PART $=1$, as it should This occurs because the UNTIL clause will not be evaluated for the first time until 2 has been assigned to NEG_PART in the DO FOR loop


5A
For this solution, we take the onginal DELTA to be $\frac{\text { FINAL-INITIAL }}{5}$, and assume that INITIAL < FINAL

```
SIHPSOM
FROGRAH,
    dECLARE SCALAR,
                            INITIAL_VALUE, FINAL_VALUE, OLD_APFROX, NEW_APPROX, FOINT;
    declare scalar,
            DELTA, EPSILON,
    OLD_APFROX, NEW_&PFROX = O;
    READ(5) INITIAL_VALUE, FINAL_VALUE, EPSIION,
    OELTA = (FINAL_VALUE - INITIAL_VALUE) / 5;
    OD UNTIL INEH_APPROX - OLD_APPROXS & EPSILON,
        OLD_APPROX= NEN_APPROX;
        NEW_APPROX = SQRT(INITIAL_VALUE) + SRRT(FINAL_VALUE);
        dO FOR POINT = INITIAL_VALUE + OELTA TO FINAL_VALUE - (DELTA / 2) BY DELTA;*
            NEW_APPROX = NEW_APPROX + 2 SQRT(POINT),
        END,
        NEW APPROX = NEH_APPROX'DELTA / 2,
        DELTA = DELTA < \overline{2}
    END,
    WRITE(6) NEH_APPROX;
CLOSE SIMPSCN;
```

5B
a) This program, admitted an mefficient one, will print all prime numbers from 3 through 499
b) A solution that does not change the computations performed is

```
BETTER:
PROGRAM;
    DECLARE INTEGER,
                NIMBER, OIVIDER;
    OO FOR NUMMERR = 3 to 49%,
        DO FOR DIVIDER = 2 TO NUMSER - 1,
            IF MOD(MUMBER, DIVIDER) = O THEN
                EXIT,
        END,
        IF DIVIDER = NUMBER THEN
            WRITE(6) NUMBER;
    END;
CLOSE BETTER,
```


## Solutions

61 A
a) Illegal $X$ is set to 3 , but a variable with the INITIAL attribute is not considered to be computable at comple time, so the declaration of LIST_ONE is erroneous
b) Legal LIST_ONE is an array of 4 scalars, value ( $2,2,2,2$ ) LIST_TWO is an artay of 4 integers, values unknown
c) Legal LIST_THREE is an array of 18 scalars, value ( $1,1,1,1,1,1,1,1,1,1,7,{ }^{7}, ?,{ }^{2},{ }^{7},{ }^{?},{ }^{2},{ }^{2}$ ) $)$
d) Legal LIST_FOUR is a 9 by 3 array of 27 scalars, value

$$
\left(\begin{array}{ccccccccc}
-1 & 1 & 1 & .2 & 2 & 2 & 2 & 2 & 2 \\
2 & 2 & 2 & 7 & 7 & 7 & 7 & 9 & ? \\
7 & 7 & 7 & ? & 7 & 7 & 7 & 7 & 7
\end{array}\right)
$$

e) Illegal The ARRAY specification must precede the type specification
a)

```
EXERCISE_2.
PROGRAM;
    DECLARE :1 HATRIX(5, 5);
    DECLARE TIME APRAY(100) SCALAR INITIAL(0);
    DECLARE SCALAR INITIAL{OJ,
                TMIN, THAX, THEAN, SUM_OF_SQUARES, STAN_DEV;
    DECLARE INTEGER,
    DO FOR T = I, J, K,
    OO FOR I = 1 T0 100,
        DO FOR J = 1 TO 5,
            DO FORK K = 1 TO 5,
                H}=\mathrm{ RATDOM;
                J,K
            EKD,
            EMD,
        TIME = RUNTIME,
            I
            #* *-1
            TIHE = RUNTIME - TIME;
    END;
    NON PROCESS THE HUNORED-SAMPLES IN THE ARRAY \TIME\
    TMAX, TMEAN, TMIN = TIME;
                1
```

```
OO FOR I = 2 T0 100,
        Tt`气AHL = TMEAN + TIHE .*
        IF TIME S TMAX THEN
        TrimX = TIrE ,
        IF TIHE < THIN THEN
            THIN = TIME ,
E&T0.
TMEAN = THEAN / 100
COMPUTE STANDARD QEVIATION
    SUH_OF_SQUARES = O,
    00 FOR I = I T0 100
        SUM_OF_SQUARES = SUM_OF_SQUARES + (TIME - TMEAN) ',
    END:
    STAN_DEY = SGPT(SUH_OF_SCUARES / 100),
    MRITE(G) MEN = ', THIN, ' HEAN=, THEAN,' MAX = ', THAX, ' STANDARD DEVIATYON = ', STAN_DEV,
CLGSE EXFRC7SE_2%
```

b)

```
EX&PCISE_z
PROGRAM,
    DECLAQE M MAFRIX(5, 5)
    DEELAPE TIME SEALAR IMITIALIOh:
    DECLARE SCALAR INITIML(O).
            TMIH, TMAX, THEAN, SUM_OF_SQUARES, STAN_DEV,
    DECLARE INHEGER,
            I, J, 人,
    TMEAK, $UM_OF_SNUARESS = O,
    TMAX = -i,
    TMIN = 1000.
    DO FOR I = 1 TO 100,
        00 FCQ J=1 T0 5
            DO FOR k=1 T0 5.
                H = RANDOH,
            J,K
            Er'D
            TIME = FUNTIME
            * *-1
            H=1%
            FHE = GUUTTBE i
            THEAHT = THEAHT + TIME,
            SUH_OF_SQUARES = SUM_OF_SQUARES * {TIMES
            FF TIHE > THA\ THEN
            THAX = TIME.
            IF TIME < THIH THEH
            THIN = TMME,
    END,
    THEAN = TMEAN / 100,
    STAN_DEV = SARTCTS!M_OF_SAULRES / 1001 - THEAH1).
    HRITE[S] MIN = ', THIN' MEAN = ', TMEAM, HAS = ', YHAX, STANDLRD DEVIATIOV = ", STAN_DEV,
CLOSE EXERCISE_z,
```

61 C

```
EXAMPLE_2-
PRCGRAM,
    gECLARE GYRO_INPUT ARRAY(IZ) INTEGER INITIALGO%%
    DECLARE ATT RATE ARRAY(12) SCALAR;
    DECLARE SCALE ARFAY(3) COHSTANT( 013, 026, 013),
    DECLARE BIAS SCALAR THITIAL(57 296),
    DO FOR TEMPORARY I = 0 TO 9 gY 3,
        DO FGR TEMPORARY J = 1 TO 3,
            ATT_RATE = GYRO_INFUT, SCALE + BIAS,
        ENO,
    EMD,
CLOSE EXAMPLE_2;
```

$61 D$

| M | EXAMPLE_4A: |
| :---: | :---: |
| 4 | FROGRAM; |
| M | declare a array(5) scalar; |
| M | declare temp scalar; |
| 1 | TEMP $=A_{5}$, |
| 5 |  |
| $\begin{aligned} & M \\ & M \end{aligned}$ | DO FOR TEMPORARY T = 4 TO $1 \mathrm{Br}-1$, $A=A$ |
| s | T+I T |
| 4 | END, |
| 4 5 | $A_{1}=$ TEMP; |
|  |  |
| M | CLOSE EXAMPLE_4A, |

62 A

| a) $T$ | k) $T$ |
| :--- | :--- |
| b) F | l) F |
| c) T | m) F |
| d) T | n) T |
| e) T | o) F |
| f) F | p) F |
| g) T | q) T |
| h) T | r) T |
| 1) F | s) T |
| j) $T$ | t) $T$ |

$62 B$
A single arrayed statement takes the place of one or more loops and a statement to perform the same operation on each array element that the arrayed statement performs on the entire array If the programmer writes these loops, loop vanables must be declared, correct loop limits must be coded, and such loops must be nested if the array is of two or more dimensions This means extra work for the programmer, and

more complicated and potentally incorrect or unreadable code If an arrayed statement is coded, the compiler does the bookkeeping, and may even be able to produce more efficient code, since loop yanables will not need to be saved for later reference
$63 A$
a) $\mathrm{X}=\left(\left[\begin{array}{rrr}1 & -1 & -1 \\ -1 & 1 & 1 \\ 1 & -1 & 1\end{array}\right]\left[\begin{array}{lll}7 & 7 & 7 \\ 7 & 7 & 7 \\ 7 & 7 & 7\end{array}\right]\left[\begin{array}{lll}7 & 2 & 7 \\ 7 & 2 & 7 \\ 7 & 2 & 7\end{array}\right]\right)$
b)

c) $\mathrm{Z}=\left[\begin{array}{l}1 \\ 1 \\ 1\end{array}\right]\left[\begin{array}{l}1 \\ 1 \\ 1\end{array}\right]\left[\begin{array}{l}1 \\ 1 \\ 1\end{array}\right]\left[\begin{array}{l}9 \\ 9 \\ 9\end{array}\right]\left[\begin{array}{l}? \\ 2 \\ 7\end{array}\right]\left[\begin{array}{l}7 \\ 7 \\ 7\end{array}\right]\left[\begin{array}{l}7 \\ 9 \\ 7\end{array}\right]\left[\begin{array}{l}9 \\ 2 \\ 7\end{array}\right]\left[\begin{array}{l}7 \\ 7 \\ 7\end{array}\right]$
d) $\mathrm{A}=(1,1,1,1,1,1,1,1,7,9,7,7,9,7,9,79,9,7,7,9,7,7,797)$
$63 B$

$$
\begin{aligned}
& S=X S(31,3) \\
& S=Y \$(3,13), \\
& S=Z \$(73) \\
& S=A \$ 21,
\end{aligned}
$$

$63 C$


```
PRIMES:
PROGRAM,
    REPLACE LIMIT BY "IOO";
    OECLARE PRIME ARRAY(lImIT) bCOLEAN INITIAL(TRUE);
    DO FOR TEMPORARY I = 2 TO LIMIT,
        IF PRIME THEN
            DO;
                DO FOR TEMPORARY J = 2 I TO LIMIT BY I,
                    PRIME = FALSE;
            END,
            HRITE(6) I;
        END;
    END,
CLOSE PRIHES;
```

64.1 A

DECLARE TEMP VECTOR(27),

TEMP = VECTORS27(X),
$\mathrm{M} \$(1,2$ TO 8) $=\operatorname{TEMP}(16$ TO 22),
TEMP $=$ VECTOR $\$ 27\left(Y^{\prime}\right)$,
M\$(1,2 TO 8) $=$ TEMP\$(16 TO 22),
TEMP = VECTOR\$27(Z),
$\mathrm{M} \$(1,2 \mathrm{TO} 8)=\operatorname{TEMPS}(16 \mathrm{TO} 22)$,
The assignment from $A$ is already quite simple
$641 B$
a) $\operatorname{ARRAY}(2,3)$ INTEGER $\quad\left(\begin{array}{lll}1 & 2 & 3 \\ 1 & 2 & 3\end{array}\right)$
b) ARRAY(12) INTEGER ( $\left.\begin{array}{lllllllllllll}1 & 2 & 3 & 1 & 2 & 3 & 1 & 2 & 3 & 1 & 2 & 3\end{array}\right)$
c) ARRAY(3) SCALAR ( $\left.1 \begin{array}{lll}1 & 1 & 1\end{array}\right)$
d) $\operatorname{ARRA} Y(2 ; 6)$ INTEGER $\left(\begin{array}{llllll}1 & 2 & 3 & 1 & 2 & 3 \\ 1 & 2 & 3 & 1 & 2 & 3\end{array}\right)$
e)

f)
$\operatorname{VECTOR}(6) \quad\left[\begin{array}{l}1 \\ 2 \\ 3 \\ 1 \\ 2 \\ 3\end{array}\right]$

6A

```
ME日IA11
FROSFAM,
    DECLARE INTEGER,
    DECLAPE VALUE_[IST ARPAY(25) INTEGER IHITIIALC76, 87, 65, 54, 43, 32, 21, 12, 23, 34, 45, 56, 67,
    7$, 123, 234, 5+5, 456, 567, 676, 外, 890, 987, 476 765j,
    00 fe% X"=1 ro $3
        SMALLEST = 
        CD FER TEMFCRMRY J = X + 1 TO 25
            IF VALUE_LIST & VALNE_LIST TMALLEST THE!
            SHALLEST = d,
            Em,
            IF SHALLEST == X THEM
            vo.
                    TEHP = value_LISt
                        SMALLEST'
                    VALUE_LIST Shallest = VAlUE_LIST ;
                    YALUE_LIST Y = {EAP.
        END,
    Eso.
    hitTE(6) 'MEPIAN = , VALUE_LIST }\mp@subsup{}{13}{\prime
close mediav.
```

DECLARE TIMING_DATA ARRAY(4,26) INTEGER INITIAL(0), DECLARE I INTEGER,

DO FOR I = 1 TO 25,
TIMING_DATAS(1 TO 3,I) = TIME_VALUESS( $\left.{ }^{*}, \mathrm{I}\right)$,
TIMING_DATAS(4,I) = SUM(TIM_VALUESS( $\left.{ }^{\circ}, \mathrm{I}\right)$ ),
END,
DO FOR I = 1 TO 3,
TIMING_DATAS(I,26) $=$ SUM(TIM_VALUESS(I,*)), END,


## Solutions

71 A
2
4

## 7 1B

lime 4 the outer block may not call procedure PROC2, which is nested with PROC1
line 5 the variable $Y$ is known only within the scope of procedure PROCI
Line 8 Procedure PROCF cannot call itself
71 C
Block May be invoked from block(s)
2 1,3,4,5,6
3 1,2
4 3,5,6
$5 \quad 3,4$
65
72 A
Move the code block defining ALMOST_EQUAL from-the end of the program to a point before ALMOST_EQUAL is invoked, ie, immedately before or after the block MASS
a The function RANDOM returns a scalar X with unform distribution in the range $0 \leqslant x<1$ The function ROLL uses the implicit scalar-to-minteger conversion supphed by HAL/S, with imptied rounding Its results may be described by a table

| a random value in the range | yrelds an amount of |
| :---: | :---: |
| $0 \leqslant x<1$ | 1 |
| $1 \leqslant x<3$ | 2 |
| $3 \leqslant x<5$ | 3 |
| $5 \leqslant x<7$ | 4 |
| $7 \leqslant x<9$ | 5 |
| $9 \leqslant x<1$ | 6 |

Thus, it is clear that the probabilities that ROLL will return 1 and 6 are $1 / 10$, while the probabilities of $2,3,4$, and 5 are $1 / 5$
b

```
FIX_ROLL
PROGRAM,
    DECLARE COUNT INTEGER INITIAL(OJ;
    DECLARE I INTEGER,
ROLE:
FUNCTION INTEGER,
    RETURN TRUNCATE(6 RANDOM + 1),
CLOSE,
    DO FOR I = 1 to 5;
            DO UNTIL ROLL + ROLL = 7,
        COUNT = COUNT + 1,
            Ek';
        EMD,
        WRITE(6) COLNT,
    CLOSE FIX_POLL,
```

```
FIND_GCDS:
PROGRAH;
    DECLARE ARRAY(5) INTEGER,
            X,Y;
    DECLARE I INTEGER;
GCD
FUNCTION(II, I2) ENTEGER,
    DECLARE INTEGER,
                II, IZ, X, Y, R;
    X = I2;
    Y = Il;
    DO WHILEX P= 0;
        R = REHAINDER(Y, X);
        Y=X;
        X = R;
    EHD;
    RETURN ABS(Y);
ClOSE GCD.
    READ(5] [X], [Y],
    OO FOR I = 1 TO 5;
        IF GCD(X, Y, Y m}=1\mathrm{ THEN
```



```
    ENO:
CLOSE FIND_GCOS,
```

$$
\begin{aligned}
& O_{R_{G I N A L}} P_{A G E} \\
& O_{G} P_{O O R} O_{A L I}
\end{aligned}
$$

73 A

```
FIX_ROLL-
PRCGRAM,
    dECLARE COUNT INTEGER INITIAL(0);
    declare integer,
                            I, ROLLI, ROL,L,
ROLL
Frocedure assign(a);
    DECLARE A INTEGER;
    A = TRUNCATE{6 RARDOM + 1);
close roLli;
    DO FOR I = 1 TO 5;
        DO UNTIL ROLLI + ROLLZ = 7;
            COUNT = COUNT + 1;
            CALL ROLL, ASSIGN(ROLLI);
            CALL ROLL ASSIGMCROLL2},
        EmD,
    END;
    WRITE(6) COUNT;
CLOSE FIX_ROLL;
```

The solution in which ROLL is a function is clearly preferable, because the code to invoke ROLL is much simpler in that case

In general, when a block is to produce as output a sangle value of any HAL/S type, the FUNCTION form will tend to produce more comprehensible code than the PROCEDURE form This is because the calling sequence for a function mirrors closely the mathematical notation for a function, and because often (as in this example) use of the functional form avords the introduction of "dummy" variables with no intrinsic meanung to the algonthm being mplemented In the procedure form, these dummy vanables must be used as ASSIGN parameters

```
OROP:
PROSRAM;
    DECLARE SCALAR,
                DROP_TIME, BOUNCE_TIME;
    declare scalar InItial(o),
                    TIME, HORIZ_DIST.
    DECLARE HEIGHT SCALAR INITIAL(1IO3;
    OECLARE HORIZ_SPEED CONSTANT(4);
    declare g cotstant(32);
    DEClARE I IHTEGER,
    REPLACE MUHBER_OF_BOUNCES BY "10";
TIME_TO DROP
FUNETION(H),
    oECLARE H scalar,
    RETURN SQRTI2 H/G);
CLOSE TIME_TO_DROP,
HORIZ_MOTION
PRCCEDURE(T) ASSIGN(H),
    DECLARE SCALAR,
                    T, H,
    H = H + HORIZ_SPEED T;
CLOSE HORIZ_MOTION;
BOUTICE
PROCEDURE ASSIGN(H, T3;
    DECLARE SCALAR,
            H, T;
    H=75 H;
    T = SqRT(2 H/G);
CLOSE BOUVCE;
    OO FOR I = 1 TO NUMBER_OF_BOLNCES;
        DROP_TIME = TIME,TO_DROP(HEIGHT):
        CALL HORIZ_MOTIDN(DRDP_TIME) ASSIGN(HORIZ_DIST),
        TIME = TIME + OROP_TIME,
        WRITE(6) 'BOUNCE', I, 'TIME', TIME, 'HORIZONTAL DISPLACEHENT', HORIZ_DIST;
        CALL BOUNCE ASSIGN(HEIGHT, BOUNCE_TIME},
        CALL HORIZ_MOTION(BOUNCE_TIME) ASSIGN(HORIZ_DIST),
        TIHE = TIME + BOUNCE_TIHE;
    END,
CLOSE DROP;
```

7B

```
SIMPSON:
FROGRAM;
    DECLARE SCALAR,
                INITIAL_VALUE, FINAL_VALUE, OLD_APPROX, NEN_APPROX, POINT;
    beclage ScALAR,
                DELTA, EPSILOH, A, B, E, D;
POLY
FUNCTION(X) SCALAR;
    DECLARE X SCALAR,
    RETIRN A X }\mp@subsup{X}{}{3}+E\mp@subsup{X}{}{2}+CX+D
CLOSE FOLY;
    OLD_APPROX, NEW_APPROX = 0,
    READ{5] A, B, C, D, INITIAL_VALUE, FINAL_VALUE, EFSIION;
    DELTA = (FINAL_VALUE - INITIAL_YALUE) / 5;
    DO UNTIL (NEN_APPROX - OLD_APPROX) < EPSELON;
        OLD_APPROX = NEH_APFROX;
        NEH_AFPROX = POLY\INITIAL_VALUE I + POLY(FINAL_VALUE),
        DO FOR POINT = INITIAL_VALUE + DELTA TO FINAL_VALUE - (DELTA / 2) BY DELTA;
        NEN_APPROX = NEH_APPROX + 2 POLY(POINT),
            ENO,
            NEH_APPROX = NEW_APPROX DELTA / 2;
            DELTA = DELTA }/\overline{\mathrm{ % ,}
    END,
    WRITE(6) NEW_APPROX;
CLOSE SIMPSOH;
```

```
DROP
PROGRAH:
    DECLARE SCALAR,
            DROP_TIME, BOUNCE_TIME;
    DECLARE SCALAR INITIAL(O),
            TEME, HORIZ DIST
    dECLARE HEIGHT SCALAR INITIALIIIO);
    DECLARE HOREZ_SPEED CONSTANT(4),
    OECLARE G CONSTANT(32),
    DECLARE I INTEGER,
    REPLACE NUMBEK_OF_BOUNCES BY "IO";
TIME_TD_DROP
FtHNCTION(H);
    DECLAFE H SCALAR;
    RETURN SGRT{2 H/G);
CLOSE TIME_TO_DROP;
gOUNCE
PROCEDURE ASSIGN(H, T),
    DECLARE SCALAR,
        H, T;
    H = .75 H,
    T = SQRT(2 H/G),
CLOSE BOLNCE;
    DO FOR I = 1 TO NUMBER_OF_BOUNCES - 1,
        OROP_TIHE = TIME_TO_DROP{HEIGHT;;
        HORIZ__DIST = HGRIZ_DIST + HORIZ_SPEED DROP_TIME;
        TIME = TIME + DROP_TIME,
        KRITE(6) 'BOUHCE', I, 'TIME', TIME, 'HORIZONTAL DISPLACEMENT', HORIZ_DIST,
        CALL BDUNCE ASSIGN(HEIGHT, BOUNCE_TIMES,
        HORIZ_DIST = HORIZ_DIST + HORIZ_SFEED FOUNCE_TIHE,
        TIME = TIME + 8OUNCE_TIME,
    END;
    BROP_TIME = TIME TO_DROP(HEIGMT);
    HORIZ_DIST = HORIZ_OIST + HORIZ_SPEED DROP_TIME,
    TIME = TIME + DROP_TIME,
    WRITE(6) 'BOUNCE', I, 'TIME', TIME, 'HORIZONTAL DISPLACEMEAN'*, HORIZ_DIST;
CLOSE BROP
```



## Solutions

81 A
There are several advantages to nammg I/O channels

1) If several channels are in use, giving them descriptive names makes it clearer what any particular I/O statement is dong
2) References-to REPLACE macros are collected in the cross-reference table, allowing all I/O statements to be found quickly and easily
3) If it becomes necessary to reassign a channel, the channel number need only be changed once, in the REPLACE statement, and all I/O statements, referencing that channel will automatically be changed

The expressions in the list are evaluated one by-one, and data items converted to character string standard external format These strings are then assembled into lines and transmitted in an implementation dependent fashion to the output device assoclated with the channel number specified in the WRITE statement

Any legal HAL/S expression may appear in a WRITE statement There are no restrictions whatsoever on output

8 IC
a) 1 and 5
b) $1,3,4$, and 5 .

82 A
a) First, the three matrices in MAT_ARRI will be printed, then the three matrices in MAT_ARR2
b) The easlest way to do this is with loops

DO FOR TEMPORARY $1=1$ TO 3, DO FOR TEMPORARY $J=1$ TO 3 , WRITE(6) MAT_ARR1S(I I,*),TAB(20),MAT_ARR2S(I J,*), END, WRITE(6) SKIP(2),
END,
It could also be done with a sungle WRITE statement
WRITE(6) MAT_ARR1\$(1 1,*),TAB(20),MAT_ARR2S(1 1,*),SKIP(1), COLUMN(1),MAT_ARR1S(1 2,*),TAB(20),MAT_ARR2\$(12,*),SKIP(1), COLUMN(1),MAT_ARR1\$(13,*),TAB(20),MAT_ARR2\$(13,*),SKIP(3), COLUMN(1),MAT_ARR1S(2 1, $\left.{ }^{\star}\right)$,TAB(20),MAT_ARR2 $\$(21, \times), S K I P(1)$, COLUMN(1),MAT_ARR1S(2 2,*),TAB(20),MAT_ARR2\$(2 2,*),SKIP(1), COLUMN(1),MAT_ARR1S(2 3,^),TAB(20),MAT_ARR2S(2 3,*),SKIP(3), COLUMN(1),MAT_ARR1\$(3 1,*),TAB(20),MAT_ARR2S(31,*),SKIP(1),

```
COLUMN(1),MAT_ARR1$(3 2,*),TAB(20),MAT_ARR2S(3 2,*),SKIP(1),
COLUMN(1),MAT_ARR1$(3 3,`),TAB(20),MAT_ARR2S(3 3,*),
```

1) $b$
2) $a, c$
3) d
4) $c$ (paged files only)
5) $a, e$
6) none of a-e, overndes the default SKIP (1)
7) c
a) INS $=(8,7,7)$, SCADS $=(-1,225,4)$
b) INTS $=(0,1,1)$, SCALS $=(72,0,0)$
c) ITS $=(2,1,3)$, SCALS $=(249,0,251)$

Change the READ statement to
READ (5) COLUMN(8),INTS,SKIP(1),COLUMN(8),SCALS,

All are legal character subscripts Only a, b, c, and e are legal vector subscripts, all the others have partition sizes not computable at compile time

The output will be similar to this
ABC ABCABC
123AB BC456
1223ABC456
$A B C A B C \quad A B C$
8.4 C

All the expressions listed are true
85A
Only character strings may be read using the READALL statement

$$
\begin{aligned}
& \text { ORGINAI; PAGE } \\
& \text { OR POOR QUAKY }
\end{aligned}
$$

All characters on the mput file are retreved by the READALL statement, no matter what they are Character strings to be input using the READ statement must be surrounded by single quotes, which are not placed into the target variable Furthermore, single quotes represent themselves in READALL input, while they must be represented by a par of quotes in succession in READ input

```
REvERSE:
PROCRAM;
        DECLAPE ARPAY(5) CHARACTER(5),
                CHAR_ARRI,CHAR_ARR2,
        DECLARE X INTEGER;
REV:
FUNCTION(C) CHARACTER(5);
        DECLARE C CHARACTER(*);
        DECLARE CHAPACTER(8),
                            CTEMP, CHAR_REV,
        aECLARE IHTEGER,
            I, L,
        CHAR_REV, CTEMP = \stackrel{ C}{C}
        IF CTEMP = "' THEN
            RETURN '';
        L = LENGTH(CTEMP ),
        DO FOR I = I TO L,
```



```
        END;
        RETURN CHAR_REV,
ClOSE REV,
        READ(5)【CHAR_ARRI\, [CHAR_ARR2 !;
        DO FOR X = 1 TO 5,
            CHAR_ARR1 ( = TRIMICHAR_ARRI J; ;
```



```
            WRITE(6) COLUYN(5), REV(CHAR_ARR1 (), COLUMN(15), REV(CHAR'ARR2 , },
        END,
CLOSE REVERSE,
```

```
DECONE_NAMES:
PROGRAM,
    DECLARE NAMES ARRAY(50, 2) CHARACTER(15),
    DECLARE INLINE CHARACTER(80);
    DECLARE I INTEGER;
    REPLACE NO_OF_RAMES BY '50';
    INLINE = "',
    DO FOR I = I TO MO_OF_MAMES;
        CALL GET_HAME(I),
        IF NAMES
        = 'S' THEN
            I,2*1
                WRITE(6) HAMES_ I| , || NAMES I,2;
    END,
GET_NAME*
FROCEDURE(N),
    DECLARE INTEGER,
                    N; K;
    IF INLINE = ", THEN
        CALL GET_lINE,
    K = INDEX(INLINE, ','),
    IF K = 0 ThEN
        CALL FIRST_AND_LASTEINLINE, NH,
    ELSE
            00,
                GALL FIRST_AND_LAST(INLINE ETO K-I*N),
                INLINE = TRIMCINLINNE K+1 TO #,
            END;
FIRST_AND_LAST
PROCEDURE(C, N'),
    DECLARE C CHARACTER(*),
                N INTEGER,
                I INTEGER,
    I = INDEX('\hat{C},},\mp@code{\prime}
    NAMES = ' C
            N,1. 1 To m-1
    NAMES = = = (
CLOSE FIRST_AND_LAST;
GET_LINE:
PROCEDURE,
    READALL(5) INLIHE,
    INLIMNE = TRIM(INLIINE),
ClOSE GET_LINE,
CLOSE GET,MARE,
CLOSE DECOOE_HAMES,
```


## ORIGINAL Page is OE ROOR QUALITY

```
NMMER_TO_ENGLISH
PROGRA*,
        OECLARE INTEGER,
            H,-H, T, U,
        DECLARE CHAPACTER(30),
                            LEFT PART, RIGHT PART
        DECLARE IENS ARRNAY(9) CHARAGTER(7) INKYIALf "TEN", "ThENTY', 'THIRTY', 'FORTY', FIFTY , "SIXTY',
        SEVEHFY', EIGHTY', 'AIY ETY'},
```



```
        , SIYTEEN, "SEVENTEEN', 'EICHTEEN', HIHETEEN ?,
        GECLARE UHITS ARRAY(g) CHARACTERCSI IHITIALC "CHE', TKO. 'THREE', FOUP*, FIVE', 'SIX', 'SEVET
        , 'EICHT, 'NINE %.
        REAO(5) k,
        IF N = O THEN
            DO,
            LEET_FART = ":%
            RIGHT_PART = 'ZERO,
            END,
        ELSE
            DO:
            H = DEV[N, 100],
            T = DEV(REHATHOER(N, 100), 10),
            U = PEMAIFDER(H, 10),
            IF H}>0\mathrm{ THEN
                            LEFT_PART = UNITSS H
                    ELSE
                    LEFT_FART = * *
            IF U =\ OTHEH
                    RIGHI_PART = TENS 
                    ELSE
                    00. IF T> I THEN
                        RIGHT_PRRT = TENS IV II -- || UNITS 
                    ELSE IF T = 1 THEH
                            RIGHT.PART = TEENS:
                    Else
                            RIGHT_PART = WNITS *
                END,
            ERD,
    NQITEIG: LEFT_PART II RIGHT_PART,
ELOSE,
```

Solutions
92 A
STRUCTURE X
1 Al, 2 C1 VECTOR, 2 DI MATRIX,
1 B 1 ,
2 E1 VECTOR,
2 F1 MATRIX,
STRUCTURE Y
1 A2 SCALAR,
1 B 2 ,
2 D2 ARRAY(5) VECTOR,
2 E2 ARRAY(5) VECTOR,
1 C2 SCALAR,
9 2B
a)

b) TEST_DATALMA

TEST_DATA LMBV1
TEST_DATA.LM B.V2
TEST_DATALNAB
TEST_DATALNAV1
TEST_DATALNC
TEST_DATAIJA
TEST_DATA.I J B VI
TEST_DATAIIB V2
TEST_DATAIKAB
TEST_DATA.I K A V1
TEST_DATAIKC
c) STRUCTURE DATA

1 L ,
2 M ,
3 A INTEGER,
3 B,
4 VI VECTOR
4 V2 VECTOR,
2 N,

- 3 A ,

4 B INTEGER,
4 V1 VECTOR,
3 C SCALAR,
1 I,
2J,
3 A INTEGER,
3 B,
4 V1 VECTOR,
4 V2 VECTOR,
2 K
3 A,
4 B INTEGER,
4 V1 VECTOR, 3 C SCALAR,
d) All of the assignments'shown are legal
9.2 C

STRUCTURE MINOR
1 V VECTOR,
1 T SCALAR,
STRUCTURE MAJOR
1 X1 MINOR-STRUCTURE,
1 X2 MINOR-STRUCTURE,
1 X3 MINOR-STRUCTURE,
1 X4 MINOR-STRUCTURE,
1 X5 MINOR-STRUCTURE,
DECLARE DATA MAJOR-STRUCTURE,

READ(5) DATA,
CALL PROCESS(DATA),
The procedure PROCESS must be modified to accept a MAJOR-structure as mput instead of the ARRAY(2) it origmally took

```
STRUCTURE MINOR
    1 V VECTOR,
    1 T SCALAR,
DECLARE DATA MINOR-STRUCTURE(5),
```

READ (5) DATA,
CALL PROCESS(DATA),
Now PROCESS must be changed to accept a 5 -copy MINOR-structure as ats argument The data is still read in the same order as before

9 BB
a) $\mathrm{A} \$(25$, $)$ or $\mathrm{A} \$ 25$
b) $\mathrm{ABS}\left({ }^{*}, 3\right)$
c) $\mathrm{AC} \mathrm{C}(10 \mathrm{TO} 20$,
d) $\mathrm{A} D \$(75 \mathrm{TO} 85$,)
e) $\operatorname{ADS}(1,1)$
type Al-STRUCTURE
type ARRAY (100) INTEGER
type ARRAY (11) SCALAR
type ARRAY (11) VECTOR (6)
type SCALAR

93 C

```
HEAN:
FROGRAM,
    STRUCTURE PERSON:
        I SS INTEGER DOUBLE,
        I SALARY SCALAR,
        I JOB_CODE INTEGER,
    1 PNAME CHARACTER(32);
    DECLARE COMPANY FERSON-STRUCTURE(IOO),
        +
    READ(5) {COMPANY},
    NRITE{6) SUMC {COMPANY SALARY}I / 100;
CLOSE MEAN;
```

94 A
a) No XE F has the RIGID attribute, Y does not.
b) Yes
c) Yes.
d) Yes
e) $Y e s$
a) The 20th copy of A
b) The 10th and IIth copres of $A$
c) C from the first copy of $A$
d) $D$ from the 4 th-6th copies of $A$
e) The 4th=6th components of $D$ from all copres of A
type A-STRUCTURE
type A-STRUCTURE(2)
type INTEGER
type ARRAY(3) VECTOR(6)
type ARRAY(20) VECTOR(3)

Structures allow the programmer to organize data of mixed types into one logical unt that may be mput, output, assigned, and passed as a parameter When a structure is passed as a parameter, overhead is saved, as all the components of the structure became avalable to the called procedure or function without being passed.mndividually as separate parameters

The use of structures also allows the transfer of an aggregate of assorted data in a single FILE I/O statement In I/O contexts, multiple-copy structures are particularly convenent for reading or writing large blocks for the sake of efficiency

```
BEST_ONE
P\piс的AM,
    STRUGTURE ITEH_DATA
            2vecemer
            1 timetag scalar,
    STRUCTURE UNIT DATA
            1 ACCEL ITEMDATA-STRUCTUPE,
            I VEL ITEM_DATA-STRUCTUPE,
            I VEL ITEM-DATA-STRUCTUPE,
    STRUCTLPEE BEST
            1 BEST_ACCEL ITEM_DATA-STRUCTURE,
            1 BEST VEL ITEM DATA-STRUCTURE,
            1 BEST-PITCH ITEM DATA-STRUCTURE,
    DECLAPE BEST_DATA BEST-STRUCTLPE,
    DEGLARE SYSTEM_DATA UNIT_DATA-STRUCTURE(3),
mposle
FUNCTION(DFU) ITEM_OATA-STRUCTURE,
```




```
            RETURN DFU
                1,
    IF dfu timetag =, midvalofu timetag , dfu timetag 2, dFu timetag 3, then
            RETURN DFU Z,
    RETUPN +
            3,
elose midole,
    READES (SYSTEM_DATA,
    BEST_DATA EEST_ACCEL = MIDDLET\SYSTEM_DATA ACCEL},* %,
    BESt_data EEST_VEL = MIDOLEI{SYSTEm_DATA vEL},*,
    BESI_DATA ESST_PITEH = MIDDLEI(SYSTEH_DATA PITCH ) , ,
                                    *,
close best_che,
```



## Solutions

10 1A
Control falls through to the statement following the ON ERROR statement, unless the ON ERROR statement has

1) caused a GO TO or RETURN statement to be executed, or
2) specified-SYSTEM or IGNORE, in which case either control returns to the program at the point where execution was interrupted, or the program terminates, depending on the particular error

10 1B
If the error should occur after control has left the loop, an unexpected transfer of control into the loop will occur, potentially causing disastrous results since loop variables may have unusual values, and TEMPORARY varables may even have been redefined since leaving the loop

The compiler normally enforces a ban on branching into DO END groups In this case where the compiler is unable to do so, the programmer should follow the same course

1) SYSTEM If no ON ERROR statement is active for the current error, or if the active one is ON ERROR SYSTEM, the standard action, if any, is taken and an error message is sent
2) IGNORE If an ON ERROR IGNORE statement is in effect for the error in question, the standard fix-up is taken and no error message is sent
3) If an ON ERROR statement defiming a user action is in effect for the specified error, then the user code receives control without possibsity of returning to the pont where the error occurred No error message is sent

10 1D
Error Specification Precedence

| ERROR $\$(m n)$ | 1 | first |
| :--- | :--- | :--- |
| ERROR $\$(m)$ |  |  |
| $\quad$ or |  |  |
| ERROR $\$(m)$ | 2 |  |
| ERROR | 2 | last |

102 A
An error handler may be deactivated

1) when flow of control leaves the block contaning the handler,
2) when it is superseded by another error handler, and
3) when an OFF ERROR statement of the same form is executed

10 2B
a) All three error handlers are still active both OFF ERROR statements were ignored
b) ON ERRORS(1 1) IGNORE, and ON ERROR\$(2) IGNORE, are still active The first OFF error statement cancelled the first ON ERROR statement, and the second had no effect

10 3A
The SEND ERROR statement is used

1) to smulate the occurrence of system-defined errors for testing, and
2) to allow the user to define errors and write error handlers for them

10 3B
When an applicable error handler is found in the local block, higher level blocks need not be searched, as handlers in the calling blocks are overndden by the local handler

10A
a) No message
b) Message
c) No message
d) No message
e) Message
f) No message
g) No message
h) Message
i) No message
j) Message
k) Message
l) No message


## Solutions

11.1A

1 If several programmers are working on a single large project, it will probably be convenient to assign them separately-complable sections of the program complex
2 In a multiprogramming environment where several PROGRAMs are to run concurrently, there is no way to compre them all in a single complation step, so a program complex must be created

3 If the overall structure of a program is fixed, but small sections are under-gong revision, separating those sections out as COMSUBs may allow those parts to be revised and recompled without requiring recompiation of the entire program

111 B
Just as if the COMSUB were an internal procedure, the error environment of the caller is searched for an applicable error handler, then the environment of the caller's caller, and so on

11 1C
a) Compilng a COMPOOL reserves space for the variables declared therem Also, in most implementations, a template is produced when the COMPOOL is compled
b) The COMPOOL template, when included in the complation of another complation unt, makes the variables declared in the COMPOOL known to that complation unit, without causing any space to be reserved for those variables

The SCALARs A and B can only be referenced inside the program P but outside the FUNCTION block $F$ Inside of $F$, scoping rules will cause $A$ and $B$ to refer to the local INTEGER vanables

FILTER does not require any of the data m GNC_POOL, so there is no need to include the template for GNC_POOL in the compilation of FILTER

112 C
If several compool templates are included in a single compilation, names of vartables must be unique, because there is only one scoping level outside the mann block of a compilation Hence, it is in general desirable to give compool variables unique names, so that it is possible to refer to any compool from any other compiation unit if necessary
a) A template for FILTER is needed in order to compile NAVIGATION, and with this order of compilation, it would need to be hand coded
b) In this case, CONTROL needs the template for FIETER
c) No template need be hand coded, as all will be available when they are needed
d) This order of compilation is particularly inconvenient, all templates will need to be hand coded.

113 A
a) It is possible that the savings account for one ID might be updated, then the procedure interrupt and another account updated When control returned to the first task, the updating of the checking account would then be done incorrectly, transferring funds from one customer to another
b) If SAVINGS and CHECKING are declared with the LOCK attribute, and the transfer is enclosed in an UPDATE block, there is no possibility of an incorrect transfer of funds as described above
a) In this case, any interruption of an execution of AWARD_INTEREST by another process that calls AWARD_INTEREST may cause either an error in updating the account, or in logging the interest
b) Make the procedure AWARD_INTEREST EXCLUSIVE Then there is no possbility that two processes will attempt to run AWARD_INTEREST concurrently.


Solutions
12 1A
A


B


C


121 B
A


B


C


12 IC
SCHEDUEE X PRIORITY(1), REPEAT UNTIL 35 ,
SCHEDULE Y IN 25 PRIORITY(2), REPEAT EVERY 1 UNTIL 6,
122A
The AT clause allows a process to be scheduled at a definte, predetermmed trme The ON clause, on the other hand, allows a process to be scheduled depending on occurrences of an unpredictable nature Either one can be appropriate, depending on the desured effect

12 2B
$Q$ is active only at $B$
122 C
SIGNAL $X$, will cause $X$ to become TRUE just long enough for all active event expressions referencing $X$ to be evaluated In particular, no code testing $X$ as a BOOLEAN vanable will ever find it TRUE as a result of SIGNAL $X$, The sequence SET X, RESET X, will also cause $X$ to become TRUE, then return to FALSE, but if in the meantime the process executing the SET and RESET statements relinquishes control, X will remain SET durng execution of some HAL/S code, and may be found to be TRUE if tested

12 DD
SCHEDULE X PRIORITY(1), REPEAT UNTIL TRAN2, SCHEDULE Y ON TRAN 1 PRIORITY (2), REPEAT EVERY 1 UNTIL 6,

12 2E
a) Unlatched, there is no need to specify LATCHED, so take the default
b) Latched, it is not possible to signal several events simultaneously
c) Latched, an unlatched event will always test FALSE
d) Latched, RESET is illegal for an unlatched event
e) Unlatched, presumably the loop is to execute once for each event transition, which would probably not happen if the event were SET and remained on

12 FF
SCHEDULE T ON MASTER PRIO(999) REPEAT,

T TASK, RESET COMP, WAIT FOR MASTER, SET COMPS, WAIT FOR MASTER, CLOSE T,

123 A

```
P:
PROGRAM,
    DECLARE OENOM INTEGER INITIAL(10);
    SCHEDULE T PRIORITY(999), REPEAT UNTIL I;
T
TASK,
    WAIT UKTIL 1 / DEFOMM,
    NRITE(6) RUNTIHE;
    DENOM = GENOM - 2,
    IF DEFOM < 1 THEN
        DENOM = 1;
    close T
CLOSE P;
```

12 BB
Unless something causes P to exit from the DO WHILE TRUE loop, CANCEL P will have no effect

If $X$ is necessary to keep $P$ as it is, it can be stopped with
TERMiNATE P,
However, it is safer simply to remove the DO WHILE TRUE, and END, statements from $P$, and dene the same effect from writing


12 A

```
F5N
FROGRAH,
    DECLARE VECTOR
    OECLARE SCAEARITION. AITITUDE, VELOCITY
    *
```



```
    DDECLARE OESTIILATION VECTOR.
    DECLAFE ARRAYC45,
            SEISEO_ATTITUDE VECTOR,
            SENSET_VELCCITY VECJOR.
INPUSI_PROC
PPQEEDLRE, /* SCALE AHD FORHAT DATA FROM SENSORS *
CLOSE ENFUT_PROC,
ELEVOW_EMDS
FROCED\िRE,
CLOSE ELEVON_CHDS,
TELEtSETRY
FROCERURE, /# DOLNLINK STATUS VARYASLES #
CLOSE TELEHETRY
RUODER CMDS
PROCEUUPE, (% CONTROL YAN AXIS */
CLOSE RUDDER_CMBS,
GUIDANEE
FROCEDUPE, /O COMPUTE OESLRED FLIGHT PATH *
CLOSE GUIOANEE,
FC_GAINS
PFOCEOURE :
GLOSE FC_GKINS,
HRVEGNTION
PROCEELPPE,
CEOSE KAVIGATION,
DISPLAY_UPOT
PROCEDUSRE
CLOSE DISPLAY_UPDT,
                                    /* REFRESH CRT */
    SGHEDULE TI PRIORITY(4), REPEAT EVERY 1,
    SCHEDULE T2 PRIORITY(3), REPEAT EVERY \,
    SCHEDULE T2 PRIORITY(3), REPEAT EVERY 2,
    SCHEOULE T3 PRIORITY(2), REPEAT EVERY 4,
T
TASK,
    CALL INFIT_PROC +
    CALL ELEVOH_CHDS
    CAEL TELEHETRY.
CLOSE TI,
T2
    Mas;
    CALL RUNDER_CHDS:
    CALL GUIDANTEE,
CLOSE TZ,
T3,
TASK;
    CALL FC_GAINS.
CLOSE T3,
Cl05
TA$K,
    CALL NAVIGLTYOR,
    CALL DISPLAY UPDY,
CLOSE T4,
CLOSE F%W,
```

The priontres here serve to fix the order of execution to be identical with that in the chapter seven example

12B

```
FSH
PROGRAKF
    DECLESE YECTOR
                            POSITION, ATTETUPE, VELOCITY
        DECLARE SCALER
            PITCH_COHHARID, ROLL_COHMANS .
        DECLARE gESTIMATIOR' VECTOR,
        DECLARE AFRAY[4],
            SEHSED_AYHITUNE VECTOR,
            SEHSED VELOCITY VECTOR,
        OECLAPE TI_DOHE EVENT,
    IHPUT_FROG
FROCEDLLRE, /H SCALE AND FORMAT DATA FFOG SENSORS */
CLOSE IHFUT_PROL,
ELEFOH_CINS
PROCEDUTPE,
CLOSE ELEVON_CMDS,
TELEHETRY
*)
CLOSE TELEMETRY
RUDDER RNOS
```



```
CLOSE RUDDER_CHDS,
GUIOAF,CE
PROCEDURE,
FC_GAIHS
FROCEDURE,
HLOSE FC_GAZNS,
CLO$E FC_GA
NAVIGAYIOY
PNOCEDLRE, %H COMPUTE REAL POSITION AHD VELOCITY W/
CLOSE NAVIGATICN,
QESPLAY_UPDT
PRCCEDLYE, /* REFRESH CRT W/
CLOSE DISPLAY_UPDT,
    SCHEDULE TL PRIORITY(1J, REFEAT
    SCHEDULE T2 FRIOPETY(¿), REFEAT,
    SCHEDULE TS PPIOPETY(3), PEFEAE,
    SCHEDULE T4 PRIORITY(4), REPEAT.
T1
TASK
GA!L IAOUT FROC:
        CALL ELEVO\ CHDS
        CALL TELEMETRY
        SIGUAL TI_DONE
    ClOSE T1,
    T2
    TASK
        WAIT FOF TL_DONE,
        HAIT FOR Tl_OONE,
        CALL RUDDER_CPDS,
        CALL GUIDANCE,
    CLOSE T2.
    73
    T&5K,
        GO FOR TEMPORARY I = 1 TO 4,
        LAIT FOR Ti_OOVE.
        END,
        CALL FC GAINS.
    CLOSE T3,
    I}
    TASK,
        00 FOR TEHFORARY I = 1 TO &,
            HAIT FOR T1_DONE,
        EFD,
            CAEL HAVIGATIOH,
            CALL OISPLAY LPPDT
    CLOSE T4,
CLOSE FSH,
```

This solution guarantees that the various tasks will never be executing any of their procedures simultaneously Thus avoiding the need for UPDATE block protection of any shared variable

C. 48 Appendix $C$

## Solutions

13.1A
a) If FLAGS AND BIN‘ $110000000000^{\prime}=\operatorname{BIN}^{\prime} 110000000000^{\prime}$
b) If FLAGS AND BIN‘010101010101’ $=$ BIN ${ }^{〔} 000000000000^{\prime}$ or
FLAGS AND BIN‘000000111111’ $=$ BIN $^{4} 000000111111^{\prime}$
c) If FLAGS $=$ BIN $^{\prime} 101010000010^{\prime}$
d) If FLAGS AND BIN'111010000011' $=\operatorname{BIN} \times 101010000010^{\prime}$

131 B


131 C

```
EXERCISE_C:
PROGRAM,
    0ECLARE TABEE ARRAY(50) BIT(24);
SET_BITS:
PROCEDURE(ENTRY, VALUE);
    DECLARE INTEGER;
        ENTRY, VALUE;
    TABLE DIV{E!HTRY, 4)+6 AT (6 MOD(ENTRY,4)+1)= 8IT (VALUE);
CLGSE SET_BITS
GET BITS*
FUNCTIONGENTRYJ INTEGER,
    DECLARE ENTRY INTEGER:
    RETURN INTEGER(TABLE
                                    );
                            OIV(ENTRY,4)-6 AT 6 MON{ENTRY,4141
CLOSE GET_BITS
CLOSE EXERCISE_C;
```

131 D


131 E
A OUTPUT $=1 E 5$ INTEGER(INPUTS(4 AT 1)) $+1 E 4$ INTEGER(INPUTS (4 AT 5) ) +
1E3 INTEGER(INPUTS(4 AT 9)) + 1E2 INTEGER(INPUTS (4 AT 13)) +
1E1 INTEGER(INPUTS(4 AT 17)) $\div$ INTEGER(INPUTS (4 AT 21)),
$131 F$
A OUTPUT = INTEGER(BIT(CHARACTERS(@HEX) (INPUT))),
132 A

1) Partitions of bit strings
2) Columns of a matrix
3) A structure node with copmess

> ORIGINAL PAGE IS
> OF POOR QUALITX
a) Yes, if a name variable points to some vanable in an outer code block and a vanable is checked in an inner code block with the same identifier as that the name varable points to, the outer vanables can be referenced

- b) No, need more information than the address which is all the name vanable allows
c) Yes, name vanables allow sharing Several name variables can point to the same data 1 tem
d) No, it is possible to go up and down name ponters but not reference an absolute address
e) No, name varables can only point to data of the same type they were declared

STRUCTURE LOOP
1 VALUE INTEGER, 1 NEXT NAME LOOP-STRUCTURE, DECLARE CIRCLE LOOP-STRUCTURE,

NAME(CIRCLE NEXT) $=$ NAME (CIRCLE),
13 3B
STRUCTURE TQE
1 TIME SCALAR,
1 ACTION NAME ACTIONS-STRUCTURE,
1 NEXT NAME TQE-STRUCTURE, STRUCTURE ACTIONS.

1 ACTION INTEGER,
1 AFFECTED-PROCESS NAME PROCESS_CONTROL-STRUCTURE,
1 NEX NAME ACTION-STRUCTURE,
line 28
DECLARE NAME TQE-STRUCTURE, NEWTQE, ENT, DECLARE NAME ACTIONS-STRUCTURE, NEWACT, ENTACT,
NEW TQE TIME = WHEN, NEWACT ACTION = WHAT, NAME(NEWACT AFFECTED_PROCESS) = NAME(PROCNAME),
after
line 37
$\operatorname{NAME}\left(A C T V \_Q A C T I O N\right)=\operatorname{NAME}($ NEWACT $)$,
after
line 40
IF ANT NEXT TIME = NEWTQE TIME THEN DO, IF NAME(ENT ACTION) $=$ NAME(NULL) THEN DO, NAME(ENT ACTION) = NAME(NEWACT), RETURN,
DO UNTIL NAME(ENTACT NEXT) = NAME(NULL) NAME(ENTACT) $=$ NAME(ENTACT NEXT),
END,
NAME(ENTACT NEXT) $=$ NAME(NEWACT), RETURN,
after 44
$\operatorname{NAME}(E N T A C T I O N)=\operatorname{NAME}(N E W A C T)$,
after 50
NAME(NEWTQE ACTION) $=\operatorname{NAME}($ NEWACT $)$,
13 SC
If PCB is first or last in the ready queue, the code to remove PCB from the ready queue will not work To avoid the difficulty, rewrite STALL as follows

STALL PROCEDURE ASSIGN(PCB), DECLARE PCB PROCESS_CONTROL-STRUCTURE,

C Remove from ready queue
IF NAME( PCB LAST)=NULL THEN NAME(PCREADY)=NAME(PCB NEXT), ELSE NAME(PCB LAST NEXT)=NAME(PCB NEXT), IF NAME(PCB NEXT) $7=$ NULL THEN NAME(PCB NEXT LAST)=NAME (PCB LAST),

```
13A PC_ENQUEUE PROCEDURE ASSIGN(PCB),
        DELCARE PCB PROCESS_CONTROL-STRUCTURE,
        DECLARE PCPTR NAME PROCESS_CONTROL-STRUCTURE,
        IF NAME(READYPC) = NULL THEN DO/ /*empty queue*/
        NAME(READYPC) = NAME(PCB),
        NAME(PCB LAST), NAME(PCB NEXT) = NULL,
    RETURN,
END,
NAME(PCPTR) = NAME(READYPC),
DO WHILE NAME(PCP'TR NEXT) I= NULL,
    IF PCPTR PRIORITIE<PCB PRIORITIE THEN DO,
        NAME(PCB LAST) = NAME(PCPTR LAST),
        NAME(PCB NEXT) = NAME(PCPTR),
        IF NAME(PCB LAST) 7= NULL THEN
                    NAME(PCB LAST NEXT) = NAME(PCB),
                RETURN,
        END,
        NAME(PCPTR) = NAME(PCPTR NEXT),
END,
C
C PCB IS LOWEST PRIORITY TAG ON END OF LIST
C
    NAME(PCPTR NEXT) = NAME(PCB),
    NAME(PCB NEXT) = NULL,
    NAME(PCB LAST) = NAME(PCPTR),
CLOSE PC_ENQUEUE,
```



Appendix D
HAL/S Reserved Words

| ABS | DOUBLE | NAME | SINGLE |
| :---: | :---: | :---: | :---: |
| ABVAL |  | NEXTIME | SIZE |
| ACCESS | ELSE | NONHAL | SKIP |
| AFTER | END | NOT | SQRT |
| ALIGNED | EQUATE | NULL | STATIC |
| AND | ERRGRP |  | STRUCTURE |
| ARCCOS | ERRNUM | OCT | SUBBIT |
| ARCCOSH | ERROR | ODD | SUM |
| ARCSIN | EVENT | OFF | SYSTEM |
| ARCSINH | EVERY | ON |  |
| ARCTAN | EXCLUSIVE | OR | TAB |
| ARCTANH | EXIT |  | TAN |
| ARCTAN2 | EXP | PAGE | TANH |
| ARRAY | EXTERNAL | PRIO | TASK |
| ASSIGN |  | PRIORITY | TEMPORARY |
| AT | FALSE | PROCEDURE | TERMINATE |
| AUTOMATIC | FILE | PROD | THEN |
|  | FLOOR | PROGRAM | TO |
| BIN | FOR |  | TRACE |
| BIT | FUNCTION | RANDOM | TRANSPOSE |
| BOOLEAN |  | RANDOMG | TRIM |
| BY | GO | READ | TRUE |
|  |  | READALL | TRUNCATE |
| CALL | HEX | REENTRANT |  |
| CANCEL |  | REMAINDER | UNIT |
| CASE | IF | REPEAT | UNTIL |
| CAT | IF | REPLACE | UPDATE |
| CEILING | INNORE | RESET |  |
| CHAR |  | RETURN | VECTOR |
| CHARACTER | INDEX <br> INITIAL | REMOTE |  |
| CLOCKTIME | INTEGER | RIGID | WAIT |
| CLOSE | INTEGER <br> INVERSE | RJUST | WHILE |
| COLUMN |  | ROUND | WRITE |
| COMPOOL |  | RUNTIME |  |
| CONSTANT | LATCHED |  | XOR |
| COS | LENGTH | SCALAR |  |
| COSH | LINE | SCHEDULE |  |
|  | LJUST | SEND |  |
| DATE | LOCK | SET |  |
| DEC | LOG | SHL |  |
| DECLARE |  | SHR |  |
| DENSE | MATRIX | SIGN |  |
| DEPENDENT | MAX | SIGNAL |  |
| DET | MIDVAE | SIGNUM |  |
| DIV | MIN | SIN |  |
| DO | MOD | SINH |  |
|  |  | Uhrgina |  |
|  |  | OF POOR |  |

## INDEX

ABS 3-5
ABVAL 3.5
ACCESS $11-8$
addition 2-3, 1-5, 3-20
aggregate 3-3
ALIGNED 9.19
AND 4-3, 4-16, 1-2, 13-2
arguments 7-7,7-12
arrays $1-1,61$
of boolean 6-19
multi-dimensional 6-5
arrayed expression 6-10
Assembly Language 1-1
assignments 2-15
ASSIGN parameters 7-10, 9-19
asterisks ( ${ }^{*}$ ) 2-15
AT (arrays) 13.8
AT (real-time) 12-7, 12.8
attributes 2-3, 2-11
AUTOMATIC 7-14, 7-15, 11-18
BIN 13-4
BIT 1-2, 4-16, 13-1, 13-6
bit strings 4-18, 8-5, 13-1
length of 13-2
blanks 2-3
block structure 11-7
BOOLEAN 1-2, 4-16, 4-20, 13-1
branchung 4-20
CALL 7-10
CANCEL $12-6,12-17$
CAT 8-12
CEILING 3-4
charnels $2-5,2-16,8-1$
CHARACTER 8-12
chatacter strings 8-12
CLOSE 2-5
COLUMN 86,8-8
columns 2-5
common blocks 1-1
comments 2-1, 2-2
compansons 4 19,4-20
complation unit 11-1
compler 1-4
compler directives 8.4
components 3-3
compool 11-1, 11-5
compound statements 4-1
concatenation 812
bit 13-2
comsub 11 -3
CONSTANT 2-4, 2-12
conversions 2-16
DECLARE 1-2
group 2-1
simple 2-11
factored 2-11
compound 2-11
default tab 8-3
DENSE 9-18,9-21
DET 35
DEVICE directive 8-4
division 2-3, 3-20
dollar sign (S) 3.7
DOUBEE 3-16
DO 49
CASE $4-20,421$
FOR 5-1
FOR (discrete) 56
UNTIL 5-1, 5-8
WHILE 5-1, 5-7
dynamic storage allocation 1-3
EBCDIC 138
element 2-13
ELSE 4-1, $4-4$
END 4-9,5-1
EQUATE EXTERNAL $13-23$
ERRGRP 10-14
ERRNUM 104
error 10.1
codes 10.4
handler 105
group $10-5$
recovery 10-1, 107
deactivation of 105,108
1/o $10-4$
EVENT 12-8
event varables $12-9$
FALSE 4-16
FILE 8-1,9-19
file 821
address $8-21$
expression 821
number 8-21
random access $8-21$
fixed point $3-19$
fixup 10-1
restoration 106
floating point 3-19
FLOOR 3-4
format
single line 2-9
multiple ture 2-9
FORTRAN 1-1
FSIM 1-3, 1-4
functions 7-1, 11-1
bualt-1n 3-1, 3-3
invocations 3:19
of arrays 6-22
user defined 7-1
GOTO 1-1, 1-2, 4-2, 4-11, 4-22, 5-1

HEX 13-4
hooks $1-3$
1dentifier 2-1, 2-3, 5-19
IF 4-1, 4-2, 4-4, 4-20
IGNORE $10 \cdot 6$
IN 12.7, 128
INCLUDE 11-4
indexing 13-12
indirection $13-12$
INITIAL 2-12
integers 1-1, 24
INTEGER 2-11
INVERSE 3.5
1/0 1-3, 1-4, 8-1
1/0 control functions 86
1/o errors $10-4$
job control language 8-1
keywords 1-3, 2-3
labels 2.3
LATCHED 12-10
LENGTH 8-17
library routines 3-1
LINE 8-6, 8-8
lines 2.2
hists 13-15
IIstıng
compiler 2-9
source $2-9$
literals 2-3, 3-19
LOCK 11-15, 11-16
locked data 11-15
machune language 1-1
macros $1-4$
macro names 3-13
mantissa 3-16
matrix 1-1, 2-12, 2-13
MOD 3-5
multiplication 1-3, 2-5, 3-20
cross 1-3
malti-programming 11-13
NAME 9-19, 13-13
name vanables 13-11
declanng 13-13
disadvantage 13-14
intralizing 13-14
referencing 13-14
NASA $1-1$
negation 3-20
NOT 1-2, $48,4-3,4-16,13-2$
NONHAL 7-14, 7-15
object module 1.3
OFF ERROR 10-8, 10-10
ON 12-8
operators $2-3$
OR 1-2, 4-3, 4-16, 13-2
packing $13-5$
PAGE 8-6,8-8
PAGED $8-4$
parameters 7-7, 7-12
partition subscript 3.8
percent macros $13-20$
pointer value $13-18$
precedence
operator 2-6
expression 3-19
operations 3-20
precision 3-15
specifier 3-18
PRIORITY 12-5
PL/1 1-3
process queues $12-5$
process prionty $12-3$
process procedures 7-9, 11-1
product
$\operatorname{dot} 1-3,2-8,3-20$
cross 1-3, 2-8
matrix 28
inmer 3-20
vector matrix 2.8
vector outer 2-8
scalar $3-20$
PROGRAM 2-1
queues 13-15
READ 2-16, 2-1, 8-1, 8-9
READALL 8-1, 8-19
real I-1
real-tıme 1-1, 12-1
recursion 1 -3
REENTRANT 11-17
regster 1-5
REPEAT 4-22, 5-11
REPEAT AFTER 12-6
REPEAT EVERY 12-1, 12-5, 12-6
repetition factor 2-14, 2-15
REPLACE 3-12, 8-2
RESET 12-11, 12-12
RETURN 4-22, 5-3, 7-2, 7-9
RIGID 9-20, 9-21
ROUND 3-4
rounding 3-4
SCALAR 2-11
scalars 2-4
scaling
vector 2-8
matrx 28
SCHEDULE 12-1, 12-2, 12-12
scoping rules 7-13,11-7
SEND ERROR 10-12
SET 12-11, 12-12
shaping functions 3-2, 3-4, 6-1, 13-6
CHARACTER 8-15, 13-7
sharp sign (4) 2-15, 3-9
SINGLE 3-17
SKIP 8 6, 8-8
source 1-1
Space Shuttle 1-1
structures 9-1
components 9.11
copiness 9-12
copiness specifier 9-13
declaration 93
matchung 9-11
multi copied 9.12
template 9-2, 9-6
termunals 9.6
unqualified 9-21, 9-22

SUBBIT 138
subroutines 1-1
subscripts $1-2,22,3-7$
subscripted identafier 3-19
subtraction 1-3, 2-5, 3-20
system 1-3
TAB 86,8.8
tasks 11-11,11-12
template 11-4
TEMPORARY 4-11, 4-12, 5-1
TERMINATE 12-16, 12-17
THEN 41,4-4
TO 5 -1
tokens 2-3,24
TRACE 3.5
TRANSFER
conditional 4-22
unconditional 4.22
TRANSPOSE 3-5
TRIM 8-13
TRUE 4-16
TRUNCATE 3-4
UNIT 3-5
UNPAGED 8-4
UNTIL 12-7, 12-9, 12-10
update block 11-15, 11-17
UPDATE PRIORITY 12-16
varable type $2-9$
VECTOR 2-12
vector 1-1, 2-13
vector-matnx product $2-8$
vector outer product 28
WAIT 12-9, 12-12, 12-16
WRITE 2-2, 2-16, 8-1, 8-5
XOR 417



[^0]:    *Some debuggnig systems allow a breakpont to be set at the statement on a particular card (specified by sequence number) Placing only one statementiper line also simplytfies thus usage

[^1]:    *Thus program also assumes that the earth's orbit is exactly 929 E m miles, and that the readings are made at exactly the same time of day

[^2]:    *And only from the set EXIT, REPEAT, RETUKN and GO TO

[^3]:    *This rule avoids the "dangling else" problem common to ALGOL-like languages

[^4]:    *Or TEMPORARY statements

[^5]:    *Single precision integers arre generally the most efficient

[^6]:    *Some readers may wish to renew the discussion of single and multu-line formats in Chapter 2

[^7]:    *The HAL/S compler annotates arrays with square brackets in the output listing Thus, the assignment statement would appear as $[A]=[A] \div 1$,

[^8]:    *Each occurrence of A in the listing will automatically be annotated with an overpunch reflecting the effect of subscripting on $A$

[^9]:    **Bit strings are fully described in Chapter 13 The word BOOLEAN is exactly equivalent to "BIT(1)"

[^10]:    EXAMPLE_A.
    Frogram;
    DECLARE ARRAY(4),
    ALT SCALAR,
    TIME゙TAG SCALAR,
    DATA VALIO 8OOLEAN,
    DECLARE SCALAR ENITIALIO),
    TOTAL, NUMBER_GOOD;
    DECLARE AVERAGE SCALAR;
    DO FOR TEMPORARY $1=1$ TO 4;
    IF RUNTIME - TIMETAG $>.2$ OR ALT $S=0$ OR ALT $>500000$ THEN

    DATA_VALID $F$ FALSE;
    ELSE
    DO,
    DATA_VALID $=$ TRUE,
    NUMBER_GOOD $=$ NMMEER_GOOD +1 ;
    TOTAL = TOTAL + ALT

    END;
    END
    AVERAGE $=$ TOTAL / NLMBER_GOOD, OO FDR TEMPORARY I = 1 TO 4;

    IF DATA_VALTD THEN
    IF abs(ALT - AVERAGE) $>1$ AVERAGE THEN

    DATA_VALID $=$ FALSE;
    ENO:
    NON WE HAVE SCREENED OUT DATA WHICH IS NEGATIYE OR ZERO, OR TOO LARGE OR TCO OLD:OR TOO FAR FROM THE AVERAGE close exarple_A;

[^11]:    *but not unformly distributed See exercises

[^12]:    *Some implementations will prant matrices one row per line automatically, but this is not a language requrement

[^13]:    *There is also an equivalent to ARRAY(*) which will be deseribed later

[^14]:    *These restrictions avodd the need to pass both an address and startung bit number to Library or USEV. supplied routines

[^15]:    *Some implementations may allow an error to occur (or be simulated) a given number of tumes before termunating Others may afways contrnue or always termunate

[^16]:    *The term process is defined in Chapter II Here it may be taken to mean a program and all of its internal blocks

[^17]:    *Scoping rules make other data items irrelevant, and no way of branching into the middle of a block is provided

[^18]:    *If automatic template generation is not avalable, the order of complation is irrelevant

[^19]:    *In fact, the tummg may not be repeatable

[^20]:    *Assuming that its priority is sufficient to obtan necessary resources

[^21]:    *Signal momentanly merts the state of a latched event If a process warts for the false state, SIGNAL avords the need to SET the event before the next cycle

[^22]:    *This is because most memory unts are designed to transfer many bits (a byte or word) to or from the CPU in one operation Modifying a single bit generally requires the use of logical or shutting instructions to preserve the state of adjacent bits

[^23]:    *without using name variables

[^24]:    *Qualitatively speaking, a program's reliability is the probability that it has no hidden bugs Its maintainability is the probability that it can be changed or extended without reducing reliability

[^25]:    *See appropriate User's Manual for details

[^26]:    *For a discussion of arrayness, see Section 62

[^27]:    *Note that for any particular HAL program complex which contans references to random and/or randomg, the same set of "random" numbers will be generated in each execution

[^28]:    *Note that for any particular HAL program complex which contains references to random and/or randoms, the same set of "random" numbers will be generated in each execution

