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ABSTRACT The increasing demand for data transmission resources to be handled by next generation cellular
networks has led to the emergence of new technologies, such as Device-to-Device (D2D) communications
and software-defined networks (SDN). D2D expands the use of resources from a location perspective and
SDN enables an efficient management and control of the available resources. This article addresses a study
of the influence of D2D communications management on a Long Term Evolution (LTE) network with
SDN controllers regarding the obtaining of their necessary number and best location within the cellular
infrastructure. The controller placement problem was modeled as an optimization problem and solved by
the ant colony system with external memory (ACS-EM) algorithm. The proposed algorithm was compared
with a particle swarm optimization (PSO)-based algorithm and its effectiveness has been validated.

INDEX TERMS Ant colony system with external memory, controller placement problem, D2D, software
defined networking.

I. INTRODUCTION
Cellular networks have evolved according to the population’s
needs. As such, new forms of evolution in telecommunica-
tions have changed the current paradigms.

Fifth-generation communications or 5G Systems have
been designed to offer both more advanced and complex
configurations aimed at better performance to meet the
requirements of society and a new form in the thinking and
components that comprise them. Such a technology will pro-
vide unlimited access to information, as well as availability
for its sharing anywhere, at any time, by any person or thing,
for the benefit of society [1].

5G communications are characterized by numerous
devices and interconnected networks and an increase in
the data traffic in comparison to the current one. Other
characteristics include seamless integration of heterogeneous
networks, use of femtocells and increased capacity and per-
formance with reduced latency [2], [3]. Moving networks,
ultra-dense networks, device to device (D2D) communica-
tions, ultra-reliable communications, and mass communica-
tion of machines have also been considered.
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D2D communication refers to the connection among
devices through any network infrastructure, controlling radio
access resources and direct links for minimizing the resulting
interference. It also provides an alternative mode of commu-
nication that increases connectivity, utilization of the spec-
trum, and coverage area [3].

D2D communication is defined as a direct communication
between two mobile devices without passing through a cellu-
lar base station (BS) or network core [4]. It requires different
levels of control by the operator. Based on the businessmodel,
it has either full, or partial control over the resource allocation
among source, destination, and relay devices, or no con-
trol. Below are the different types of D2D communications
defined according to the function of the cellular infrastructure
(Bastos and Cecílio Da [5]):

1) D2D communication with establishment of an
operator-controlled connection: source and destination
devices talk and exchange data with each other with no
BS; however, they are served by a BS to establish the
link.

2) D2D communication with the establishment of a
device-controlled connection: source and destination
devices communicate directly with each other with no
operator control, and must implement methods that
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guarantee limited interference with other devices on
both same layer and macrocell layer.

In this study, we considered D2D communication with
establishing/managing connection through the cellular infras-
tructure. Among the advantages of such an approach are
possible offloading between theD2D network and the cellular
network, which guarantees the continuity of sessions, and
an efficient allocation of the spectrum if inband D2D is
used.

Another important design principle for future wireless
access is the decoupling of user data and a functional control
system. The latter includes the information and necessary
procedures for a device to access the system. The use of
Software Defined Networking (SDN) can increase efficiency
in the management and control of the networks.

SDNs approach the creation of networks whose control is
detached from the hardware and given to a software appli-
cation, called SDN controller. The SDN refers to a network
architecture that enables the separation of the control plane
and data plane to be more programmable, automatable and
flexible. The network is virtualized and independent of the
underlying physical infrastructure.

The main advantages of SDN include: (i) control and
centralized management of network devices, (ii) an agile and
flexible network that can adapt automatically through the use
of common software interfaces, (iii) easy implementation of
complex network functions through algorithms defined by
users and implemented in software in the controller, (iv) rapid
deployment of new network features, and (v) manufacturer’s
independence in network devices. Since the intelligence of
the network is centralized in the controller, the network
devices, which are only handlers of the data flows, can be
obtained from multiple manufacturers.

Our proposal employs one or more SDN controllers in the
cellular infrastructure for the management of ongoing D2D
communications in the coverage area of each eNB (evolved
NodeB). Each controllermaintains the registrations and infor-
mation on the location of users and their possible establish-
ment of D2D communication. Such data enable the controller
to determine the beginning of aD2D communication and send
messages to the devices involved for beginning/establishing
a direct communication among them and allocating network
resources.

The controller also monitors the state of the D2D commu-
nication. If the link is lost (due to, for example, a change
in location), it reconfigures the user equipment (UE) and
the network entities to return the communication to the cell
infrastructure and guarantees the continuity of the sessions.
Therefore, it can implement efficient algorithms of offloading
and resources allocation on the application layer (North-
bound) and communicate with UE, eNB and SGW (Serving
Gateway) for defining the path of the data packs by protocols,
such as OpenFlow (Southbound).

On the other hand, systems must be designed with high
scalability and reliability for avoiding problems (e.g., single
point of failure). Since a single centralized SDN controller

can lead to architectures with such problems, the following
research questions have emerged:

1) How many controllers are required to manage all D2D
communications?

2) Can a certain quality of services be guaranteed regard-
ing the response time of the controller?

3) What is the best location of SDN controllers within the
cellular network?

4) How can eNBs be assigned to the controllers?
To answer them, we must determine the minimum number

of SDN controllers required, their optimal location and the
optimal assignment of eNBs to them. The optimality crite-
rion is based on the satisfaction of a response time lower
than or equal to a specific QoS (Quality of Service) time. The
problem was first defined in [6] as a Controller Placement
Problem (CPP) for minimizing the latency between switches
and controllers.

The CPP problem is similar to the facility location prob-
lem; therefore, it is considered an NP-hard problem [7]. The
design of an algorithm that finds an optimal solution to such
a problem is an exhausting and time-consuming task. The
CPP search space consists of all k combinations of n potential
nodes that produce a large set of feasible solutions. In this
scenario, metaheuristic techniques are an alternative for the
exploration of a subset of the search space and obtaining of
a near-ideal solution. We used a metaheuristic known as Ant
Colony System with External Memory Algorithm [8], [9] in
the CPP solution.

Below are the main contributions of this study:
• an integrated approach to the CPP problem solu-
tion, considering the allocation of radio resources and
the maximization of D2D communications allowed in
each eNB;

• an SDN controller response time modeling with D2D
communications management in LTE cellular networks;

• use of the response time metric considering the response
time of the SDN controller and the latency between
eNBs and controllers; and

• use of the ant colony system with external memory
algorithm to solve the CPP problem considering man-
agement of D2D communications and SDN controllers.

To the best of our knowledge, this is the first manuscript on
the placement of multiple SDN controllers for the manage-
ment of D2D communications. We originally evaluated the
impact of D2D communications management on the quan-
tity and location of SDN controllers within an LTE cellular
network.

The remainder of the article is organized as follows:
Section II addresses some relatedwork; Section III focuses on
the modeling of the system; Section V provides an overview
of the proposed approach to CPP solution; Section IV
is devoted to the definition of the optimization problem;
Section VI describes the ant colony system with external
memory algorithm; Section VII reports on analyses of the
results from cellular networks of different complexities;
finally, Section VIII provides the conclusions.

169746 VOLUME 7, 2019



Y. P. Llerena, P. R. L. Gondim: SDN-Controller Placement for D2D Communications

II. RELATED WORK
A traditional implementation of SDN depends on a logi-
cally centralized controller that executes the control plane.
However, in a large-scale WAN deployment, such a cen-
tralized approach shows several limitations related to per-
formance, reliability, and scalability. Recent proposals have
advocated the use of multiple controllers that work cooper-
atively to control the network, which has led to problems
related to the necessary number of controllers, their best
location and assignment of nodes (ex: switch) to them.

Heller et al. [6] evaluated such problems and defined them
as a Controller Placement Problem (CPP) in SDN networks.
The authors sought for the best location of k controllers
on a WAN network by minimizing the propagation latency
between the nodes and the controller. The authors evaluated
the propagation latency with the use of concepts of average-
case latency and worst-case latency in the solution of the
optimization problem. The number of controllers was set in
the interval [1, 5] and the impact of the controller location
on the two metrics was evaluated independently. The Inter-
net2 OS3E topology was used and the analysis was expanded
according to several topologies defined in Internet Topology
Zoo (a controller was usually sufficient). However, important
metrics in the evaluation of the response time for satisfying a
given QoS, such as processing capacity of the controllers and
load balancing, were not considered.

Bari et al. [10] presented a solution that dynamically adapts
the number of controllers and their location to the conditions
of the network. They adjusted the number of active controllers
and assigned OpenFlow switches dynamically minimizing
flow setup time and communication overhead. Moreover,
they considered the statistics collection cost, flow setup cost,
synchronization cost and switch reassignment cost, which
represent, respectively, number of messages necessary for
the collection of network statistics, cost of the path regard-
ing propagation latency or number of hops, average number
of flows generated by the switches, number of messages
exchanged between the controllers, and cost of reassignment
of a switch to a new controller. The authors used a simple
modeling of the processing capacity of the controllers, which
was defined in a vector representing the maximum number of
requests each controller can manage per second.

Hu et al. [11] maximized the reliability of the network
control to reach a best location for the controllers that min-
imizes the loss of the control path caused by network fail-
ures. A reliability metric represented the percentage of paths
broken due to network failures. The problem was defined as
NP-hard with k controllers and random placement, greedy
search, simulated annealing and brute force were used to
solve it. The authors evaluated the impact of the number of
controllers on the reliability of the network and the trade-
offs between reliability and latency. The results showed
latency increases in locations that optimize reliability, how-
ever, according to the authors, this increase is still acceptable.
Metrics related to response time and QoS assurance were not
optimized.

Hock et al. [12] modeled CPP as a multi-objective prob-
lem and proposed a framework called Pareto-based Optimal
COntroller-placement (POCO). They obtained the best loca-
tion of k controllers considering first all possible combina-
tions of faults of up to k − 1 controllers and then evaluating
disruptions in the network. The metrics used were maximum
node-controller latency and controller-controller latency in
scenarios with failures, and load imbalance between con-
trollers. The authors evaluated Topology Zoo topologies and
the Internet2 OS3E topology, and showed the best latency
value and best resiliency or fault tolerance cannot be obtained
simultaneously. Therefore, themetrics involvedmust be com-
pensated for, depending on their importance in the goal
pursued. The authors explored the search space for a small
number of controllers exhaustively; however, in large- scale
networks, the obtaining of such results in acceptable time and
with the existing computing capabilities is a difficult task.

Rath et al. [13] proposed a solution that dynamically
enables/disables controllers considering the load on the net-
work. According to the optimization mechanism used, each
controller calculates a payoff function and compares its
own value with that of neighboring controllers. It then
makes appropriate decisions, so that new controllers are
added or existing ones are deleted, or the download is per-
formed between the controllers dynamically. The authors
considered delay and usage constraints, such that the delay
associated with the controller must be lower than a predefined
threshold value (to support QoS) and the utilization must be
within the minimum and maximum limits. Delay combines
path and processing latency. The purpose of the scheme is to
minimize packet loss, latency, and deployment cost.

Liao and Leung [14] used Multi-Objective Genetic Algo-
rithm (MOGA) in the solution of the CPP problem. The
mutation function is based on Particle Swarm Optimization
(PSO). The authors presented optimal Pareto solutions by
minimizing switch-controller latency, controller-controller
latency, and load imbalance between controllers. In the tests
performed, they defined the number of controllers and sought
for the location and assignment of the switches.

Sahoo et al. [7] used metaheuristics based on biologically
inspired populations to solve the CPP problem in large-scale
WAN networks. They applied particle swarm optimization
(PSO) and firefly algorithms (FA) to find the optimum loca-
tion of the controllers andminimize latency between switches
and controller. They compared the two meta-heuristics in
analyses with a random localization strategy in three topolo-
gies defined on the Topology Zoo website and, according to
the results, FA achieved better performance.

Ahmadi and Khorramizadeh [15] adapted multi- objec-
tive genetic algorithms to solve CPP and introduced
Multi-start hybrid non-dominated sorting genetic algorithm
(MHNSGA). They evaluated two approaches to the problem.
The first considers the minimization of the following metrics:
inter-controller latency, link or switch failures, and load bal-
ancing between controllers (using the load imbalance con-
cept), whereas the second includes both load and capacity of
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the controllers in the evaluation metrics as a constraint of the
problem. Solutions are sought for near the Pareto front and
the trade-off between the metrics is conducted. The number
of controllers at work must be known and several topologies
defined in Internet Topology Zoo are used in the evaluation.

The main metrics considered in the resolution of the CPP
problem are propagation latency between switches and con-
trollers, inter-controller propagation latency, and load bal-
ancing between controllers. However, the capacity of the
controllers and the load on the network are also important
metrics owing to their direct influence on the response time of
the controllers, hence, users’ quality experience. Some of the
previous work has included such metrics as constraints, using
values of load and capacity known a priori. On the other hand,
A. Farshin, and S. Sharifian [16] and Mackenzie et al. [17]
presented solutions that use models based on the queuing
theory to define the capacity of controllers.

Farshin and Sharifian [16] also optimized the number of
SDN controllers used in a cellular network. They considered
the problem of dynamic allocation of controllers and pro-
posed a framework that uses a population-based metaheuris-
tic to solve it. However, the location of the SDN controllers
in the cellular infrastructure was not taken into consideration.

Mackenzie et al. [17] introduced a framework to solve
the CPP problem in SDN cellular networks involving the
uncertainty of the geographical distribution of users. Two
schemes were proposed, of which one aims to optimize the
number of controllers necessary for the management of all
eNBs while ensuring the response time of each eNB does not
exceed a specific value with a certain probability. The other
scheme aims to optimize the eNB-controller assignment con-
sidering the variation in the eNB request rate for minimizing
the response time for several eNBs.

We investigated the CPP problem taking into consider-
ation the average response time of the SDN controllers
and the eNB-controller latency within the response time.
As in [16] and [17], we modeled the processing of the
controllers applying the queuing theory. The request rate
received by the SDN controllers considers the management
of D2D communications established in the eNB coverage
area. The ant colony system with external memory algo-
rithm was applied for the finding of an approximate solution
in acceptable time. The path taken by ants determines the
eNB-controller assignment, number of controllers and their
location.

According to a literature review on the SDN CPP problem
for wireless networks, the treatment of D2D communica-
tions has not been addressed and the ant colony system with
external memory meta-heuristic has not been applied to the
problem considered here. Table 1 shows a summary of the
main characteristics of the studies on the CPP problem.

III. SYSTEM MODEL
We considered a cellular network formed by one PGW
(Packet Data Network Gateway), a set S = {1, 2, . . . , s} of
SGW (Serving Gateway), a set B = {1, 2, . . . , b} of eNBs

FIGURE 1. SDN Cellular Network for the control of D2D communications.

(evolved NodeB), and a set C = {1, 2, . . . , c} of controllers
that can be located in any entity in the cellular network (PGW,
SGW or eNB). A simplified representation of our topology is
shown in Figure 1 for s = 2, b = 4, and c = 2. SGWs are
connected to PGW and can communicate via a wired link.
The eNBs are evenly distributed among the SGWs and can
communicate with each other through a wired link.

FIGURE 2. D2D and cellular concurrent users inside an SDN controller
domain.

The system involves multiple D2D pairs and cellular users,
as shown in Figure 2. User equipment (UE) is classified into
cellular UE (CUE) and D2D-capable UE (DUE), which are
under the control of an SDN controller. The CUEs communi-
cate directly with the BS andD2D pairs exploit the direct link.
Therefore, we defined a cellular scenario where cellular and
D2D connections coexist in the same cell and transmit over
the same bandwidth. The eNB is located in the cell center and
the UEs are uniformly distributed in the cell.

D2D communications can operate in the following multi-
ple modes [18], [19]: (i) Dedicated or overlay mode, when the
cellular network allocates a fraction of the available resources
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TABLE 1. Strategies used in CPP.

for the exclusive use of D2D devices, (ii) Reuse or under-
lay mode, when D2D devices use some of the radio
resources together with the UEs of the cellular network, and
(iii) Cellularmode, whenD2D traffic passes through the eNB,
as in traditional cellular communications.

We selected the underlay mode, as in [20]–[24], which
assumes the bandwidth is divided into equal size resource
blocks (RBs) and the total number of RBs in the uplink (UL)
period is equal to the number of CUEs. We consider D2D
communications reuse the UL period of the LTE-Advanced
network. A CUE transmits uplink date to eNB, while other
D2D pairs may reuse the same RB (resource block) preas-
signed to CUE to complete their transmission.
U CUEs and D D2D pairs are assumed to coexist in

the cellular network, where D > U . We considered a
set U = {1, 2, . . . , u} of the group of CUEs and a set

D = {1, 2, . . . , d} of the group of D2D pairs. The corre-
sponding transmitter and receiver in D are denoted by DTd
and DRd , respectively. To prioritize cellular communications,
we considered eNBs pre-assigned a set of uplink RBs to U
CUEs before sharing the RBswithDUEs; each CUE occupies
a separate RB in the UL period.

A. INTERFERENCE MODEL
We considered the interference between D2D communica-
tions and cellular communication occurring in the same RB
(Figure 3) in the process of radio resource allocation. RBs are
allocated orthogonally among CUEs within the cell, and each
CUE occupies a separate RB in the UL period. No interfer-
ence occurs among CUEs. All CUEs have minimum SINR
(Signal-to-interference-plus-noise ratio) requirements. Each
CUE u can share its RB with a set of D2D pairs if its SINR
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FIGURE 3. Interference when D2D communications reuse the uplink
resources of CUEs in a cell.

requirement is satisfied. Therefore, the received SINRu must
be beyond the SINR threshold as:

SINRu =
PUgu,b

I4u,b + σ 2 ≥ SINRtu (1)

where b and u denote eNBb and CUE u, respectively, PU is
the transmitted power of CUEs, gu,b is the channel gain from
transmitter CUEu to receiver eNBb, I4u,b is the interference
received at eNBb from D2D pair transmitters using the RB
assigned to CUEu, and σ 2 is the thermal noise power assumed
the same for eNB and all the D2D receivers.

Interference (I4u,b) received at the eNBb associated with
CUEu, must be less than or equal to Imaxu defined by SINRtu
and given by:

I4u,b =
∑
d∈4u

PDgd,b ≤ Imaxu (2a)

Imaxu =
PUgu,b
SINRtu

− σ 2 (2b)

where4u is the set of D2D pairs that reuse the RBs allocated
to CUEu, gd,b is the channel gain from transmitter DTd to
receiver eNBb, PD is the transmitted power of D2D pairs
assumed the same for all D2D pairs.

Similarly, D2D pairs have their minimum SINR require-
ments. For any D2D pair d , it reuses certain RBs only if
receiver SINR at DRd exceeds the SINR threshold:

SINRd =
PDgdT ,dR

Iu,dR + Id ′,dR + σ 2 ≥ SINRtd (3)

where gdT ,dR is the channel gain from transmitter DTd to
receiver DRd ; Iu,dR is the interference received at DRd from
CUEu, and Id ′,dR is the interference received at DRd from
D2D pair transmitters using the same RBs as Dd . The above
interference can be obtained by

Iu,dR = PUgu,dR (4a)

Id ′,dR =
∑

d ′∈4u−dT

PDgd ′,dR ≤ I
max
d (4b)

Imaxd =
PDgdT ,dR

SINRtd
− σ 2 (4c)

Therefore, if two users are in the LTEDirect coverage area,
they can initiate a direct link between them whenever the
SINR limits are met.

Table 5 shows a list of the symbols and notations used to
provide an easier understanding of the article.

B. M/M/M/K MODEL FOR MULTI-CORE
SDN CONTROLLERS
The SDN controller is treated here as a Markovian model
M/ M/m/K, with a single queue of limited capacity, where
m is the number of cores of each controller. We suppose the
SDN controllers, used in the cellular network, are running
virtual machines (VMs) with four CPU cores. Their limit is
set by theK parameter and follows a FIFO (First In First Out)
discipline.

Let us consider:
• λc : average request rate received in the SDN controller;
• λeff : effective request rate in the SDN controller;
• λlost : lost requests rate in the SDN controller;
• µ : processing rate of each core, which follows an
exponential distribution;

• m : number of controller cores (m = 4); and
• mµ : processing rate of the SDN controller.
When the system is full, the new requests are discarded,

hence, λc = 0 for n ≥ K , where n is the request number
received by the controller, and λeff = λc − λlost and λlost =
λc · pK , where pK is the probability of K requests in the
system.

The controller utilization rate ρ is given by ( [25])

ρ =
λeff

mµ
(5)

The probability (p0) of no requests in the controller
depending on the utilization rate is given by Equation 6, as
shown at the bottom of the next page.

The average queue length (Lq) is given by Equation 7, as
shown at the bottom of the next page.

The probability (pK ) of K requests in the controller in
function of the utilization rate is given by

pK =
(λc/µ)K

m! · m(K−m) · p0 (8)

Finally, the average response time of each SDN controller
(tc) is the time spent by the packet in the queue plus the
processing time, obtained as

tc =
Lq
λeff
+

1
µ

(9)

IV. PROBLEM DEFINITION
This study aims to find the minimum number of required
SDN controllers, their optimal location and assignment
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to eNBs. The optimality criterion is based on the satisfaction
of a response time lower than or equal to a specific QoS time,
at a lost requests rate in the SDN controller lower than a value
λthresholdlost . tr was defined as the response time of a request and
tQoS was the QoS time considered, so that the constraints of
our problem are tr ≤ tQoS and λlost ≤ λthresholdlost .
tr depends on the average response time of the SDN

controller (tc) and propagation latency in packet delivery,
as follows:

tr = tc + tbc (10)

The propagation latency between the eNBb and the SDN
controller c (tbc) is obtained as the sum of the number of
hops between controller location and eNB, multiplied by the
weight associated with each link on the path (without loss of
generality, all links were considered equal).

After the average response time (tr ) has been calculated,
the cost function that checks whether the time constraint
has been satisfied must be defined and should grow rapidly
when the response time starts to be higher than tQoS . There-
fore, an exponential function was applied to characterize this
behavior; when the time was higher than tQoS , a constant ξ
was used and increased the cost function at a high rate. The
utility function (Figure 4) can be calculated as

T (tri ) =

{
e(t−tQoS ), t ≤ tQoS
eξ (t−tQoS ), t > tQoS

(11)

where i is the controller index and ξ denotes constant factor
that specify the increase/decrease rate of the cost func-
tion, defined as ξ = 2 tQoS . The total average response
time (Tr ) is defined as the average response time of each
controller as:

Tr =
1
c

c∑
i=1

T (tri ); c = controllers number (12)

In the controller location problem, the metric most com-
monly used is the latency between the switches (eNBs) and
the controller [7]. It is defined as the average propagation
latency between the location of the controller and the location
of the eNBs assigned to it ([6], [7], [12], [14], [15], [26], [27]),

FIGURE 4. Average response time function.

and can be obtained as

πavglat (L) =
1
b

∑
b∈B

min
l∈L

tbl (13)

where set L = PGW ∪ {1, 2, . . . , s} ∪ {1, 2, . . . , b} was
defined as the possible locations of the controllers, i.e., the
controller can be located in any network entity and tbl is the
propagation latency between eNB b and the controller located
in l. The objective is to minimize the average propagation
latency.

π
avglat
C =

1
c

∑
c∈C

(
1
b

∑
b∈B

(
min
l∈L

tbl
))

(14)

such that a given controller cannot be placed in multi-
ple locations and each eNB will be managed only by a
controller c. ∑

c∈C

M (b, c) = 1 ∀b ∈ B (15a)∑
c∈C

M (c, l) = 1 ∀l ∈ L (15b)

where Mb,c ∈ 0, 1 represents the eNB assignment to the
controllers and Mc,l ∈ 0, 1 denotes the controller location.
Time restriction tr ≤ tQoS is maintained.

Another important factor in the assignment of eNBs to
SDN controllers is the fair distribution of eNBs between
controllers, which results in load balancing between them.

p0 =



{
m−1∑
n=0

(λc/µ)n

n!
+

(λc/µ)m

m!
·

[
1− (λc/mµ)(K−m+1)

1− (λc/mµ)

]}−1
, if

λc

mµ
6= 1

{
m−1∑
n=0

(λc/µ)n

n!
+

[
(λc/µ)m

m!
· (K − m+ 1)

]}−1
, if

λc

mµ
= 1

(6)

Lq =


p0(λc/µ)m · (λc/mµ)
m! · (1− (λc/mµ))2

·

[
1−

( λc
mµ

)K−m
− (K − m) ·

( λc
mµ

)K−m
· (1−

λc

mµ
)
]
, if

λc

mµ
6= 1

(λc/µ)m(K − m)(K − m+ 1)
2m!

· p0, if
λc

mµ
= 1

(7)
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FIGURE 5. Steps involved in CPP solution.

Jain’s Fairness Index [28] measured fairness in the allocation
of controllers and guaranteed that condition. We assumed
the total load of the controllers could be calculated as
ρ = λc

mµ [16], and the Jain’s index could be obtained by

f =

(
c∑
i=1
ρi

)2

c ·
c∑
i=1
ρ2i

(16)

Since our interest was to minimize the lack of fairness
among SDN controllers, we considered F = 1− f a factor to
be minimized.

A function that provides the number of controllers used
is required; it must increase, as the number of controllers
increases, and be between [0, 1]. Therefore, we defined Cc =
1− 1/c, where c is the controller number.

Finally, the objective function (Eq. 17) considered the
weighted sum of the number of controllers, response time
(Eq. 12), average propagation latency between the controllers
and the assigned eNBs (Eq. 14), and justice parameter (F),
such that

OF = γc · Cc + γT · Tr + γπ · π
avglat
C + γF · F (17)

where γc, γT , γπ , and γF are theweights of each cost function.
In summary, the objective in this step is to minimize the

objective function (Eq. 17) considering the following con-
straints:
(i) the response time of each controller must be lower

than or equal to tQoS ;
(ii) each eNB is assigned to a single controller; and
(iii) two controllers cannot be located in the same network

entity.
The ant colony system with external memory algorithm

was applied to solve this optimization problem.

V. OVERVIEW OF THE PROPOSED SOLUTION
For the CPP solution we present an approach that integrates
radio resource allocation and D2D communications control.
Our approach considers two steps as shown in Figure 5.

In the first step, the number CD2D of simultaneous D2D
communications that can be established in each cell is cal-
culated. To obtain CD2D, the resource allocation problem is
formulated to maximize the number of admitted D2D pairs
in the network, subject to the constraints of the maximum
tolerable interference level for both eNB and DUE.

When D2D links are added to the network, two main levels
of interference can be found. One interference is caused by
the cellular network (i.e. from CUEs to D2D receivers) and
the other one is caused by D2D network (i.e from D2D
transmitter to the eNBs and from D2D transmitter to D2D
receivers of other links). Therefore, the constraints can be
summarized as follows:
• SINRu ≥ SINRtu ∀u ∈ U (Equation 1);
• SINRd ≥ SINRtd ∀d ∈ D (Equation 3) and
• each D2D pair can only reuse one CUE’s resource block.
The serving eNB is assumed to obtain the channel state

information for all links and know the SINR threshold of
all user equipment. The purpose is to allow multiple D2D
pairs to reuse the same RBs that have been pre-assigned
to CUEs, whenever QoS requirements are met. To face this
issue, we used a conflict graph [29] to model the network
interference.

In a conflict graph, constructed for each set of D2D links
that share the same resources, i.e. RBs, each vertex denotes a
communication link (a D2D communication link) and each
edge represents the unacceptable interference between the
vertices that it connects ([ [22], [30]]). Given the interference
model, it is possible to create edges in the conflict graph
that represent mutual interference between D2D links. Thus,
in each conflict graph the vertices represent the D2D links
that do not have conflicts with the CUE that uses that RB and
the edges represent the interference between the D2D links.

The Greedy Resource Allocation Algorithm, proposed
in [20], was employed for solving the problem presented in
the first part of our approach. In the algorithm, a sequential
resource allocation mode was considered, where eNB deter-
mines the admitted D2D pairs according to the RB index.
Conflict graphs are updated whenever a D2D pair is selected
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to use a resource block and tolerable interference values are
evaluated by both eNB and CUE that have already been
admitted. The above procedures are implemented sequen-
tially in each RB and the D2D pairs with the lowest interfer-
ence rates are evaluated first. The algorithm runs on each eNB
and the set of admitted D2D pairs in each eNB is returned.

The obtained CD2D values are used as input parameters
in the second step of the proposed solution. They define the
average control requests rate received by SDN controllers as
below:

λci =

bci∑
j=1

CD2Dj ∗ λ (18)

where bci is the number of eNBs managed by controller ci,
CD2Dj is the number of D2D communications established
in jth eNB and λ is the average requests rate generated
by each D2D pair. CD2Dj will depend on the geographical
location of the users and the radio resources allocation on the
LTE-Advanced network.

In the second step, the CPP problem is solved aiming to
minimize the response time in the control of D2D communi-
cations, while attending the mentioned constraints. This time
considers the average response time of each SDN controller
obtained using the queuing model described in the previous
section (Equation 9). Therefore, the set of pairs D2D admitted
in each cell is an input parameter in the second step and
included in the response time.

CPPwas modeled as an optimization problem and, to solve
it, an ant colony algorithm approach based on external mem-
ory was used.

VI. ANT COLONY ALGORITHM WITH EXTERNAL
MEMORY (ACS-EM)
In optimization algorithms based on ant colonies (ACO -
Ant Colony Optimization) [31], artificial ants build a solu-
tion to a combinatorial problem by walking through a
graph called ’construction graph’, GC (V ,E) that consists
of a set of vertices V and a set of arcs E . In this study,
the construction graph was divided into two parts for trou-
bleshooting the controller placement problem (CPP). The
first part assigns eNBs to controllers and vertex subset
V1 = {b1c1, · · · , b1cn, bnc1, · · · , bncn} represents all pos-
sible pairs of eNB - SDN Controller that exist in the
scenario considered. In the second part, SDN controllers
are located in the cellular infrastructure. Vertex subset
V2 = {c1l1, · · · , c1ln, cnl1, · · · , cnln} represents all possible
controller-location pairs, as shown in Figure 6.
Ants move from one vertex to another along the arc of

the graph, incrementally constructing a partial solution, and
deposit a certain amount of pheromone 4τ in the compo-
nents, i.e, in the arches they cross. The amount depends
on the quality of the solution found. Ants use pheromone
information as a guide to travel through the most promising
regions of the search space.

FIGURE 6. Construction graph.

To obtain the number of SDN controllers used, the graph
is constructed assuming an SDN controller is necessary for
managing the traffic of each eNB (c = b). When the ants
reach the end of the path, SDN controllers that have not
assigned eNB are eliminated from the solution, and the num-
ber of controllers actually used is obtained.

ACO algorithms generate candidate solutions for an opti-
mization problem by a construction mechanism, by which
the choice of a solution component to be added at each stage
The following rule is used in the intensification of solutions:
of construction is probabilistically influenced by pheromone
traces and heuristic information [31]. This study analyzes
the possibility of alternating the way solution components
are chosen, introducing an external memory as an auxiliary
mechanism for making decisions at each stage of the con-
struction of a solution.

A frequency-basedmemory [32], which stores components
of the solutions most frequently chosen, was used. It ‘‘pro-
hibits’’ an ant from choosing a solution component, because
it is often chosen in the solutions. It is sought through the
‘‘prohibition’’ for generating solutions that effectively differ
from those already generated, thus expanding the exploration
of the search space. On the other hand, this information
can be used to ‘‘promote’’ a choice because it is considered
attractive. Most ants choose it as part of their solutions and,
therefore, it should be considered part of a new solution.

The algorithm has a frequency array of size [B,C], called
memory_frec, associated. Position memory_frec[bi, cj] stores
the number of times eNB bi was assigned to controller cj
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during the algorithm execution. It represents the vertices
chosen by ants in the construction of the solution and is
used in the construction of solutions in two possible ways,
i.e., intensification, by the choice of a node that matches as
an eNB-controller which was most often selected from the
current location, and diversification, by the choice of a node
less frequently chosen from the current location. External
memory values are updated at the end of each iteration con-
sidering the value of the best solution.

During the construction of a solution, ants apply a choice
of the action rule similar to that used in the ant colony
system (ACS) algorithm [31]. A parameter q0 ∈ [0, 1] is
introduced and promotes the choice of a solution component
that favors intensification or diversification in the search for
solutions. When an ant chooses a component from a solution,
it first generates a uniformly distributed random number in
the [0, 1] range. If the number is lower than the value of
the q0 parameter, a component is chosen to perform a local
search. If the generated number is greater than the q0 param-
eter, the component is chosen favoring the search for new
solutions. Each of such options includes a decision on traces
of pheromones or external memory. Therefore, a vertex vj is
chosen from a vertex vi according to the following rule:

vj =

{
RI , if q < q0 (Intensification)
RD, if q ≥ q0 (Diversification)

(19)

With a fixed probability q0, the ant chooses the ‘‘best pos-
sible element’’ according to the acquired knowledge. It can
be based on either external memory, or traces of pheromone,
whereas with probability (1 − q0), it performs a controlled
exploration of new solutions, where q is a uniformly dis-
tributed random variable in the [0, 1] range.
The following rule is used in the intensification of

solutions:

RI =

{
arg máxj∈N k

i
{memory_frec[bj, cj]}, if r < r0

arg máxj∈N k
i
{τij · η

β
ij }, if r ≥ r0

(20)

where N k
i is the neighborhood reachable by ant a when it

lies in node vi, τij is the amount of pheromone between
nodes vi and vj, ηij is the heuristic or desirability information
between nodes vi and vj and β is a parameter that defines the
relative importance of heuristic information. A fixed prob-
ability r0(0 ≤ r0 ≤ 1) chooses the element most often
selected from the current location, whereas with probability
(1 − r0), the most desirable element is chosen according to
the pheromone stroke. r is a uniformly distributed random
variable in the [0.1] range.

The following rule is used in the exploration of new solu-
tions (diversification):

RD =

{
arg mínj∈N k

i
{memory_frec[bj, cj]}, if z < z0

Z , if z ≥ z0
(21)

A fixed probability z0(0 ≤ z0 ≤ 1) enables the selection of
the least frequently chosen element from the current location,
whereas probability (1− z0) promotes the choice of element
Z according to the basic selection rule, as in the ACS algo-
rithm [31]. z is a uniformly distributed random variable in
the [0.1] range, selected by the roulette method, according
to the probability distribution pz similarly to the ant system
algorithm [31]:

pz(i, j) =


ταij · η

β
ij∑

j′∈N k
i

ταij′ · η
β

ij′
, if j ∈ N k

i

0, in another way

(22)

where α is the parameter that establishes the relative impor-
tance of pheromone tracks.

The pheromone tracks are updated in two steps: (i) each
time an ant traverses an arc, called a local update, and (ii) at
the end of each iteration, called global update.

The online or local pheromone update rule is applied by
all ants whenever they cross an arc (i, j) during the solution
construction, calculated as:

τij = (1− δ) · τij + δ · τ0 (23)

where τ0 is the initial pheromone value and δ ∈ (0, 1) is the
pheromone evaporation coefficient.

The step-by-step update rule includes both pheromone
evaporation and pheromone deposition. Since the pheromone
deposited is very small, the application of this rule causes
traces of pheromones between the paths traveled by ants to
decrease, which leads to an additional exploration technique
of the algorithm. The paths traversed by a large number of
ants become less attractive to the other ants that cross them in
the current iteration. Consequently, they may not follow the
same path.

In the global update of pheromone tracks, only the path
taken by the ant with the best solution (the best-so-far ant) is
updated after each iteration by the following equation:

τij =

{
(1− δ)τij + δ4τ bsij , if j ∈ �

(1− δ)τij, if j /∈ �
(24)

where� = {1, 2, . . . , J} is the set of nodes that belong to the
path traveled by the best-so-far ant and4τ bsij is the increment
in the pheromone tracks expressed as:

4τ bsij =
1

OFbs
(25)

where OFbs is the value of the objective function
(Equation 17) of the best iteration solution.

The pseudo-code of the ACS-EM algorithm to trou-
bleshoot the CPP is shown in Algorithm 1.

VII. EVALUATION
This section provides the results of the approach proposed
in this article to CPP, considering D2D communications that
take place in an LTE-Advanced network. In the first phase,
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Algorithm 1 ACS-EM - Ant Colony System With External Memory
Input: Network_Topology,CD2D,Queuing_Parameters, τ0, α, β, q0, r0, z0, δ, ant_quantity, iteration_max
1: τ [·] = InitPheromone()
2: memory[·] = InitMemory()
3: for i = 0 to iteration_max do
4: for each a ∈ ant_quantity do
5: currentPosition← RootNode
6: TourList ← currentPosition
7: while currentPosition.Children 6= 0 do
8: η[·]← CalculateChildrenHeuristic()
9: q← RandomDouble()
10: if q < q0 then F RI - Exploitation
11: r ← RandomDouble()
12: if r < r0 then F External Memory
13: nextPosition← arg_máx{memory[child]} F eq. 20
14: else F Probabilistic ACS
15: nextPosition← arg_máx{τ [child] ∗ η[child]β}
16: end if
17: else F RD - Exploration
18: z← RandomDouble()
19: if z < z0 then F External Memory
20: nextPosition← arg_mín{memory[child]} F eq. 21
21: else F Probabilistic ACS
22: pz[·]← CalculateChildrenProbability() F eq. 22
23: nextPosition← Get_Z (pz)
24: end if
25: end if
26: Add nextPosition to TourList
27: ValidateFeasiblePath(TourList) F Validate problem constraints
28: currentPosition← nextPosition
29: LocalPheromoneUpdate() F eq. 23
30: end while
31: if CalculateAntsTour() < BestTour then F eq. 17
32: BestTour ← TourList
33: end if
34: end for
35: OfflinePheromoneUpdate(BestTour) F eq. 24
36: memory[·] = UpdateMemory(BestTour)
37: if BestTour < GlobalBestTour then
38: GlobalBestTour ← BestTour
39: end if
40: end for
Output: GlobalBestTour

a greedy algorithm is used to obtain the number of D2D
communications allowed on the network (CD2D). In the sec-
ond phase, the ACS-EM algorithm is applied to CPP, aiming
to find the number and respective location of SDN con-
trollers, necessary for the management of D2D communica-
tions occurring in an LTE cellular network.

An LTE network with 1 PGW, 2 SGW and 8 eNB was con-
sidered for the evaluation of the influence of D2D commu-
nications on the location and number of controllers. Table 2
shows the parameters of the System Model.

Adjustments were alsomade in the simulation environment
for the definition of the values of the ACS-EM algorithm
parameters. The best values were: ant_quantity = 100;
q0 = 0.2; r0 = 0.2; z0 = 0.2; α = 0.1; β = 0.9;
τ0 = 0.05 and δ = 0.1. The algorithm was applied 32 times
and 450 iterations were considered.

Different values of λ were used and enabled the evaluation
of the effect of an increase/decrease of control traffic related
to D2D communications. The following metrics were con-
sidered: number of controllers, response time, use of average
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TABLE 2. Simulation parameters.

controllers, assignment of eNB-controllers, location of con-
trollers in the cellular network, and lost request rate in the
SDN controller (Table 3).

As shown in Figure 7, the increase in the rate of requests
generated by D2D communications increases the number of
required SDN controllers. According to Table 3, the number
of controllers required increases only when the constraints
are not satisfied. As an illustrative example, four controllers
are used for λ = 0.5; however, the controller load is'100%,
and the loss rate begins to increase. When λ increases to 0.6,
more controllers are used not to exceed the threshold set for
lost requests rate and satisfy all constraints of the problem.

The results also show when more than one controller
is used, their best location is in the access network, near
D2D communications, since eNBs represent the first hop,
which reduces both propagation latency and total response
time. However, when only one controller is used, it must
be placed in the core of the network, in the SGW entity,

FIGURE 7. Effect of λ on the number of required SDN controllers.

which increases the response time of each eNB for the con-
troller. Regarding the entire network, the average value of
the response time provides a better result without exceeding
the QoS value considered. The fairness in the allocation of the
control for the eNB is also among the objectives. As shown
in Table 3, the assignment was balanced between the con-
trollers; therefore, the results from ACS-EM are consistent
with the expected solutions.

ACS-EM was compared with the ACS algorithm [31] and
the particle swarm-based metaheuristic, PSO algorithm [33],
for the evaluation of its effectiveness. ACS was applied with
the following parameters: ant_quantity = 100; q0 = 0.2;
β = 2; τ0 = 0.05 and δ = 0.1.
In PSO [33], the particles cooperate to search for the global

optimum in the n-dimensional search space. The ith parti-
cle maintains both position and velocity. In each iteration,
each particle uses its own search experience (self-cognitive)
and the whole swarm’s search experience (social-influence)
to update velocity, and flies to a new position. Therefore,
c1 and c2 are two parameters that weigh the importance of
self-cognitive and social-influence, respectively. A scheme
that linearly decrements inertia weight w between wmax and
wmin is used in [33] to update the velocity. The discrete PSO
modeling algorithm presented in [33] was applied with the
following parameters: particle_quantity = 100; wmax = 0.9;
wmin = 0.4; c1 = 2; c2 = 2.
Figure 8 shows the average of the objective function value

obtained in the 32 observations. The standard deviation of the
results for ACS-EM and ACS is small, whereas the results
for PSO show a higher dispersion. Since ACS-EM achieved a
lower average in most instances, we inferred its performance
was probably better than that of ACS and PSO algorithms.
However, statistical tests were applied for theoretically sup-
porting the previous statement.

First, the nature of the samples was tested for the check-
ing of their distribution (normal or not). If the results fol-
lowed a normal distribution, parametric hypothesis tests were
applied for finding the one of better performance. Otherwise,
non-parametric hypothesis tests were applied. A 95% confi-
dence level was used for all tests.
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TABLE 3. Simulation results.

The experiments were conducted according to the follow-
ing methodology:

1) search the results for ACS-EM, ACS and PSO using the
system model defined at the beginning of this section;

32 simulations (observations) were performed for each
case;

2) generate the three samples with the best results for each
case (32 observations);
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FIGURE 8. Algorithms Comparison - Average Objective Function.

3) verify if the results of each algorithm follow a normal
distribution using the Kolmogorov-Smirnov test [34];

4) apply the Kruskal-Wallis test [35] among the algo-
rithms samples to assess whether or not their popula-
tionmedians differ (whether three independent samples
had been selected from populations with an identical
distribution).

5) apply Wilconxon test [34], [35] among the algorithm
of best median and all others to find the best.

As shown in Table 4, the results of the Kolmogorov-
Smirnov test for the three algorithms were h = 1, which
rejects the null hypotheses. Therefore, the samples obtained
do not follow a normal distribution, and non-parametric tests
must be used.

Kruskal-Wallis test was applied to determine whether at
least one algorithm showed a different median and also
whether a performance comparison could be made between
them. The null hypothesis (Ho) assumes independent samples
from two or more groups provide distributions with equal
medians. If h = 1, the null hypothesis is rejected. Therefore,
the algorithm of lowest median should be compared with the
others by Wilconox test for proving its best performance in
solving the CPP problem.

Wilcoxon Rank Sum was applied to find the algorithm
of best performance. The null hypothesis (Ho) assumes the
two independent samples derive from distributions with equal
medians. If h = 1, the null hypothesis is rejected. Therefore,
the algorithm of lower median shows better performance.
Otherwise, no conclusion can be drawn.

The Wilcoxon test result was h = 1 for eight instances of
the problem, and ACS-EM showed a lower median, which
indicates better performance (see Table 4). No conclusions
could be drawn in the last two instances from the comparison
of ACS and ACS-EM. However, since ACS-EM performed
better than PSO for all instances, we can conclude its per-
formance is higher than that of ACS and PSO in solving the
problem of quantity and location of SDN controllers in D2D
communications management.

TABLE 4. Hypothesis test results.

The computational complexities of the three algorithms
were analyzed, and are expressed as:

ACS−EM => O(iteration_max ∗ [ant_quantity ∗ bl+cl2])

(26a)

ACS => O(iteration_max ∗ [ant_quantity ∗ bl+cl2])

(26b)

PSO => O(iteration_max ∗ particle_quantity ∗ cl)

(26c)

The analysis revealed the computational complexity of
PSO is lower than that of ACS and ACS-EM. However,
ACS-EM showed better performance in solving the problem,
according to statistical tests, with characteristics that enable a
more efficient exploration of the search space, thus avoiding
sub-optimal solutions.

Due to the focus of external memory addressed in
ACS-EM, in certain cases, ants do not make random
decisions, and choose solution components influenced by
the values recorded in that memory. Since it stores infor-
mation specific to the search history from the beginning of
the algorithm, it effectively focuses on regions of the search
space not visited (not recorded in memory and with values
reflecting this), or, instead, on those already visited and that
are promising (also recorded in memory and with values that
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TABLE 5. The list of symbols and notations used in this paper.

reflect it). Such uses of memory reflect the intensification
and diversification mechanisms that avoid premature conver-
gence and achieve higher performance [8] against optimiza-
tion problems of particular characteristics, such as the one
discussed in this article.

Figure 9 displays the computational complexity (number
of operations performed in the execution of the algo-
rithms) based on the number of both eNBs and iterations.

According to the results, PSO shows the lowest complexity,
as discussed above. Regarding the algorithms based on ant
colony, ACS-EM showed lower computational complexity
than ACS.

Observations revealed the difference between the number
of computations for different iterations increases along with
the number of eNB, which demonstrates the numbers of eNB
and iterations increase computational complexity. The results
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FIGURE 9. Computational complexity curve with number of eNBs for
different numbers of iterations.

FIGURE 10. Computational complexity versus number of ants plot for 2,
6 and 10 eNBs.

FIGURE 11. Computational complexity for ACS-EM versus number of ants
plot for 2, 4, 6, 8, 10 and 12 eNBs.

also show the polynomial behavior of the computational com-
plexity of ACS and ACS-EM.

Figures 10 and 11 display the computational complexity
based on the ant_quantity parameter and eNBs quantity in
the cellular network. Figure 10 shows the computational
complexity ofACS is higher than that of ACS-EM.According
to the results, the computational complexity highly increases
when networks of larger extents (larger number of network
features) are considered. Figure 11 shows the variation in the
number of ants did not increase significantly for networks

with 2, 4 and 6 eNB. The increase is more pronounced for
larger networks.

VIII. CONCLUSION
The controller placement problem was analyzed for an
LTE-A architecture with SDN-based D2D communications
management, and twomodels were used to evaluate the effect
of D2D communications management on the number of SDN
controllers used in a cellular network. An interference model
was used to obtain the maximum number of D2D commu-
nications allowed in the network, considering radio resource
allocation. A model based on the queueing theory was used
for SDN controllers to obtain their average response time.

The solution of the problem was then divided into two
steps. In the first, a greedy algorithm is used to solve the
resource allocation problem. In the second, we have proposed
an approach for the ant colony system with external memory
metaheuristic for the evaluation of CPP.

The objective was to minimize the response time consider-
ing the SDN controller average response time and propaga-
tion latency among the eNB and the controllers, with some
interference constrains. C# simulations checked the effect of
D2D communications on the location of SDN controllers.
The ACS-EM algorithm yielded acceptable and accurate
results in the different scenarios evaluated, in comparison to
ACS and a discrete version of PSO metaheuristics.

As future work, we intend to solve the CPP considering
other metrics, such as reliability and distance between con-
trollers, and use network emulators, such as Mininet, to eval-
uate the effectiveness of the proposed system. We also intend
to evaluate the influence of different radio resource allocation
methods on CPP, and aspects related to traffic differentiation
for multimedia applications. The effect of users’ mobility on
D2D communications and its influence on SDN controllers
will also be considered.
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