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Abstract
The paper is discussing the phoneme level interpretation of sound signal to form the words in Malayalam
language. Natural language processing with advanced algorithms adopted here to ensure the accuracy and
optimization of the processing. Analog to digital conversion of voice signal is taking numerous methodologies for
a perfect processing. Training a new system with these techniques to test whether the given commands belongs
to dataset or not.
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1. Introduction
The Speech most basic and one of the natural forms of

communication means of human beings. The speech is a
form of transformation of sound signals through air. This
paper presents an analysis of automatic speech recognition
techniques and the advancements of speech recognition in
Malayalam language. Speech is three times faster than typing
any language particularly English which is very popularly
used in entry than on mobile devices. Some works have been
put forward on automatic speech recognition in Malayalam
language. The speech recognition in Malayalam can be devel-
oped to use devices by giving voice commands in the local
language and will be so much beneficial to all users and the
blind people in particular.

The major challenges are differences in accent, noise and
ambiguity which make it harder for engineering. Even though
ample researches are being held in this area the accuracy in
ASR being one of the major challenges calls for further re-
search. Speech recognition software can be designed in three
different ways; a) speaker-dependent b) speaker-independent
and c) speaker-adaptive[9].

Recognition of continuous speech is a difficult complex
activity and the complexity is attributed to the following prop-
erties of continuous speech. First, word boundaries are un-
clear in continuous speech. Second, co-articulatory effects
are much stronger in continuous speech compared to isolated
utterances[2].

2. Automatic Speech Recognition System

Speech signal corresponds to the raw audio signal of the
words or message being spoken. Automatic speech recog-
nition refers to determining the underlying meaning in the
utterance. Speech recognition depends on extracting and
modelling the speech dependent characteristics which can ef-
fectively distinguish one word from another[10]. The speech
recognition system may be viewed as working in a four stages
as shown in
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3. Methodology

Feature Extraction
The feature extraction process is used to extract the features
of the speech signal. This can be implemented by using
one of the feature extraction techniques like Mel Frequency
Cepstral Coefficients (MFCC). MFCC technique enables the
speech features to be extracted for all the speech samples.
All these extracted features are then fed to pattern trainer
to train the system. The training is performed by Hidden
Markov Model(HMM) which is used to create an HMM
model for each word. After creating a model for each word a
Viterbi decoding shall be used to select the one with maximum
likelihood which is nothing but recognized word. Viterbi
decoding algorithm is used for convolutional codes over noisy
digital communication links.

Sampling of signal
The first step in speech recognition is to feed the raw audio
waves into a computer.Raw audio is represented as a simple
1D signal. The raw audio which is an analogue signal needs to
be transformed in a form that is understood by the computer.
To convert sound wave into numbers it is required to record
the height of the wave at equally-spaced points.This process
is called sampling. For speech recognition a typical sampling
rate of 8KHz/16KHz is enough to cover frequency range of
human speech.Each sample is quantised typically 8-bit/16-
bit.The original sound wave can be reconstructed from the
spaced out samples as long as the signal is sampled twice
as the highest frequency to be recorded. A 1 second audio
clip can be broken down into samples a1,a2, ....an.This can
be represented as

1D vector=A=[a1,a2, ....an]

Mel Frequency Ceptral Coeffiients (MFCC)
This algorithm is used to convert the raw audio signal to some
kind of parametric representation. MFCC is used to filter
the raw audio and extract the unique features of speech sam-
ples. It represents the short term power spectrum of human
speech. The MFCC technique typically uses two types of fil-
ters, namely, linearly spaced filters and logarithmically spaced
filters.

Words are defined in almost all languages as the smallest
linguistic units that can form a complete utterance by them-
selves. The minimal parts of words that deliver aspects of
meaning to them are called morphemes. Depending on the
means of communication, morphemes are spelled out via
graphemes—symbols of writing such as letters or characters—
or are realized through phonemes, the distinctive units of
sound in spoken language.1 It is not always easy to decide
and agree on the precise boundaries discriminating words
from morphemes and from phrases[3].

Automatic Speech Recognition System usually represents
words as sequence of “Phonemes” (units of sound). Phonemes
are perceptually distinct units of sound that distinguish speech.

For a phoneme based approach the role of MFCC is to
capture the phonetically important characteristics of speech.
The signal is expressed in terms of Mel frequency scale. The
Mel scale is mainly based on the study of observing the pitch
or frequency perceived by the human. The scale is divided
into the units mel. The Mel scale is normally a linear mapping
below 1000 Hz and logarithmically spaced above 1000 Hz.
Equation (3.1) is used to convert the normal frequency to the
Mel scale. The formula used is

Mel = 2595log10(1+ f/700) (3.1)

As shown in figure 1, MFCC is composed ofof six com-
putational steps. Each step has its own functionalities and
mathematical approaches as discussed briefly in the follow-
ing:

1. Pre–emphasis

Pre-emphasis is the first step in MFCC which will boost
the amount of energy of signal at higher frequencies.
This step processes the passing of signal through a
filter which emphasizes higher frequency in the band of
frequencies the magnitude of some higher frequencies
with respect to magnitude of other lower frequencies
in order to improve the overall SNR. This process will
increase the energy of signal at higher frequency. [7]

2. Framing

The process of segmenting the sampled speech samples
into a small frames. The speech signal is divided into
frames of N samples. Adjacent frames are being sepa-
rated by M(M < N). Typical values used are M = 100
and N = 256 (which is equivalent to ˜ 30 m sec win-
dowing
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The feature extraction process is implemented using
Mel Frequency Cepstral Coefficients (MFCC) in which
speech features are extracted for all the speech samples.
Then all these features are given to pattern trainer for
training and are trained by HMM to create HMM model
for each word. Then Viterbi decoding will be used
to select the one with maximum likelihood which is
nothing but recognized word.

3. Hamming Windowing

Each individual frame is windowed so as to minimize
the signal discontinuities at the beginning and end of
each frame. Hamming window is used as window and it
integrates all the closest frequency lines. The Hamming
window equation is given as: If the window is defined
as W (n),0≤ n≤ N−1 where N = number of samples
in each frame Y [n] = Output signal X (n) = input signal.

W (n) = Hamming window , then the result of window-
ing signal is shown below:

Y (n) = X(n)∗W (n) (3.2)

W (n) = 0.54−(−0.46)Cos(2n/N−1);0 < n < N−1
(3.3)

4. Fast Fourier Transform

To convert each frame of N samples from time domain
into frequency domain FFT is applied.

5. Mel Filter Bank Processing.

The frequencies range in FFT spectrum is very wide
and voice signal does not follow the linear scale. The
bank of filters according to Mel scale as shown in figure
4 is then performed.

Mel Filter Bank

The triangular filters will compute a weighted sum of
filter spectral components so that the output of process
approximates to a Mel scale. Each filter’s magnitude
frequency response is triangular in shape and equal to
unity at the centre frequency and decrease linearly to
zero at centre frequency of two adjacent filters. Then,
each filter output is the sum of its filtered spectral com-
ponents. The output is mel spectrum consists of output
powers of these filters. Then its logarithm is taken and
output is logmel spectrum.

6. Discrete Cosine Transform

This is used to transform the log Mel spectrum into time
domain using Discrete Cosine Transform (DCT). The
output of this transformation is Mel Frequency Cep-
strum Coefficients. The set of coefficient are referred
to as acoustic vectors. As a result , each input utterance
is transformed into a sequence of acoustic vector[7, 8].

Evaluation

Following is a speech signal corresponding to the sen-
tence “phone vilikkoo”.

After applying Mel Filter Bank Algorithm

After applying MFCC Algorithm

562



Automatic speech recognition system for utterances in Malayalam language — 563/565

After applying Delta

4. Pattern Training using Hidden Markov
Models (HMM)

The basic idea for speech recognition is to find most likely
string of words given some acoustic input.

The likelihood of a word in a language can be found by
argmaxw∈LP(w/y) where w is the set of words and L is the
language and y is the set of acoustic vectors received from the
front end processor. There will be an n-dimensional vector in
the front end that contains 10-20 ms of speech.

The basic equation for speech recognition is Bayes rule

argmaxw∈LP(w/y) = argmaxw∈L
P(y/w)P(w)

P(y)

For a single speech input y will be a constant value and
so is P(y).So the challenge is to find argmaxw∈LP(y/w)P(w).
Here P(y/w) is the likelihood of the model that corresponds to
the prior probability of the acoustics given the word uttered
and P(w) is the prior probability of the word string. Many
acoustic vectors make up a word and we use the intermediate
word representation which we call the phonemes.

The word model for a particular phoneme in Malayalam
language ‘aa’ can be modelled using finite automata as fol-
lows.

HMM being a sequence model incorporates the integra-
tion of local probability values over sequence. HMMs can be
constructed to recognize the isolated words. If the vocabulary
contains some n words then each word should be modelled
by a distinct HMM. For each word in the vocabulary there
should be a training set of K occurrences of each spoken
word. Several observation sequences shall be considered.This
is how we train the system using the HMM model. The HMM
model models each word the words that are uttered.This can
be used to assign a label or class to each unit in a sequence,
thus mapping a sequence of observations to a sequence of
labels. HMM is a probabilistic sequence model. The model
compute the probability distribution of the labels or classes
and choose the best label sequence over possible sequences
of labels given a sequence of units of speech. It can be words,
letters, phonemes, sentences etc. HMM involves a sophisti-
cated mathematical framework for building automatic speech
recognition systems. That is for each word in the vocabulary
an HMM shall be built by estimating the model parameters
that optimize the likelihood of the training observation vectors
from the appropriate word.

The HMM model incorporates a powerful learning method
which makes it appropriate for training purposes. It also
involves decoding methods for the word sequences, good
sequence handling capabilities and a rich mathematical frame-
work with flexible topology. HMMs make the assumption that
adjacent feature vectors are statistically independent and iden-
tically distributed which is incorrect for human speech pro-
cess. HMM training algorithms are based on likelihood maxi-
mization, which assumes correctness of the models (which is
known not to be true) and implies poor discrimination [4].

To define the sequence labelling of the speech, first it
requires to introduce the Markov chain,also referred to as the
observed Markov model. Markov chainsand hidden Markov
models are both extensions of the finite automata.

We can build an HMM for each word using the associated
training set. Let λw denote the HMM parameters associated
with the word w, when presented with a sequence of obser-
vations sigma,choose the word with the most likely model,

There are basically three problems while building HM
Model. They are:

(1)Find Pr (sigma | λ ): the probability of the observations
given the model.

(2)Find the most likely state trajectory given the model
and observations.

(3)Adjust λ = {A,B, pi} to maximize Pr (sigma | λ ). [5]
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HMMs are simple networks that can generate speech (se-
quences of cepstral vectors) using a number of states for each
model and modeling the short-term spectra associated with
each state with, usually, mixtures of multivariate Gaussian dis-
tributions (the state output distributions). The parameters of
the model are the state transition probabilities and the means,
variances and mixture weights that characterize the state out-
put distributions [10]. This uses theory from statistics to (sort
of) arrange the feature vectors into a Markov matrix (chains)
that stores probabilities of state transitions. That is, if each
of our code words were to represent some state, the HMM
would follow the sequence of state changes and build a model
that includes the probabilities of each state progressing to
another state. HMM can be characterized by following when
its observations are discrete:

1. N is number of states in given model, these states are
hidden in model.

2. M is the number of distinct observation symbols corre-
spond to the physical output of the certain model.

3. A is a state transition probability distribution defined
by NxN matrix as shown below.

A = {ai j}
ai j = p{qt+1 = j/qt = i},1 6 i, j 6 Nn

∑ai j = 1, 1 6 i, j 6 Nn

Where qt occupies the current state. Transition probabilities
should meet the stochastic limitations .

B is observational symbol probability distribution matrix
(3.3) defined by NxM matrix equation comprises.

b j(k) = p{ot = vk | qt = j},1 6 j 6 N, 1 6 k 6 M

∑b j(k) = 1, 1 6 k 6 M

Where vk represents the kth observation symbol in the
alphabet, and ot the current parameter vector. It must follow
the stochastic limitations

Π is an initial state distribution matrix defined by Nx1.

Π = {πi}
πi = p{q1 = i} 1 6 i 6 N

By defining the N, M, A, B, and π , HMM can give the
observation sequence for entire model. as λ = (A,B,π) which
specify the complete parameter set of model[1] .

5. Pattern Matching and Decision Making
The forward backward estimation algorithm is used to

train its parameters and to find log likelihood of voice sample.

It is used to estimate the unidentified parameters of HMM.
It is used to compute the maximum likelihoods and poste-
rior mode estimate for the parameters for HMM in training
process. The Viterbi algorithm takes model parameters and
the observational vectors of the word as input and returns the
value of matching with all particular word models.

Steps involved:

1. Input the speech signal

2. Feature analysis and vector quantisation (Using MFCC)

3. Train the system using HMM model

4. Perform the statistical probabilistic computation

5. Select the model with maximum probability

6. Conclusion
The Mel Frequency Cepstral Coefficient (MFCC) method

is studied here for extracting the features of speech signal.
The pre-processing and feature extraction stages of a pattern
recognition system serves as an interface between the real
world and a classifier operating on an idealised model of real-
ity. Then HMM is used to train these features into the HMM
parameters and used to find the log likelihood of entire speech
samples. HMM is a dominant approach in most state-of-
the-art speaker-independent, continuous speech recognition
systems.

In recognition this likelihood is used to recognize the spo-
ken word. Speech recognition systems till date are not a cent
percentage accurate even though lots of research works are
being going on in the field of speech recognition. The systems
developed so far have limitations: The current systems are
limited to number of vocabularies and future works are neces-
sary towards expanding this vocabulary. ASR techniques can
be extended to speech recognition in Malayalam language.
Since Malayalam language has several accents and a dialect
that varies from region to region it poses a great challenge in
this area of research.
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