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Abstract

Background—A growing literature has demonstrated the ability of user-centered design to make 

clinical decision support systems more effective and easier to use. However, studies of user-

centered design have rarely examined more than a handful of sites at a time, and have frequently 

neglected the implementation climate and organizational resources that influence clinical decision 

support. The inclusion of such factors was identified by a systematic review as “the most 

important improvement that can be made in health IT evaluations.”

Objectives—(1) Identify the prevalence of four user-centered design practices at United States 

Veterans Affairs (VA) primary care clinics and assess the perceived utility of clinical decision 

support at those clinics; (2) Evaluate the association between those user-centered design practices 

and the perceived utility of clinical decision support.
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Methods—We analyzed clinic-level survey data collected in 2006–2007 from 170 VA primary 

care clinics. We examined four user-centered design practices: 1) pilot testing, 2) provider 

satisfaction assessment, 3) formal usability assessment, and 4) analysis of impact on performance 

improvement. We used a regression model to evaluate the association between user-centered 

design practices and the perceived utility of clinical decision support, while accounting for other 

important factors at those clinics, including implementation climate, available resources, and 

structural characteristics. We also examined associations separately at community-based clinics 

and at hospital-based clinics.

Results—User-centered design practices for clinical decision support varied across clinics: 74% 

conducted pilot testing, 62% conducted provider satisfaction assessment, 36% conducted a formal 

usability assessment, and 79% conducted an analysis of impact on performance improvement. 

Overall perceived utility of clinical decision support was high, with a mean rating of 4.17 (+/− .67) 

out of 5 on a composite measure. “Analysis of impact on performance improvement” was the only 

user-centered design practice significantly associated with perceived utility of clinical decision 

support, b =.47 (p<.001). This association was present in hospital-based clinics, b =.34 (p<.05), 

but was stronger at community-based clinics, b =.61 (p<.001).

Conclusions—Our findings are highly supportive of the practice of analyzing the impact of 

clinical decision support on performance metrics. This was the most common user-centered design 

practice in our study, and was the practice associated with higher perceived utility of clinical 

decision support. This practice may be particularly helpful at community-based clinics, which are 

typically less connected to VA medical center resources.
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1. Introduction

1.1. Background

User-centered design draws on cognitive science, psychology, and computer science to make 

information systems more useful and easier to use [1]. Though user-centered design has 

been applied to a range of clinical and operational processes, researchers have found it 

particularly relevant to clinical decision support (CDS), the tools that make evidence-based 
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medical knowledge accessible and salient [2]. There are good reasons for this: CDS can be 

highly effective, but there is substantial variability in the usability, efficacy, and even safety 

of CDS [3–6], and user-centered design offers a way to identify and respond to these 

potential deficiencies [7].

A growing body of literature on user-centered design has helped to disseminate and refine 

user-centered design practices and has uncovered important lessons about the application of 

user-centered design in a clinical context [8]. This research often takes the form of papers 

that propose new approaches to user-centered design or that describe the application of these 

approaches in a clinical setting. However, user-centered design in these studies has often 

been directed or heavily influenced by informatics researchers. This involvement increases 

the possibility that results may differ in settings that do not benefit from the expertise and 

regular participation of experts in informatics whose work is frequently supported by a 

research grant. In addition, most studies on user-centered design of clinical decision support 

have necessarily been conducted within an individual clinical site or a small network of sites 

[9]. There remains an opportunity to study user-centered design across many sites with 

different users, different structural characteristics, and different resources, policies, and 

challenges. These contextual factors have been underexplored not only in studies of user-

centered design but in studies of health IT in general, with one systematic review noting that 

“the most important improvement that can be made in health IT evaluations is increased 

measurement, analysis, and reporting of the effects of contextual and implementation 

factors.”[10]

In this study, we seek to fill these gaps in the literature by analyzing national survey data 

from a 2006–2007 census of US Veterans Affairs (VA)† health care facilities with large 

primary care caseloads. The survey data provide information about user-centered design 

practices and the perceived utility of CDS.

We examine user-centered design practices through the lens of organizational behavior and 

implementation science, and this lens informs the type of outcome we evaluate and the types 

of contextual information we consider. We analyze reports of CDS utility from the primary 

care director at each clinic. In VA health systems, the primary care director is responsible for 

supporting population health and evidence-based decision-making across the clinic. These 

reports represent a unique perspective focused on organizational priorities. We also account 

for clinics’ resources, implementation climate, and structural characteristics – factors that 

are routinely incorporated in organizational behavior studies, but are rarely represented in 

studies of user-centered design. We take advantage of the variability in clinical practice and 

organizational strategies within the VA [11] which provides study sites that are comparable 

in many respects (e.g. general structure, overall payment model, national leadership) but that 

differ in meaningful and well-documented ways [12]. In addition, we present rarely-

accessible information about user-centered design practices that are not necessarily led by 

informatics researchers.

†VA = Veterans Affairs, CDS = Clinical Decision Support, RAP = Rapid Assessment Process, CPRS = Computerized Patient Record 
System
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With these data, we assess which of four user-centered design practices work best to ensure 

that CDS accomplishes its stated goals. Namely, we consider four practices that are 

recommended by multiple guidelines for user-centered design [13–15]: 1) pilot testing CDS, 

2) assessing provider satisfaction, 3) assessing usability, and 4) analyzing the impact of CDS 

on performance improvement. We examine the association between each of these practices 

and the perceived utility of CDS. Each of these practices were hypothesized to be associated 

with higher perceived utility of CDS.

1.2. User-Centered Design Practices

All four of the user-centered design practices we examined are intended to improve the 

formatting and framing of CDS, and optimize its fit within the clinical workflow. They are 

also designed to help determine which applications of CDS should be retained and which 

should be discarded. The goals and processes of each user-centered design practice are 

elaborated below:

Pilot testing—Pilot testing is a foundational aspect of software design, human factors, 

ergonomics, quality improvement, and nearly all frameworks for managing change within a 

complex system [7,16–18]. Published guidance on user-centered design of CDS 

recommends not only pilot testing but iterative testing [13,14]; however the limited time and 

resources available to local clinical informatics teams may preclude highly iterative 

processes. In this analysis, we examined pilot testing, a practice that is arguably a bare 

minimum for user-centered design.

Provider satisfaction assessment—Provider satisfaction assessment is a modest step 

toward usability testing: it serves as a rough gauge of the acceptability of clinical decision 

support. In the parlance of quality improvement, provider satisfaction assessment functions 

as a “balancing measure,” [18] that helps to determine whether short-term gains in technical 

quality of care come at the expense of provider and staff well-being. Reduced provider 

satisfaction is by no means the only potential unintended consequence of CDS but it is 

among the easiest to anticipate and can function as a proxy for other important 

organizational factors associated with care quality [19,20].

Formal usability assessment—Formal usability assessment is the practice that is 

perhaps most emblematic of user-centered design. It often involves some combination of 

interviews, focus groups, questionnaires, and analysis of clinical artifacts in the name of 

evaluating the three dimensions of usability defined by the International Organization for 

Standardization (ISO): effectiveness, efficiency, and user satisfaction [2,21]. These 

dimensions are evaluated as properties of the interaction between a user (e.g. a provider) and 

the product (CDS) and not as inherent properties of the CDS itself.

Analyzing the impact of CDS on performance improvement—Analyzing the 
impact of CDS on performance improvement helps to keep CDS goal-oriented, and can 

provide evidence as to whether CDS efforts are helping clinics meet quality targets. It is 

particularly germane at the VA because of the VA’s substantial infrastructure for measuring 

performance at multiple levels of the organization and targeting improvement efforts on the 

Brunner et al. Page 4

Int J Med Inform. Author manuscript; available in PMC 2018 August 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



basis of those measures. For example, the VA’s External Peer Review Program (EPRP) 

defines clinical quality measures at a national level but delegates most development of 

computerized clinical reminders and disease-specific templates to individual VA medical 

centers [22]. The specific measures within EPRP have changed over time to reflect changing 

goals within the VA and new medical evidence, but have consistently included information 

about preventive care (e.g. the provision of important vaccinations and screenings), and 

other high-value practices in both inpatient and outpatient settings. This program is one of 

several performance improvement programs within the VA, with others focusing on, for 

example, patient experience of care [23], patient safety [24], and overutilization [25].

These four practices do not reflect the entirety of user-centered design, but are commonly-

recommended, readily-implementable strategies for improving the utility of CDS. As 

illustrated in Table 1, each of the four user-centered design practices studied was explicitly 

recommended by the Healthcare Information and Management Systems Society (HIMSS) 

toolkit “Improving Outcomes with Clinical Decision Support: An Implementer’s Guide” 

[13] and by the United States Department of Health and Human Services (HHS)-funded 

technical report on “Advancing Clinical Decision Support” [14] – resources that are 

specifically targeted at user-centered design of CDS for the purpose of local improvement. 

The practices are also consistent with the Rapid Assessment Process (RAP), a 

methodological approach that is geared toward understanding how and why health IT 

systems succeed or fail while providing “actionable information” to organizations about 

their health IT systems. Two of the four practices are explicitly recommended within the 

RAP framework and all four are consistent with the RAP approach [15,26,27].

2. Methods

2.1. Setting and Sample

The VA is the largest integrated healthcare delivery system in the United States, with 

hospital and community-based clinics that span all 50 states. By the end of 1999, when 

electronic health record systems were sparsely adopted across the US, all VA facilities had 

implemented an EHR, on a common platform, with computerized provider order entry and 

integrated CDS [28]. The VA’s early adoption of health IT makes it a particularly 

informative setting for this research: in 2006, the VA was at the stage of CDS use that many 

other health care systems have yet to begin: the stage of continuously updating and 

improving the medical knowledge and user interface of a system that is already in place.

VA facilities are organized into VA medical centers, typically anchored at a hospital. Most 

VA medical centers are affiliated with multiple primary care clinics – usually one clinic 

based at a hospital and multiple clinics based in the community.

The survey data we use, the Clinical Practice Organizational Survey (CPOS), was developed 

by VA investigators to study organizational influences on quality of care including but not 

limited to health information technology [29,30]. The design and execution of the survey has 

been described by other studies on organizational determinants of quality [31,32]. The 

content of the survey is based on input from a steering committee comprised of 

representatives from several research and operational offices within the VA, as well the 
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National Committee for Quality Assurance and the Kaiser Health Institute. The CPOS 

encompasses over 1,000 variables addressing processes and tools for the management of 

clinical operations, resource sufficiency, and barriers to quality improvement. The survey has 

an emphasis on primary care, but includes inpatient care as well. The team that developed 

the survey used pilot testing and cognitive interviewing to verify that VA clinical and 

managerial leaders interpreted items as intended [33].

To facilitate the study’s emphasis on clinic-level factors, and to put the investigation into the 

broader context of research on strategies to support implementing evidence-based practice, 

we grouped measures according to domains from organizational behavior and 

implementation research [34]. The use of these domains helps reflect the depth of available 

information about clinics’ structural characteristics, implementation climate, and available 

resources.

Data for this study were drawn from two modules of the CPOS administered in 2006–2007: 

a chief of staff survey and a primary care director survey. The primary care director survey 

(the clinic-level survey) includes data from 250 clinics, which represents a 90% response 

rate. The VA medical center chief of staff survey includes data from 111 respondents, 

representing an 86% response rate [31]. Each chief of staff reported on the use of user-

centered design practices for his or her entire VA medical center, and these responses were 

attributed to all primary care clinics under their control, an average of two clinics for each 

chief of staff.

Data from the two survey modules were merged, which resulted in a sample of 193 clinics 

with data from both modules. Because our analyses require data from both modules, clinics 

with data from only one module were not included. None of the 193 clinics were missing 

observations of the outcome (perceived CDS utility), but 23 were missing at least one 

observation of a covariate, which resulted in a final analytic sample of 170 clinics. We 

examined characteristics of the omitted clinics, and confirmed that they did not 

systematically differ from clinics with complete data, with the exception of two variables: 

clinics excluded because of missing data were less likely to report that they conduct analyses 

of provider satisfaction after implementing CDS (35% vs 62%), and scored lower on a 

measure of CDS customization by roughly half a point on a 4-level Likert scale. We also ran 

a model excluding the 4 variables that most contribute to missingness, which yielded a 

sample size of 185; the coefficient estimates in this model were similar to the estimates in 

the primary analysis. Our secondary analysis of data was approved by the Institutional 

Review Boards at the VA and the University of California, Los Angeles.

2.2. Measures

Perceived utility of CDS—Perceived utility of CDS was operationalized as a 3-item 

measure (⍺ = .77) reflecting the key intended benefits of CDS: improving the dissemination 

of new information (e.g. new medical evidence), reducing medical errors, and supporting the 

clinical decision-making process [35]. This measure was drawn from the primary care 

director survey module, i.e. was collected directly at the clinic level. A table illustrating the 

full model specification is available in the appendix.
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User-centered design practices—User-centered design practices are represented by 

four yes/no questions following the prompt: “Which mechanisms are usually used to 

develop computerized clinical reminders and/or disease-specific templates?”: 1) test piloting 

reminders prior to full scale implementation; 2) post implementation assessment of provider 

satisfaction; 3) formal evaluation of reminder usability (human factors or usability 

assessment); 4) analysis of reminder impact on performance improvement. The use of these 

practices is reported by the VA medical center chief of staff, and in most cases applies to 

multiple primary care clinics affiliated with each VA medical center. These indicators were 

selected because they embody the principles of user-centered design that pertain most 

directly to the use of CDS and could be ascertained from the Clinical Practice 

Organizational Survey.

Additional covariates were chosen on the basis of their theoretical or empirical associations 

with: a) the effective implementation and use of CDS, or b) clinic directors’ perceptions 

about computer-based approaches to improve the quality of care. This includes clinics’ 

structural characteristics, implementation climate, and available resources. Constructs with 

⍺ > .7 were represented in the model as a mean across items; otherwise, items were 

specified separately.

Structural Characteristics—We included three measures of the structural characteristics 

of each primary care clinic: its “type” (i.e. whether it is a hospital-based clinic or a 

community-based outpatient center), its size as measured by the number of unique patients 

(in 1,000s) seen at the primary care clinic in the year the survey was administered, and its 

academic affiliation status (i.e. whether the clinic has a primary care training program) 

[11,36].

Implementation Climate—Studies of the implementation of innovations in health care 

organizations have operationalized implementation climate in a number of ways; the 

construct is typically innovation-specific, in that items that describe it refer to the innovation 

itself [37]. The measures of implementation climate we included describe the 

implementation of evidence-based practices, as opposed to the implementation of CDS 

itself. We chose this approach because the study is focused on the role of CDS in supporting 

evidence-based practice and performance improvement.

The analysis incorporated 7 different measures of implementation climate. We included a 

measure indicating whether primary care providers are required to observe explicit practice 

guidelines, and a measure indicating whether providers sometimes turn guideline prompts 

off. The latter was included because turning guideline prompts off may suggest that 

providers are customizing the CDS system to reduce alert fatigue, or, alternatively, may 

suggest that there are fewer opportunities for CDS to play a role in clinical decisions [38]. 

This variable was reported at the VA medical center level because it was unavailable at the 

clinic level. Two items representing competing demands were included: one represents 

difficulty making changes in the practice because providers and staff are busy seeing 

patients; the other describes the extent to which competing demands across initiatives are a 

barrier to improving performance. Items representing resistance to performance 
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improvement were also included: resistance from primary care providers, from local 

managers, and from local support staff.

Available Resources—Three measures of available resources previously shown to affect 

implementation and perceived efficacy of health information technology were included [31, 

36–38]: A measure of IT staff sufficiency included both technical staff (e.g. Information 

Resource Management) and the staff in charge of maintaining the clinical content of the 

electronic record system (⍺ = .80). A measure of the adequacy of health IT training was also 

included (⍺ = .88), along with a single-item measure of access to medical informatics 

expertise, specified at the VA medical center level.

2.3. Statistical Analysis

We examined descriptive statistics for the sample, as well as for excluded observations to 

determine whether missing observations were missing at random. We also examined 

correlations among independent variables to identify potential collinearity. Only two pairs of 

items had correlations greater than 0.5: clinic type (hospital-based vs community-based) was 

correlated with clinic size (r = .589), and resistance to performance improvement from 

support staff was correlated with resistance to performance improvement from local 

managers (r=.592). No changes were made to the primary model on the basis of these 

correlations, but a sensitivity test examined a model excluding clinic size and resistance 

from local managers. Statistical analyses were conducted with Stata 13 [39].

2.3.1. Primary Analysis—A random intercept model was used to account for clustering 

of clinics within VA medical centers, while permitting examination of cluster-invariant 

factors (user-centered design practices reported at the medical center level). In initial 

analyses, a fully unconditional random intercept model had an ICC of 0.243. We also 

examined a model with random slopes and intercepts, but a likelihood ratio test did not 

support the addition of random slopes (p = .981). Because the outcome was the mean of 

three Likert items, with several non-integer values, we treated it as continuous. We also 

evaluated square root and natural log transformations of the outcome, and neither 

transformation improved the normality of the distribution. In addition, we examined results 

stratified by clinic type (hospital-based vs. community-based) to determine whether 

associations were similar across settings.

2.3.2. Sensitivity Analyses—We conducted several sensitivity analyses to evaluate the 

robustness of our findings: we examined each of the 3 outcome items in separate models to 

determine whether there were different associations with different aspects of perceived CDS 

utility. We also tested different modeling approaches to evaluate model fit statistics and to 

verify that results were consistent across model specifications: we tested a naïve regression 

model, a clustered regression model with robust standard errors, and a generalized 

estimating equation model. We excluded some potentially relevant variables in our primary 

model in order to avoid overfitting, but as a sensitivity test we also evaluated a model with 

those covariates included – namely, measures of the extensiveness of CDS use at each clinic, 

a measure of clinic complexity developed by VA researchers [36], a measure of the primary 

care director’s authority over operational changes within the clinic, and a measure of the 
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sufficiency of available computers. To further protect against overfitting, we examined the 

sequential inclusion of each domain of covariates, with and without the primary regressor.

3. Results

3.1. Descriptive Results

Perceived CDS utility was relatively high overall, with a mean of 4.17 (+/− .67) out of 5 on 

the composite measure. The distribution of the items that comprise perceived CDS utility are 

shown in Figure 1.

Some user-centered design practices were much more common than others: analysis of 

reminder impact on performance improvement was reported at 79% of clinics, while formal 

usability assessment was reported at 36% (Table 2). There was substantial variability in 

clinics’ structural characteristics, and measures of implementation climate and of available 

resources were fairly moderate, with average scores falling near the middle of the 5- and 4-

level scales.

3.2. Regression model results

We hypothesized that each of the four user-centered design practices would be associated 

with perceived CDS utility. One of the four practices (analysis of CDS impact on 

performance improvement) had a significant association, b =.47 (p<.001), controlling for 

other variables in the model and adjusted for clustering (Table 3). A subgroup analysis 

showed that the association is present in hospital-based clinics, b =.34 (p<.05), but is 

stronger at community-based clinics, b =.61 (p<.001). There was no observed association for 

the other three user-centered design practices we examined.

None of the additional explanatory variables had a statistically significant association with 

the outcome. The statistical significance of the explanatory variables of interest (the user-

centered design strategies) was consistent across all sensitivity analyses. In addition, the 

direction and approximate magnitude of the statistically significant association was similar 

across all analyses.

4. Discussion

This study is one of the first to examine user-centered design practices for CDS across more 

than a handful of clinics. We identified widespread adoption of user-centered design 

practices with the exception of formal usability assessment, which was reported at only 36% 

of clinics. Our analyses also revealed high ratings of CDS utility, with the majority of 

respondents agreeing that CDS is useful, but also identified some variation in these ratings.

The results are highly supportive of the practice of analyzing the impact of CDS on 

performance improvement. To understand the implications of this finding, it is helpful to 

understand its context: performance measures are analyzed in multiple ways at multiple 

levels of the VA. Perhaps most relevant is that site leaders, including primary care directors, 

are accountable for quality measures, and these measures are monitored regularly by 

regional and national leadership. At many clinics, individual provider-level measures are 
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also tracked and in some cases presented to providers [40]. Given this robust and long-

standing system of performance measurement, it is intuitive that a mechanism linking CDS 

to these measures would be helpful.

The results of this study also suggest that analyzing the impact of CDS on performance 

improvement, though related to user-centered design, is distinct from other user-centered 

design practices, and may have a different type of influence on the effectiveness of CDS. 

These other user-centered design practices (pilot testing CDS, assessing provider 

satisfaction, formal usability assessment), which have been shown to be important and 

meaningful in other studies [41,42], may be inseparable from the implementation climate 

and the organizational resources that enable them to take place. However, aspects of the 

study design (described in section 4.1) may bias results toward the null, so the absence of 

observed associations must be interpreted with caution.

4.1. Study Design and Setting

Our use of two separate surveys, with separate groups of participants, is an important asset 

to the study. A handicap for a great deal of survey-based research is that it frequently relies 

on a single person to report both the outcome and explanatory variables. This is a particular 

concern when the relevant survey items are at all subjective: perhaps administrators who 

think that their clinic’s activities qualify as “user-centered design” are also more likely to 

have a charitable opinion of CDS - either because they have a more positive disposition, or 

because they themselves oversaw these user-centered design practices, and would like to 

believe that those practices have been effective. This study overcomes that common 

limitation by linking two surveys together, with one survey providing the explanatory 

variables of interest, and the other survey providing the outcome and covariates. This design 

adds to the credibility of the statistically significant findings, but also merits particular 

caution in the interpretation of the null findings, especially because of the “one to many” 

linking of the two surveys - i.e. a single VA medical center chief of staff reporting the user-

centered design practices on behalf of multiple clinics.

The study also benefited from its inclusion of sites regardless of their funding for 

informatics research or involvement of informatics researchers in user-centered design, 

thereby better reflecting user-centered design “in the wild.” This does not mean that sites 

with informatics research funding were excluded (we do not have data that would permit 

such an analysis), but it means that the study was able to take a wider, more representative 

view of user-centered design practices.

The timing of the data collection is also meaningful for the interpretation of the results: data 

were collected after all sites had been using some version of CDS for at least 8 years [28], so 

this study contributes to the body of research on the ongoing improvement and maintenance 

of CDS, which is a much less studied period of time than the years immediately following 

the new implementation of a clinical decision support system. As the number of 

organizations using CDS grows, the assessment processes surrounding new CDS “rules” (i.e. 

new decision support) for existing CDS systems will become increasingly important. There 

are changes that have occurred within the VA since these surveys were fielded in 2006–07, 
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but the timing actually improves the study’s relevance to clinics outside the VA with much 

shorter histories of CDS use.

The data were also collected before the passage of the Health Information Technology for 

Economic and Clinical Health (HITECH) Act that dramatically altered health IT in the 

private sector of the United States [43]. In some ways, the “meaningful use” provisions of 

the HITECH act served to make the environment in the private sector more similar to the 

environment within the VA: well before the HITECH Act, the VA had fostered the adoption 

of CDS by a) developing CDS for some conditions at a national level, and rolling it out to 

VA facilities across the country, and b) holding VA medical centers and regional networks 

accountable for health care quality indicators, and encouraging those medical centers to 

develop CDS related to those indicators. The HITECH Act provided the federal government 

with a less-direct mechanism for encouraging the effective use of CDS in the private sector: 

namely, adjustments to reimbursement from Medicare and Medicaid. But because most care 

within the VA is paid for by the VA itself, and not by Medicare or Medicaid, HITECH’s 

influence on the VA was modest.

This study is among the many health informatics studies conducted at large healthcare 

systems with homegrown information systems. This category of research can provide 

insights into what is possible with sufficient flexibility and control of a system, and helps 

identify some of the negative implications of systems that do not permit health care 

organizations to make changes on the basis of their own investigations. The vendor-

developed (3rd party) EHR systems and CDS systems in use at an increasing number of 

hospitals are often criticized for lacking this flexibility [44].

The VA’s capacity for performance measurement is also a factor in the interpretation of this 

analysis. Outside the VA, most health systems have a much smaller infrastructure for 

performance measurement, and have likely placed relatively less emphasis on those 

activities in the past. This difference may be diminishing as payers increasingly shift to 

value-based payment systems (e.g., Medicare’s Merit-based Incentive Payment System), 

thereby placing pressure on primary care practices to invest in such an infrastructure. Still, 

the nature of performance measurement remains different at the VA, which has measured 

and reported its performance to Congress for decades.

4.2. Study Outcome

There are inherent limitations in the use of a subjective measure of CDS utility, and utility 

from the perspective of primary care clinic directors may diverge from the utility perceived 

by other clinicians who use the system on a regular basis for patient care. However, 

supporting clinical decision-making, disseminating information about medical best 

practices, and reducing medical errors are among the central responsibilities of primary care 

directors at the VA, which makes them well-positioned to assess the usefulness of CDS in 

supporting these aims. Evaluations of health IT systems frequently use clinical or 

operational data from the systems being evaluated, e.g. clinical quality measures, orders 

placed, clicks recorded, etc. But qualitative research on health IT implementation supports 

the notion that a good way to assess whether a health IT system is functioning well is to ask 

a person who depends on that system [2].
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The outcome measure was also bolstered by sensitivity analyses. These analyses, beyond 

illustrating that the findings were robust, show that the findings are consistent across each of 

the 3 aspects of perceived CDS utility: supporting clinical decisions, improving the 

dissemination of new information, and reducing medical errors.

4.3. Measures of User-Centered Design

Our findings are best understood in the context of a growing awareness of usability issues 

and the potential value of user-centered design for CDS: of 120 usability studies published 

in the last 25 years, 88% were published in the last 10 years [45]. These studies occur at 

several phases of system development and deployment (requirements/development, 

prototyping, etc.), but the majority are implementation / post-implementation evaluations, 

and our analyses shed light on this important subset of user-centered design.

The survey data we use are highly informative but are not a comprehensive representation of 

user-centered design. The research team that developed the survey conducted cognitive 

interviews and pilot tests to ensure consistent interpretations of survey questions; however, 

as with all surveys, some variability in how respondents interpreted questions may have 

persisted and contributed to measurement error.

4.4. Conclusions

The first implication of these findings is that analyzing the impact of CDS on performance 

improvement appears to be important and useful, and should be done more consistently. The 

practice was significantly associated with the perceived utility of CDS across all model 

specifications adjusting for a wide range of other factors, and indeed it was the only practice 

to show an association with perceived utility of CDS in this study. This finding provides 

quantitative support to qualitative work conducted in diverse practice settings that similarly 

highlighted the value of linking CDS to quality goals and performance improvement [26]. 

The association does not necessarily mean that VA medical centers that already analyze the 

impact of CDS on performance improvement should do so more often, or more extensively; 

we could not evaluate a “dose-response” relationship. However, the study did find that the 

association was particularly strong for community-based clinics, which further supports the 

value of this practice as a way to improve CDS at clinics that are less connected to VA 

medical center resources, and have fewer opportunities to be influenced by the culture of 

improvement that can be fostered at a large academic medical center.

The process of evaluating the impact of CDS on performance measures is not costless: it 

requires an investment of time and resources, and we were not able to evaluate these 

investments in this study. Indeed, this is true for all four of the user-centered design practices 

we examined: we sought to evaluate their potential benefit, but a description of the costs of 

these practices was beyond the scope of the study. In addition, the over-application of 

performance measurement has the potential for unintended consequences, particularly at 

organizations that have already achieved high levels of performance [46], but this analysis 

helps identify an underappreciated way that performance measurement can be constructive.

Research on clinical decision support has often highlighted the impact of factors that are 

extremely difficult to change such as provider workload and time constraints [47]. This 
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study took structural characteristics and implementation climate into account, but explicitly 

examined individual practices that can be adopted fairly readily. Given the VA’s 

infrastructure for performance measurement and improvement, drawing connections 

between these measures and CDS is a highly feasible step that facilities can take to improve 

CDS [48,49]. These findings have the most direct relevance within the VA, which has a long 

history of performance improvement and of CDS, but clinics outside the VA increasingly 

face similar performance improvement imperatives, and are rapidly adopting CDS systems 

that mirror the ones the VA has used for years [50].

In many respects, CDS is emblematic of the many changes that accompany the transition 

from volume to value: it has the potential to transform the practice of medicine, but its 

effectiveness is highly dependent on the way it is implemented and maintained. Our analysis 

identifies high average levels of perceived CDS utility, but also points toward informative 

variability. In doing so, the study represents a step toward understanding the mutable factors 

that distinguish the clinics most successful in using CDS.
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Appendix: Constructs and Measures

Domain Construct Source Measures

Perceived Utility of CDS Perceived Utility of CDS Primary Care Clinic 
Director

Mean of 3 items:
“CPRS improves 
dissemination of new 
information”
“CPRS improves clinical 
decision support”
“CPRS reduces medical 
errors” (1=strongly disagree, 
5=strongly agree)

User-Centered Design User-Centered Design Practices VA Medical Center 
Chief of Staff

Four indicators:
1) Test piloting reminders 
prior to full scale 
implementation
2) Post implementation 
assessment of provider 
satisfaction
3) Formal evaluation of 
reminder usability (human 
factors or usability 
assessment)
4) Analysis of reminder 
impact on performance 
improvement (1=yes, 0=no)

Structural Characteristics Clinic type Administrative Data 1 = Community-Based 
Outpatient Center
0 = VA Medical Center
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Domain Construct Source Measures

Academic affiliate Administrative Data Presence of a primary care 
training program (1=yes, 
0=no)

Size Administrative Data Number of unique patients, 
in 1000’s

Implementation Climate Required Guideline Use Primary Care Clinic 
Director

PCPs required to observe 
explicit practice guidelines 
when ordering specified tests 
or procedures (1=yes, 0=no)

Health IT Use/Customization VA Medical Center 
Chief of Staff

Providers sometimes turn 
guideline prompts off 
(1=yes, 0=no)

Competing demands Primary Care Clinic 
Director

2 items:
1) Hard to make any changes 
because so busy seeing 
patients
2) Competing demands 
across too many initiatives 
[serve as a barrier to 
improving performance] 
(1=strongly disagree, 
5=strongly agree)

Resistance to Performance 
Improvement

Primary Care Clinic 
Director

3 items:
1) Resistance from PCPs
2) Resistance from local 
managers
3) Resistance among local 
support staff (1=not a 
barrier, 4=large barrier)

Available Resources IT staff sufficiency Primary Care Clinic 
Director

Mean of 2 items:
1) Sufficiency of IRM or 
CPRS technical staff
2) Sufficiency of clinical 
application coordinators 
(1=not at all sufficient, 
5=completely sufficient)

HIT Expertise VA Medical Center 
Chief of Staff

Access to medical 
informatics expertise (e.g. 
informatics-trained 
clinicians) (1=never 
sufficient, 5=always 
sufficient)

HIT Training Primary Care Clinic 
Director

Mean of 2 items:
1) Adequate types of HIT 
training
2) Adequate time for HIT 
training (1=strongly 
disagree, 5=strongly agree)

IRM = Information Resources Management; CPRS = Computerized Patient Record System; IT = Information Technology; 
CDS = Clinical Decision Support
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Highlights

• We studied user-centered design practices related to clinical decision support

• We looked at clinic-level factors in primary care clinics across the VA

• Primary care directors rated the utility of clinical decision support highly

• Clinics may improve clinical decision support by analyzing its impact on 

performance
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Summary table

What was already known on this topic:

• There is substantial variability in the usability, efficacy, and even safety of 

clinical decision support (CDS), and user-centered design offers a way to 

identify and respond to these potential deficiencies.

• Studies of user-centered design have frequently drawn data from a relatively 

small number of sites, and have often failed to account for important 

contextual factors (e.g. clinic resources, implementation climate, and 

structural characteristics).

What this study has added to our knowledge:

• User-centered design practices for CDS varied across US Veterans Affairs 

(VA) primary care clinics.

• The directors of these VA primary care clinics gave generally positive ratings 

of the utility of CDS.

• One of the four user-centered design practices we studied was “analysis of 

CDS impact on performance improvement.” This practice was the only one 

that was associated with higher ratings of CDS utility.
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Fig. 1. 
CDS utility rated by primary care directors. n = 193. CPRS = Computerized Patient Record 

System
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Table 1

User-Centered Design Practices for Clinical Decision Support

User-Centered Design Practice Survey Item Recommended By

Which mechanisms are usually used to develop computerized clinical 
reminders and/or disease-specific templates?:

Pilot testing  Test piloting reminders prior to full scale implementation HIMSS; A-CDS; RAP

Provider satisfaction assessment  Post implementation assessment of provider satisfaction HIMSS; A-CDS; RAP

Formal usability assessment  Formal evaluation of reminder usability (human factors or usability 
assessment)

HIMSS; A-CDS

Analysis of impact on performance 
improvement

 Analysis of reminder impact on performance improvement HIMSS; A-CDS

HIMSS = Improving Outcomes with Clinical Decision Support: An Implementer’s Guide; A-CDS = “Advancing Clinical Decision Support” 
Technical Report; RAP = Rapid Assessment Process
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Table 2

Characteristics of VA Primary Care Clinics (n = 170)

Clinic Characteristics Mean (or %) SD

Perceived CDS utility 4.42 0.68

User-centered design practices

 Pilot testing CDS (%) 73.5

 Assessing provider satisfaction after implementation (%) 62.4

 Formal usability assessment (%) 35.9

 Analysis of CDS impact on performance improvement (%) 79.4

Structural Characteristics

 Community-based clinic (vs. hospital-based) (%) 52.9

 Academic affiliate (%) 50.6

 Unique patients at the clinic (thousands) 28.0 19.4

Implementation Climate

 Required guideline use (%) 42.4

 Health IT use / customization (1–5) 2.88 1.09

 Competing demands (1–5) 3.46 0.71

 Hard to make changes because busy seeing patients (1–5) 3.67 1.04

 PCP Resistance to Performance Improvement (1–4) 2.11 0.75

 Local Manager Resistance to Performance Improvement (1–4) 1.74 0.76

 Support Staff Resistance to Performance Improvement (1–4) 2.05 0.84

Available Resources

 IT staff sufficiency (1–5) 2.91 1.13

 Access to medical informatics expertise (1–5) 3.44 1.06

 Health IT training adequacy (1–5) 2.69 0.92

CDS = Clinical Decision Support; IT = Information Technology; PCP = Primary Care Provider
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Table 3

Multilevel Model of Perceived Utility of CDS

Explanatory Variables Model Coefficient

User-Centered Design Practices Test piloting reminders
Assessments of provider satisfaction after implementation
Formal usability assessment
Analysis of reminder impact on performance improvement

−0.19
−0.11
0.00

0.47***

Structural Characteristics Community-based clinic (vs. hospital-based)
Academic affiliate
Unique patients at the clinic (1000s)

0.20
0.12
0.00

Implementation Climate Required guideline use
Providers sometimes turn guideline prompts off
Hard to make changes because busy seeing patients
Competing demands across too many initiatives
PCP resistance to performance improvement
Local manager resistance to performance improvement
Local support staff resistance to performance improvement

0.16
−0.02
−0.07
−0.05
0.05
0.03
0.00

Available Resources IT staff sufficiency
Access to medical informatics expertise
Health IT training adequacy

0.02
−0.03
0.05

Constant 4.03

*
p< .05

**
p<.01

***
p<.001;

PCP = Primary Care Provider; IT = Information Technology
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