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ABSTRACT Image super-resolution (SR) technique can improve the spatial resolution of images without
upgrading the imaging system. As a result, SR promotes the development of high resolution (HR) remote
sensing image applications. Many remote sensing image SR algorithms based on deep learning have been
proposed recently, which can effectively improve the spatial resolution under the constraints of HR images.
However, images acquired by remote sensing imaging devices typically have lower resolution. Hence, an
insufficient number of HR remote sensing images are available for training deep neural networks. In view of
this problem, we propose an unsupervised SR method that does not require HR remote sensing images. The
proposed method introduces a generative adversarial network (GAN) that obtains SR images through the
generator; then, the SR images are downsampled to train the discriminator with low resolution (LR) images.
Our method outperformed several methods in terms of the quality of the obtained SR images as measured
by 6 evaluation metrics, which proves the satisfactory performance of the proposed unsupervised method
for improving the spatial resolution of remote sensing images.

INDEX TERMS Image super-resolution, unsupervised learning, remote sensing, generative adversarial
network

I. INTRODUCTION

H IGH resolution remote sensing images play an impor-
tant role in resource exploration, environmental mon-

itoring and military reconnaissance. However, overcoming
the limitations of imaging sensors is time-consuming and ex-
tremely expensive, thereby rendering image super-resolution
(SR) technology a feasible and economical approach for
improving the resolution of remote sensing images. Image
super-resolution refers to the estimation of high resolution
(HR) image from one or more low resolution (LR) observa-
tions of the same scene, for which digital image processing
techniques are typically employed. The first SR strategy
was motivated by the requirement to improve the resolution
of Landsat remote sensing images [1]. Since then, remote
sensing image super-resolution has become one of the most
important applications of SR technology. SR methods can

be distinguished by the number of input images as single-
image super-resolution (SISR) methods and multiple-image
or multi-frame super-resolution methods [2]. Both single-
image super-resolution and multi-frame super-resolution can
be regarded as ill-posed problems since we may reconstruct
more than one SR image that is similar to the original HR
image. Only a few traditional SISR methods are available
because minimal information could be used from a sin-
gle LR image to infer its high-resolution counterpart. In
contrast, multiple-image super-resolution typically utilizes
several LR observations from various angles, and these LR
images contain more information, namely, they are regarded
as constraints that approximate the real solution. However,
due to the difficulty of obtaining images that satisfy the
requirements for SR in remote sensing, single-image super-
resolution is usually adopted.
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The rapid development of deep learning has had a pro-
found influence in image processing and has made SISR
a hot issue, especially when involving convolutional neu-
ral networks (CNNs) and generative adversarial networks
(GANs). Since Chao [3] introduced CNN into image super-
resolution, many researchers have focused on deep-learning-
based methods and have proposed excellent networks, such
as VDSR [4], RED [5], and RCAN [6]. These models were
designed to reconstruct natural images from LR-HR image
pairs and yielded outstanding results. These models usually
require large datasets for training the complex network and
overcoming the overfitting problem. However, in contrast
to natural images, sufficient HR remote sensing images are
not available, especially if the cost of upgrading imaging
sensors is extremely high. Moreover, it is not feasible to
directly reconstruct remote sensing images using models that
were pre-trained by natural images. As shown in Fig. 1, we
use natural images to train SRResNet [7] and to test the
model with remote sensing images. Using natural images
for training can lead to unexpected distortion due to the dif-
ferences in degradation between natural images and remote
sensing images. Although [8] [9] [10] fine-tuned the pre-
trained network with small datasets to reconstruct SR images
based on transfer learning, they still required HR images.
These challenges render highly difficult in the reconstruction
of remote sensing images by using a deep neural network for
supervised learning.

FIGURE 1. Distortion results of remote sensing images that were
super-resolved by SRResNet after it was trained with natural images.

The lack of labeled data has led to the emergence of
unsupervised learning methods such as autoencoders [11]
[12], deep belief networks [13] and generative adversarial
networks. The original GAN can generate images with inputs

of random noises. Ledig [7] successfully applied GAN to
SR via a supervised approach (SRGAN). [14] used deep
CNN to capture a great deal of low-level image statistics
prior for image reconstruction tasks. It first came up with the
idea of downsampling SR images. And followed [14], Haut
[15] developed an unsupervised strategy for the generation
of SR images without HR images. Therefore, inspired by [7],
[14], and [15], we propose an unsupervised GAN network
for reconstructing remote sensing images without HR labels.
Our method constructs an encoder-decoder network as a
generator to super-resolve remote sensing images, and down-
samples the SR images via average pooling to obtain LR-
size images for training the discriminator. Compared with
SRGAN, the proposed unsupervised neural network does not
require HR remote sensing images in training. In contrast
to [14], we take the downsampling strategy but use pooling
layers; and the model is trained with external dataset rather
than exploiting the self-similarity in one image. When com-
pared to [15], it simplifies the downsampling to render the
model more adaptive and can handle various degradations; it
also uses a discriminator to super-resolve finer texture details.
Our unsupervised GAN model can divide the SR process
into training and testing. Once the training process has been
completed, it can be put into practical use. However, [15]
requires tens of thousands of iterations for the reconstruction
of an image.

In summarize, the main contributions of this work are as
follows:

• An unsupervised model that is based on GAN was pro-
posed and it realized a new state-of-the-art performance
for unsupervised remote sensing image SR.

• The encoder-decoder structure of the generator extracts
and encodes the features of LR images step by step for
the generation of SR images. This structure ensures that
more information can be reserved during the downsam-
pling process for unsupervised learning.

• Using average pooling, the downsampling process was
simplified to adapt various degradations of remote sens-
ing images and to improve the generalization perfor-
mance of the model.

• By introducing a discriminator and optimizing the net-
work with a new loss function, this method can con-
struct more texture details and obtain more precise
results.

The remainder of this paper is organized as follows: Sec-
tion II describes related works on SR background, GAN, and
unsupervised learning. Section III describes the methodology
and network structure of our proposed method, including
downsampling and the loss function. Section IV presents the
implementation details and the experimental results with a
discussion, and concluding remarks are provided in Section
V.

II. RELATED WORK
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A. IMAGE SUPER-RESOLUTION BACKGROUND

In 1960s, Harris [16] and Goodman [17] introduced the con-
cept of “super-resolution” by solving the diffraction problem
in optical systems and, therefore, established the foundation
of SR. However, this technique was not successfully im-
plemented until 1984, when Tsai and Huang [18] obtained
an HR image from several LR images in the Fourier do-
main. This technique attracted substantial attention from re-
searchers and initiated practical applications of SR. Initially,
many researchers [19] [20] followed [18] and super-resolved
an image in the transform domain due to the simple rela-
tionship between HR and LR images and the computational
efficiency. However, these methods require global motion
in LR observations and cannot introduce prior information.
As a result, spatial-domain methods became the main trend.
Due to the shortage of multiple images in real scenarios,
SISR methods are generally preferred. Fig 2 illustrates the
taxonomy of SR techniques according to the number of input
images and the processing domain.

FIGURE 2. Taxonomy of SR techniques.

There are three types of SISR algorithms: interpolation-
based, reconstruction-based and learning-based methods.
Interpolation-based algorithms are the most basic SISR
methods, which include the bilinear, bicubic and Lancozs
[21]. Interpolation of images via these algorithms is typi-
cally conducted as pre-processing for reconstruction-based
methods and learning-based methods. Reconstruction-based
algorithms usually exploit prior information and form image
models as constraints for the reconstruction of HR images,
such as iterative back-projection (IBP) [22], gradient profile
prior [23], deconvolution [24] [25] [26], and regularization
[27] [28]. Learning-based methods use external or internal
information to locally estimate the HR details. Internal simi-
larities [29] [30] [31] [32] [33] within the same image can be
regarded as several multi-scale LR observations and contain
more information. But SR techniques that use external in-
formation often require datasets for mapping the relationship
between LR and HR images. Via sparse coding [34] [35]
[36], an image signal can be well-represented as a sparse
linear combination of elements from a suitable over-complete
dictionary. Compressive sensing [33] [37] [38] methods aim
at identifying a dictionary that represents HR image patches
sparsely. Deep-learning-based methods [3] [39] [40] [41]
[42] [43] [44] [45] [46] [47] [48] [49] [50] [51] [52] utilize
massive images and image priors to learn the map between
LR and HR images and have yielded the state-of-the-art
results in recent years. Various methods such as [53] [54]

[55] [56], use LR images for training and can be regarded as
hybrids of reconstruction-based and learning-based methods.

Deep-learning-based SR methods have been under devel-
opment for several years and have been employed in many
application scenarios; one of the most important applica-
tions is in remote sensing. Ducournau [8], Luo [9] and Ma
[10] used the transfer learning strategy, namely, they fine-
tuned the available models, such as SRCNN, VDSR, and
SRGAN, to reconstruct optical remote sensing images. Lei
[57] designed a multi-fork structure for the extraction of
both local details and global environmental priors for remote
sensing image SR. Liu [58] realized image SR and image
colorization synchronously with a multi-task learning deep
neural network. Pan [59] applies a residual backprojection
block, which utilizes residual learning and backprojection,
to super-resolve remote sensing images. Ma [60] realized
remote sensing image super-resolution in the spatial domain
by incorporating recursive Res-Net and wavelet transform.
In hyperspectral image super-resolution, Li [61] and Hu
[62] combined CNN with traditional methods for the super-
resolution of image and spectrum, respectively. Mei [63]
improved the spatial resolution of hyperspectral images with
3D-CNN and Hao [64] even utilized SR images for image
classification. Overall, deep-learning-based methods have
become the mainstream methods of SR.

B. GENERATIVE ADVERSARIAL NETWORKS
Generative adversarial network (GAN) was proposed by Ian
Goodfellow et al. [65] in 2014 for generating images from
random noises. GANs are based on a minimax two-player
game in which the generator network must compete against
an adversary. The training process drives the discriminator to
learn to correctly classify samples as real or fake. Meanwhile,
the generator attempts to fool the discriminator into believing
that its outputs are real. The proposal of GAN and its variants
has had a substantial influence on image processing and deep
learning. Many networks use GANs for image generation
[66], image translation [67], image style transfer [68], and
image SR [7] [69] [70] [71] [72] in either supervised ways or
unsupervised ways.

C. UNSUPERVISED LEARNING
The distinction between supervised learning and unsuper-
vised learning is not formally or rigidly defined because there
is no objective test for distinguishing whether a value is a
feature or a target that is provided by a supervisor [73]. In
image SR, unsupervised learning can be informally defined
by the specific method. The “Zero-Shot” SR (ZSSR) model
[74] can exploit the internal recurrence of information within
a single image. Without any prior image examples or prior
training, ZSSR is referred to as an unsupervised SR method.
Zhao [72] used bi-cycle network DNSR to train both the
degradation and SR reconstruction. Via this approach, LR
images can be obtained by the model and for the super-
resolution of HR images, making DNSR an unsupervised SR
model. Yuan [71] proposed a Cycle-in-Cycle GAN. First, a
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GAN with two discriminators was employed for image de-
noising; then another GAN was used for image SR. This pro-
cess does not require LR and HR image pairs; and therefore
it is an unsupervised SR method. Another instance is [15]:
this model was proposed for remote sensing image SR. It
calculated the loss between downsampled SR images and LR
images instead of SR and HR images. In this paper, we adopt
the dawnsampling strategy and use a GAN to super-resolve
remote sensing images. First, in remote sensing, where paired
data are unavailable, it is essential to develop a method that
does not require HR images. The downsampling strategy
can address this problem and introduces external information
for training CNNs. Second, a GAN can restrain the SR
results with discriminators to realize promising performance.
It comes out that our method outperforms state-of-the-art
unsupervised remote sensing image SR.

III. METHOD
A. METHODOLOGY
Traditionally, SR models received LR images as input, calcu-
lated the loss between SR and HR images, and used the loss
to update the network parameters, as illustrated in (1):

minLoss(ISR, IHR) (1)

These supervised methods typically require many HR images
as training reference, while in remote sensing, there are no
adequate HR images. The use of a small amount of data
may lead to overfitting when training deep neural networks.
It remains difficult to meet the requirement as the number
of HR remote sensing images that are available is small,
even though transfer learning can address this problem to
some extent. Therefore, our proposed method aims at super-
resolving LR images without HR labels. As illustrated in
Fig. 3, an interpolated LR image IILR with HR-size is fed
into the generator, which can recover an SR image ISR.
Before inputting the SR image into the discriminator, it
was downsampled to LR-size to simulate the downsampling
procedure with pooling layers. To accommodate the design
of this approach, the loss function can be re-formulated as
(2):

minLoss(ISR, IHR)→ minLoss(ISR
′

, ILR) (2)

The loss function consists of the output of the discriminator
and other indices (see Section III-C). The training process
does not require HR images, thereby realizing the objective
of unsupervised learning. LR images and HR images can
have C color channels, and with scale factor r, they are
represented as real-valued tensors of sizes H ×W × C and
rH × rW × C, respectively. The corresponding ISR

′

and
ISR are of sizes H ×W × C and rH × rW × C.

B. STRUCTURE OF THE NETWORK
Following SRGAN, we take the structure of a generator and
a discriminator. And we use an improved encoder-decoder
structure [5] as the generator and also fine-tune the discrim-
inator to adapt to the remote sensing image characteristics.

FIGURE 3. Proposed unsupervised SR method.

The largest advantage is that we introduce pooling layers for
downsampling the SR images for unsupervised learning.

1) Generator
The residual encoder-decoder network [5] is designed for
supervised SR, and there is only one convolutional layer
for feature extraction. However, the first convolutional layer,
which has a small kernel size (k=3), cannot extract global fea-
tures and the large stride (s=2) may cause information loss.
Thus, it cannot be directly applied to unsupervised SR since
unsupervised SR requires higher information preservation.
We modified this model as our generator for generating the S-
R images. As illustrated in Fig. 4, we employed convolutional
layers with larger kernel sizes (k=7, 5, 3) followed by ReLU
[75]. This module can extract global features from LR images
and preserve more information than the module that consists
of filters with a smaller kernel size. Then, the next layers
constitute the encoder, which has a small stride of 1. The
small stride is also designed to preserve more information for
reconstructing SR images without HR labels. The decoder
is composed of deconvolutional layers [76], which are also
called transpose convolution layers, for recovering the image
details. To maintain the symmetric structure, three additional
deconvolutional layers were added for reconstructing SR
images. The most important part is residual learning be-
cause the subtle details of the image contents may be lost
during convolution and the residual is able to transmit the
initial message to subsequent layers. Since this network is
not highly deep, only one skip connection is added before
the convolutional layer and after its corresponding mirrored
deconvolutional layer. Through this generator, an SR image
can be obtained.

2) Downsampling
To realize unsupervised SR, downsampling is indispensable.
Convolutional layers are used to extract high-frequency fea-
tures, such as edges, instead of preserving most of the image
information. Max-pooling cannot maintain the information
consistency between an SR image and its corresponding
downsampled counterpart. Hence, we used average-pooling
to map the SR image to its LR-size because the output of the
average-pooling is determined by the kernel size and contains
the information of neighbors. Therefore, average-pooling can
preserve more information of the image to be downsampled.
Besides, average-pooling can be considered as a mean filter,
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FIGURE 4. Structure of the generator with symmetric convolutional and deconvolutional layers.

which has a stride that equals to the window size. The mean
filter is typically regarded as a low-pass filter and it filters
out the high-frequency details of the HR image, which is
similar to the imaging procedure. Meanwhile, downsampling
was realized with the stride of average-pooling. Moreover,
in remote sensing, the degradation of LR images is typically
complicated and cannot be easily formulated, which forces
the model to improve its generalization by adopting average-
pooling during the training process regardless of the type of
degradation.

3) Discriminator

In contrast to SRGAN, our discriminator attempts to dis-
criminate downsampled SR images from LR images, and the
images to be processed are remote sensing data. Therefore,
we have to fine-tune the discriminator to adapt to their
characteristics. Remote sensing images usually contain many
objects since they were captured from a distance. In addition,
the average gray values of images differ substantially among
scenes. We found that the discriminator of SRGAN cannot
distinguish images with high average gray values because the
sigmoid function saturates across most of their domains [73],
as saturation occurs when most of the pixel values are too
large. To overcome this problem, a batch normalization (BN)
layer was added before the sigmoid, as illustrated in Fig. 5.

C. LOSS FUNCTION

Instead of minimizing the mean square errors or L1 loss
between ILR and downsampled ISR

′

, we use a robust loss
function that is based on perceptual loss function from [77].
This loss was formulated by the weighted sum of the content

loss, adversarial loss and TV loss components, as expressed
in (3):

LG = Limage +Lperception +LAdv + 2× 10−8 ·LTV (3)

These components are described in detail in the following.

1) Content loss
The content loss consists of the image loss and the perceptual
loss. Previous works [6] [44] [48] [49] [51] [52] showed that
the L1 loss outperforms the L2 loss. Therefore, the image
loss was calculated using the L1 norm as (4):

Limage =
1

r2WH

rW∑
x=1

rH∑
y=1

||ILR
x,y − ISR

′

x,y ||1 (4)

However, according to the VGG loss [77], [78], [79] that
SRGAN employed, the features of SR and HR image are
closer in terms of perceptual similarity. In addition, to learn
pleasing images, the loss should also be perceptually moti-
vated by SSIM [80]. Therefore, the losses of VGG and SSIM
constitute the perception loss. The VGG loss was formulated
with the feature map of pre-trained VGG16 [81] [82] as (5):

LV GG =
1

W ′H ′

W
′∑

x=1

H
′∑

y=1

||Φ(ILR)x,y −Φ(ISR
′

)x,y||1 (5)

where Φ(·) is the feature map that is obtained by the last
convolution (after ReLU) and before the last max-pooling
layer within the VGG16 network, and W

′
and H

′
denote the

size of the feature map Φ. SSIM for an image patch with
central pixel p is defined as (6):
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FIGURE 5. Structure of the discriminator, which has a BN layer before sigmoid.

SSIM(p) =
2µxµy + c1
µ2
x + µ2

y + c1
· 2σxy + c2
σ2
x + σ2

y + c2
(6)

Thus, the loss function for SSIM can be then expressed as
(7):

LSSIM = 1− SSIM(ISR
′

x,y , I
LR
x,y ) (7)

Finally, the perception loss was formulated as (8):

Lperception = 0.003× LV GG + 0.1× LSSIM (8)

2) Adveisarial loss
The score that is obtained from discriminator can facilitate
the discrimination of ISR

′

and ILR as part of the adversarial
loss. In addition, the generator loss should try to optimize
the generator and fool the discriminator simultaneously. As a
result, our adversarial loss is designed for the discriminator
and the generator. For better gradient behavior, the difference
between D(ISR

′

) and D(ILR) was calculated. The final
adversarial loss was formulated as the sum of cross-entropies
between D(ISR

′

) and the true labels and between D(ISR
′

)
and D(ILR) as (9):

LAdv =− 1

n

n∑
i=1

(w1 · log(D(ISR
′

)i)

+ w2 · (log(D(ILR)i) + log(1−D(ISR
′

)i)))
(9)

Here,D(ISR
′

) andD(ILR) are scores (outputs) of ISR
′

and
ILR, respectively, and w1 and w2 are weights for balancing
the adversarial loss.

The discriminator loss was calculated by the cross-
entropies of D(ISR

′

) and the fake label, and of D(ILR) and
the true label, as expressed in (10):

LD = − 1

2n

n∑
i=1

(log(1−D(ISR
′

)i)+log(D(ILR)i)) (10)

3) Total variation loss
Rudin [83] et al. observed that the total variation (TV) of
noisy images was significantly larger than that of noiseless
images. Hence, by minimizing the total variation loss, it is
possible to remove the noise from images and to preserve
the edges. Following [77], we introduced the TV loss as a
regularization term, as expressed in (11):

LTV =
∑
i,j

((Ix,y−1 − Ix,y)2 + (Ix+1,y − Ix,y)2)
β
2 (11)

Here, β is a small scalar to ensure differentiability. The first
term and the second term are the differences in the horizontal
and vertical directions, respectively.

IV. EXPERIMENT
A. DATASET
We perform experiments on three widely used remote sens-
ing benchmark datasets, UC Merced dataset [84], NWPU-
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RESIS45 [85] and WHU-RS19 [86]. The employed training
repositories are described in the following.

UC Merced dataset contains 21 land-use scenes, agricul-
tural, airplane, baseball diamond, beach, buildings, chaparral,
dense residential, forest, freeway, golf course, harbor, inter-
section, medium density residential, mobile home park, over-
pass, parking lot, river, runway, sparse residential, storage
tanks, and tennis courts images. Each class is composed of
100 images with the size of 256×256 pixels and the spatial
resolution of about 30 cm.

NWPU-RESIS45 is a large dataset created by Northwest-
ern Polytechnical University. It consists of 45 kinds of land
class with 700 images per class. And the size of each image
is also 256×256 pixels.

WHU-RS19 was collected from Google Earth by the
remote sensing group of Wuhan University. It is composed
of 19 scenes with a large size of 600×600 pixels each image.
The total number is 950 images, 50 to 61 images each
category.

B. IMPLEMENTATION DETAILS
For training, random patches of size 128×128 from the train-
ing set were downsampled via bicubic resampling. Consider-
ing the noise-free schemes that have been presented in other
approaches, such as [3], [4], [7], and [44], no additional noise
is added in our approach. As HR-sized inputs are needed,
ILR was interpolated via bicubic interpolation. We train our
model with the ADAM optimizer by setting β1 = 0.9, β2 =
0.999, and ε = 10−8. The minibatch size was set as 64 and
the learning rate was initialized as 5×10−4. We implemented
our networks in the PyTorch framework and trained them
using an NVIDIA Titan V GPU for about 4 days. The model
was tested on the same testing set as [15]. Note that these
images were not used during training. Self-ensemble was
used during testing, and the tested and evaluation methods
were obtained from the MATLAB toolbox [87] [88].

The evaluation results of this comparison are presented in
Section IV-C, and Table 1 presents the metrics of SR image
evaluation that are generally used. Note that RMSE is just
for representing the fomulas in ERGAS and PSNR and not
used for image evaluation because it has the same trend with
PSNR.

C. RESULTS
As mentioned, the testing dataset is sampled from the training
set and consists of 12 images, including agricultural, agricul-
tural2, airplane, baseball, bridge, circular-farmland, harbor,
industry, intersection, parking, residential and road (see Fig.
6).

The proposed method was compared with reconstruction-
based, learning-based and a hybrid of these two methods
as mentioned in section II, including supervised and un-
supervised methods. Table 2, Table 3 and Table 4 present
the quantitative results. Two scale factors(×2 and ×4) are
considered. The qualitative results are presented in Fig. 7,
Fig. 8 and Fig. 9.

FIGURE 6. Testing dataset.

1) Comparison with reconstruction-based methods
Table 2 presents the average assessment results of six
reconstruction-based methods. The best results are highlight-
ed.

According to Table 2, the proposed method, together with
IBP, DLU and DRE, outperformed FSR. GPP provided the
second-best PSNR when considering scale factor 4 but did
not outperform IBP, DLU and DRE with a scale factor of
2, possibly because these methods cannot better handle a
larger scale than GPP with the global gradient. However,
GPP requires many computations and a long runtime on
large-sized images, whereas the proposed method can super-
resolve an image of any size once the network has finished
training and yields the best results in terms of various metrics.

2) Comparison with learning-based methods
Most of the learning-based methods require HR images as
references. In Table 3, quantitative results are presented for
nine learning-based methods. Since we were not able to
obtain the source code or SR images of deep generative
network for unsupervised remote sensing single-image super
resolution (UGN) [15], the published numerical results were
cited.

Compared with the learning-based methods, our method
did not achieve all the best results; however it performed
more consistently, because it obtained the best average results
on the Q2n and SSIM metrics, and the second-best value
on the ERGAS, and PSNR metrics. It should be noted that
SAM performed worse (second best) when a scale factor of
4 was used, and the sCC and Q2n metric were not consid-
ered in [15]. Our method outperformed other learning-based
methods: sparse coding (SIP, SDS, MDL), neighborhood
embedding (ANR, GLR), and deep convolutional neural net-
work (CNN). Limited by the requirement for supplemental
neighborhood information in neighborhood embedding, the
boundaries of these SR images are missing. Therefore, the
ERGAS and PSNR metrics were affected to some extent.
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TABLE 1. Metrics for Image Evaluation

Metrics Formula Description

SAM SAM(ISR, IHR) =
1

N

N∑
i=1

arccos
ISR
i · IHR

i

||ISR
i || · ||IHR

i ||

Spectral angle mapper is used for spectral assessment. It
considers each band as a coordinate axis and computes the
average angle between the pixels of IHR and ISR. the
ideal value of SAM is 0.

RMSE RMSE(ISR, IHR) =

√√√√ 1

C ·N

C∑
j=1

N∑
i=1

((IHR
i )j − (ISR

i )j)2
Root mean square error measures the distance between the
data predicted by a model ISR and the original data IHR,
which is an error measure.

ERGAS ERGAS(ISR, IHR) =
100

r

√√√√ 1

C

C∑
j=1

RMSE((IHR
i )j , (ISR

i )j)

(ĪHR
i )j

Erreur relative globale adimensionnelle de synthese mea-
sures the quality of obtained SR taking into account the
scaling factor to evaluate ISR. The best ERGAS index
value means less distortion.

CC CC(ISR, IHR) =
σIHR,ISR

σIHR · σISR

Correlation coefficient measure the linear relationship be-
tween two images normalizing their range values. The best
CC value is 1, implying that both images are linearly corre-
lated. In remote sensing, it is common to compute the spatial
correlation coefficient over the edges detected by Canny or
Sobel (this paper adopts Sobel) in images.

Q2n Q2n(ISR, IHR) =
σIHR,ISR

σIHR · σISR
·

2ĪHR · ĪSR

(ĪHR)2(ĪSR)2
·

2σIHR · σISR
(σIHR )2(σISR )2

Universal Image Quality Index gathers three different prop-
erties in the image evaluation: correlation, luminance and
contrast. Q2n [89] extends the Universal Image Quality
Index for monochrome images to multispectral and hyper-
spectral images through hypercomplex numbers.

SSIM SSIM(ISR, IHR) =
(2ĪHR · ĪSR + c1)(2σIHR · σISR + c2)

((ĪHR)2 + (ĪSR)2 + c1) · ((σIHR )2 + (σISR )2 + c2)

Structural similarity is an extension of the Q-index in order
to avoid around null values. The range of its values is [-1,1].

PSNR PSNR(ISR, IHR) = 20 · log10

255

RMSE

A higher peak signal-to noise ratio value represents a better
image quality and its domain is all positive real numbers
greater than 0.

TABLE 2. Average SR Results Obtained by Reconstruction-based Methods

Scale Method SAM ERGAS sCC Q2n SSIM PSNR

× 2

IBP [22] 1.024 5.514 0.9247 0.9115 0.8994 28.76
GPP [23] 1.055 5.994 0.9079 0.8960 0.8798 28.19
DLU [25] 1.026 5.373 0.9292 0.9113 0.8982 29.00
DRE [28] 1.026 5.372 0.9292 0.9112 0.8981 29.00
FSR [90] 1.084 7.002 0.8819 0.8627 0.8518 26.65

ours 0.914 5.219 0.9341 0.9168 0.9050 29.26

× 4

IBP [22] 1.428 4.892 0.6941 0.7244 0.6835 23.66
GPP [23] 1.384 4.761 0.6959 0.7236 0.7016 23.92
DLU [25] 1.436 4.766 0.7054 0.7398 0.6936 23.90
DRE [28] 1.437 4.766 0.7054 0.7398 0.6935 23.90
FSR [90] 1.561 6.136 0.5758 0.5601 0.5748 21.63

ours 1.356 4.626 0.7187 0.7648 0.7136 24.20

However, they still realized competitive results on Q2n and
SSIM.

Compared with UGN, the average PSNR values of our
proposed method are slightly lower, possibly because the
differences in methodology between these two methods.
First, UGN uses the L2 norm as the loss function. As we
all know, minimiziation of the L2 loss is generally preferred
since it maximizes the PSNR [44]. However, it also leads
to overly smooth results and is not closely related to other
properties of the image. In our proposed method, a com-
prehensive loss function was adopted. Our proposed method
can realize not only high ERGAS and PSNR but also higher

TABLE 3. Average SR Results Obtained by Learning-based Methods

Scale Method SAM ERGAS sCC Q2n SSIM PSNR

× 2

ANR [29] 1.164 10.82 0.6264 0.7458 0.9043 21.41
GLR [29] 1.261 10.99 0.6478 0.7471 0.8946 21.28
GPR [30] 1.137 8.254 0.8112 0.8037 0.7761 25.25
SIP [34] 1.485 7.956 0.8724 0.8282 0.8479 24.60
SDS [37] 1.497 10.16 0.8046 0.8216 0.7969 23.58
MDL [38] 1.104 5.767 0.9209 0.9035 0.8933 28.02

SRCNN [3] 1.083 5.871 0.9131 0.8970 0.8852 28.15
UGN [15] 0.934 4.366 − − 0.8836 30.57

ours 0.914 5.219 0.9341 0.9168 0.9050 29.26

× 4

ANR [29] 1.743 8.493 0.3693 0.5940 0.7041 17.90
GLR [29] 1.882 8.587 0.3908 0.6005 0.6936 17.81
GPR [30] 1.454 5.218 0.9774 0.6844 0.6525 23.02
SIP [34] 1.545 6.161 0.4960 0.6081 0.6572 20.85
SDS [37] 1.568 6.075 0.6038 0.6518 0.6171 21.70
MDL [38] 1.443 4.722 0.7133 0.7498 0.7089 23.97

SRCNN [3] 1.545 5.078 0.6769 0.7301 0.6787 23.48
UGN [15] 1.352 4.193 − − 0.6776 25.21

ours 1.356 4.626 0.7187 0.7648 0.7136 24.20

SAM and SSIM. Moreover, in UGN, an image generator
was constructed for generating images from random noises.
During this procedure, the generated image of the current
iteration was used as the input of the next iteration. After
tens of thousands of epochs of training, an SR image can be
generated. As the number of iterations increases, the amount
of information from image labels that is utilized increases.
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While our method introduced a massive amount of informa-
tion from an external image dataset, and the training process
only required hundreds of epochs. Once the training has
finished, the generator can be used to super-resolve remote
sensing LR images. Although UGN realized higher PSNR, it
could only reconstruct one remote sensing image after the
entire training procedure. The high costs in terms of time
and computing resources make it impossible to be applied
in practice. In contrast, after training, our method can super-
resolve multiple images, and the average time consumption
is approximately 0.04s for a 256×256 pixel image.

3) Comparison with hybrid methods
Some methods combine the advantages of reconstruction-
based and learning-based methods. According to the average
SR results in Table 4, SRSI and TSE obtained the best
and the second best results (except for SAM with a scale
factor of 4) because remote sensing images usually contain
repeated and various scales of the same object, and these
two methods exploit structural self-similarity in one image to
obtain subpixel misalignments. View from qualitative results
(see Fig. 8), LSE using local self-similarity super-resolved
clear edges but the shape of the car is indistinguishable. This
result is unfavorable for subsequent applications, such as
object detection. Besides, the details in the upper left corner
and upper right corner have obvious distortion. Maybe that
is why the numerical results are lower. Fig. 9 also presents
the visual results of SRSI, TSE and the proposed method.
Although SRSI and TSE obtained sharper edges, the texture
and details are smoother and the object such as cars and
trees, were distorted. The numerical results demonstrate the
limitations of the proposed method compared with hybrid
methods, but they also reveal that we can improve our method
by considering structural self-similarity in remote sensing
image SR in the future.

TABLE 4. Average SR Results Obtained by Hybrid Methods

Scale Method SAM ERGAS sCC Q2n SSIM PSNR

× 2

SRSI [53] 0.969 4.462 0.9502 0.9257 0.9145 30.49
LSE [54] 1.080 6.197 0.9050 0.8658 0.8875 27.02
BDB [56] 1.308 10.36 0.7351 0.7838 0.7600 23.11
TSE [55] 0.866 4.551 0.9514 0.9290 0.9186 30.33

ours 0.914 5.219 0.9341 0.9168 0.9050 29.26

× 4

SRSI [53] 1.388 4.213 0.7696 0.7943 0.7499 25.08
LSE [54] 1.773 6.629 0.5252 0.6126 0.6441 20.61
BDB [56] 1.504 5.438 0.6369 0.7150 0.6635 22.62
TSE [55] 1.378 4.353 0.7515 0.7884 0.7415 24.84

ours 1.356 4.626 0.7187 0.7648 0.7136 24.20

D. MODEL ANALYSES
To evaluate the performance of our proposed model, we
conduct several experiments with various numbers and kernal
sizes of convolutional layers, patch sizes of input images, and
downsamplinging strategy.

The RED used one convolution layer, which can extract
shallow features. However, to realize unsupervised learning
SR, more features need to be gathered from LR images.

Therefore in our proposed model, gradually decreasing k-
ernel sizes (7, 5, and 3) were used to extract features in
various receptive fields. We further examine networks with
different convolutional layers: (i) 7-5-3, (ii) 5-3 and (iii) 3.
The convergence curves in Fig. 10 show that using 7-5-
3 convolution layers to extract features could significantly
improve the performance. To be specific, the average PSNR
values that were realized by 7-5-3 are higher than those by
the other two models by large margins. These results suggest
that gradual utilization of the neighborhood information and
the construction of a deeper network are beneficial for feature
extraction.

Furthermore, it is found that different patch size can affect
the network performance. Random cropping of patches from
LR images can be regarded as a method of data augmen-
tation, since every epoch may obtain a different part of
each original image. Theoretically, a small patch size can
yield diverse training data. However, experiments show that a
small patch size does not always result in better performance;
see Fig. 11. Specifically, when we reduce the crop size to
96 and 64, the performances fail to surpass that with patch
size 128 in terms of PSNR. Smaller patches may not contain
global features, thereby leading to model degradation.

To determine whether average-pooling can outperform
max-pooling, another experiment was conducted, in which
max-pooling was used for downsampling instead of average-
pooling. According to Fig. 12, the PSNR values that were
obtained by average-pooling are higher than those obtained
via max-pooling by a large margin. The two curves are
not even in the same coordinate range. The red curve also
shows the instability of max-pooling as well. As discussed
previously, max-pooling preserves the maximum value in the
neighborhood while average-pooling calculates the all the
pixels in the neighborhood. As a result, more information can
be preserved by average-pooling for further processing.

V. CONCLUSION
In this paper, an unsupervised SR method based on GAN is
proposed to super-resolve single remote sensing image with-
out HR labels. In summary, we introduced downsampling
and trained a discriminator with downsampled SR images
and LR images, thereby realizing unsupervised learning.
The average-pooling operation downsampled the SR images
without aiming at a specified level of degradation, which
forces the generator to learn the relationship between the LR
and HR images by training. In terms of model construction,
convolution layers with gradually decreasing kernel sizes
were used to extract various scales of features and to preserve
more information for unsupervised SR. In addition, the loss
function was improved by calculating the L1 loss of each
image and its high-level features, the SSIM loss, the cross-
entropy of the discriminator output and the TV loss. Exper-
imental results demonstrate the satisfactory performance of
the proposed approach in terms of 6 metrics compared with
several SR methods with two scaling factors (2 and 4), and
prove the effectiveness of GAN in dealing with unsupervised
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(a) HR (b) BCI (21.76dB/0.8924) (c) IBP (22.91dB/0.9179) (d) LSE (21.63dB/0.9118)

(e) MDL (22.88dB/0.9195) (f) DLU (23.42dB/0.9221) (g) DRE (23.43dB/0.9220) (h) Ours (23.83dB/0.9315)

FIGURE 7. Qualitative comparison of several SR methods with our method at a scaling factor of 2.(PSNR/SSIM)

(a) HR (b) BCI (27.52dB/0.8901) (c) IBP (27.56dB/0.8893) (d) LSE (24.73dB/0.8843)

(e) MDL (28.09dB/0.9044) (f) DLU (27.85dB/0.8955) (g) DRE (27.86dB/0.0.8955) (h) Ours (28.25dB/0.9069)

FIGURE 8. Qualitative comparison of several SR methods with our method at a scaling factor of 4.(PSNR/SSIM)

10 VOLUME X, 2019



This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI
10.1109/ACCESS.2020.2972300, IEEE Access

N.Zhang et al.: An Unsupervised Remote Sensing Single-Image Super-Resolution Method Based on Generative Adversarial Network

(a) HR (b) SRSI (22.18dB) (c) TSE (22.03dB) (d) ours (22.04dB)

FIGURE 9. Visual results of parking lot that were obtained by SRSI, TSE and ours at a scaling factor of 4.

FIGURE 10. Average PSNR values of SR images with various convolutional
layers.

FIGURE 11. Average PSNR values of SR Images with different crop sizes.

learning problems in image super-resolution.
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