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Abstract: The use of decoding algorithms allows us to retrieve 

information after transmitting it over a noisy communication 

channel. Soft decision decoding is powerful in concatenation 

schemes that use two or more levels of decoding. In our case, we 

make a concatenation between the Hartmann & Rudolph (HR) 

algorithm as symbol-by-symbol decoder and the chase-2 

algorithm that is word-to-word decoding algorithm.  

In this paper, we propose to combine two decoding algorithms 

for constructing a new one with more efficiency and less 

complexity. This work consists firstly to use the HR with a reduced 

number of codewords of the dual code then the Chase-2 algorithm 

which exploits the output of PHR. The simulations results and the 

comparisons made show that the proposed decoding scheme 

guarantees very good performance with reduced temporal 

complexity. 

 
Keywords: Error correcting codes, Hartmann & Rudolph, 

Chase-2 algorithm, PHR Chase.  

I. INTRODUCTION 

The accelerated use of computers and digital technology in 

our societies require high quality and reliability in the 

transmission and storage of data. Controlling information on 

computer networks, communication systems and storage 

media is a challenge for researchers and for the designers of 

modern communication systems; knowing that data is 

exchanged frequently using communication channels that are 

not entirely reliable, which can lead to errors. Therefore, the 

researchers have introduced error correcting codes. These 

latter add redundant bits in the transferred message to protect 

the useful data. A variety of error correcting codes are 

implemented in diverse devices such as Smartphone, compact 

discs (CDs), digital versatile discs (DVDs), hard disks or 

packets transferred over Interconnected Network (Internet) or 

over mobile networks.  

Decoding an error correction code is an NP-hard problem 

[1, 2]. Generally, there are two types of decoders used in 
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communication systems: hard-decision and soft-decision 

decoders [3]. Given the difficulty of the problem, several 

linear code decoding algorithms are used to improve the 

measured performance as a function of bit error rate (BER). 

Among these, we find algebraic techniques such as: 

algorithms developed by solving non linear equations with 

several variables obtained from the identities of Newton 

[4]-[6], an algorithm that uses irreducible generator 

polynomials to decode the quadratic residue (QR) code (47, 

24, 11) [7], the Berlekamp-Massey algorithm [8, 9] which is 

based on the syndrome calculation and the definition of a 

polynomial error locator. There is also the OSD algorithm of 

Fossorier et al [10], the algorithm of Chase [11] and the 

algorithm of Hartmann Rudolf [12]. However, the algebraic 

methods mentioned above require a large number of 

calculation operations, in terms of sum and product, in the 

Galois Field with q element GF (q). This makes their 

implementation in real-time systems very difficult where 

algorithms with a speed of correction are required. To address 

this problem, several researchers have focused their efforts on 

developing heuristic algorithms to detect and correct 

transmission errors accurately and within a reasonable time. 

Among the methods that exploit non-algebraic techniques 

we find: methods that exploit permutations [13]-[16], others 

that use genetic algorithms [17]-[22]. In [23]-[25], the authors 

proposed the syndrome calculation with Chien search to 

decode some BCH codes. There are many articles that present 

deep learning algorithms for error correction [26]-[29]. 

Several works use hashing techniques to speed up the 

decoding process and therefore have reduced complexity in 

execution time [30]-[35]. There are also decoders developed 

by serial concatenation of two decoders [16, 34, 35, 36]. 

In this paper, we propose to combine two decoding 

algorithms for constructing a new one with more efficiency 

and less complexity to decode linear block codes. The 

remainder of this paper is structured as follows. In section 2 

we present the proposed serial concatenation schema between 

HR and Chase-2 algorithms. In section 3, we present the 

experimental results of the proposed decoder and we make 

comparisons with some competitors. In section 4, we study 

the temporal complexity of the proposed algorithm. Finally, a 

conclusion is outlined in section 5. 
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II.  THE PROPOSED DECODING SCHEME 

A. Hartmann & Rudolph decoder 

The HR decoder [12] is a symbol by symbol decoder, it is 

based on a probabilistic study to determine if the bit rj, of the 

received sequence r, equals to 0 or 1. To perform this, it 

exploits all the codewords, of order 2
n-k

, of the dual code. The 

use of 2
n-k 

dual codewords makes its temporal complexity 

very high, of exponential order  

O(n
2
2

n-k
), and therefore unusable for codes with a reduced 

code rate. The formula 1 represents the method proposed by 

HR to decide if the m
th

 bit of  the  decoded word  c’  is  equal  

to  1  or  0  from  the  received sequence r. 

2
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The bit denotes the bit of the codeword of the codeth th

jlc l j C   

B. Chase-2 algorithm 

The Chase-2 [11] decoding algorithm is an efficient soft 

input hard output decoder. It is based on generation of a 

binary word h from the real word received r using the formula 

2 and creates 2
t
 test sequences from h by inverting some bits 

among the t least reliable bits. Each test sequence is then 

decoded by a hard decision decoder. The codeword selected 

is the word of smaller metric among the 2
t 
decoded words. 

From this algorithm, we deduce that the temporal 

complexity increases exponentially with error correcting 

capability t of the studied code. The temporal complexity of 

Chase-2 algorithm is 2
t
O(HD), where O(HD) is the temporal 

complexity of the used hard decision decoder. 

1 if 0
1 ,

0 otherwise

i

i

r
i n h


    


                                            (2) 

The Chase-2 decoding algorithm works as follows: 

1 
Function Chase(r, t) 

2 

Input 

 r: Non binary word to decode of length n 

 t: Error correcting capability 

3 
Output 

 c: Corrected word 

4 Begin 

5 Identify the t least reliable positions 

6 Calculate h, the binary version of r 

7 dmininfinity 

8 For i =1 to 2t do 

9 

Generate ei, an error pattern that consider the t    

identified positions 

ci h+ei 

10 cd Decode ci with a hard decision decoder  

11 If cd is a code word of C then 

12  If Ed(r, cd)<dmin then 

13                   ccd 

14                   dmin Ed(r, cd) 

15        EndIf  

16 EndIf 

17 EndFor 

18 End Function 

Algorithm 1: Chase-2 decoding algorithm function 

C. The proposed decoder 

Recently, we find several decoding algorithms that are 

defined by concatenating two serial decoders [16, 33, 35, 36]. 

In [16], the authors proposed to use the HR algorithm partially 

with a reduced number of dual code words and correct just 

symbols whose reliability is below a threshold, then to use a 

second decoder to complete the decoding of the recovered 

sequence at the output of the HR decoder. In their work, the 

authors studied the impact of the number of code word M of 

the dual code used and the reliability threshold (RT) on error 

correction performance. Following this study, we deduce that 

a reduced number of words of the dual code gives very poor 

results which improve relatively with the increase of the 

number of words of the dual code; for the reliability threshold, 

they found that good performance can be achieved with a 

minimum threshold of 0,35. 

By integrating parameters M and RT into formula 1, we 

propose the following definition of the HR partial decoder 

function. 
1 Function PHR(r, RT, M, LCD) 

2 

input : 

 r : Non binary word to decode of length n 

 RT : Reliability threshold 

 M : Number of dual code words to use in 

the decoding with the HR decoder 

 LCD : List of M dual codewords 

3 
output : 

 b : Partially decoded word 

4 Début 

5 For i=1 to n do 

6 If |r[i]|≤RT then 

7 s←0 

8 For j=1 to M do 

9 p←0 

10 For k=1 to n do 

11 Compute
k    

12 If i=k then 

13 

[ ][k] 1

1
*

1

LCD j

k

k

p p






 
  

 
  

14 Else 

15 

[ ][k] 0

1
*

1

LCD j

k

k

p p






 
  

 
 

16 End If 

17 End For 

18 s←s+p  

19 End For 

20 If s>0 then 

21     b[i] ←0 

22 Else 

23     b[i] ←1 

24 End If 

25 End If 

26 End For 

27 End Function 

Algorithm 2: HR Partial decoder function 
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The concatenation scheme proposed in this work is based on 

the following three steps: 

 The first one consists in correcting the low reliability 

symbols, precisely those whose value is below a reliability 

threshold: use of the HR decoder in a partial manner. 

 The second one is to prepare a real sequence for the 

Chase-2 decoder. For this, we propose the attribution of the 

artificial reliabilities to the symbols of the sequence 

returned by the decoder HR which present an abnormal 

aspect: use of the formula (3). 

 The third step is to definitively decode the sequence 

prepared in the previous step by the Chase-2 decoder. 

The allocation of artificial reliability is carried out 

according to formula 3: 

i i i i i i1 i n,r2 r ARTif r 0 andb 1or r 0andb 0          (3) 

Where  

 r is the received sequence of length n to be decoded. 

 b is the binary version of r returned  by PHR function.    

 ART is the artificial reliability threshold used to 

convert b to r2. 

 r2 is the non binary sequence of length n resulting 

from the assignment of reliability thresholds to the 

different symbols of b. 

The function BinToReal works as follows: 

1 Function BinToReal(r, b, ART) 

2 

Input : 

 r : Non binary received sequence of length n  

 b : Binary word of length n  

 ART : Artificial reliability threshold 

3 
Output : 

 r2 : Non binary word of length n 

4 Begin 

5 For i=1 to n do 

6 If r[i]<0 and b[i]=1 or r[i]>0 and b[i]=0 then 

7 r2[i]← -r[i] * ART 

8 End If 

9 End For 

10 End Function 

Algorithm 3: BinToReal function  

Then the proposed algorithm is as follows: 

1 

Input: 

 r : Non binary word to decode of length n 

 RT : Reliability threshold used in the PHR 

function 

 ART : Artificial reliability threshold used in 

the BinToReal function 

 M : Number of dual code words to use in the 

decoding with the HR decoder 

 LCD : List of M dual codewords 

 t: Error correcting capability 

2 
Output : 

 c : Corrected word 

3 Begin 

4 b ← PHR(r, RT, M, LCD) 

5 r2←BinToReal(r, b, ART) 

6 c ←Chase(r2, t) 

7 End 

Algorithm 4: The proposed PHR Chase decoding algorithm  

III. EXPERIMENT RESULTS AND COMPARISON 

In this section, we give the performances of the PHR Chase 

algorithm for some linear code and a comparison with other 

decoding algorithms over an AWGN binary channel 

(Additive White Gaussian Noise) with a BPSK (Binary Phase 

Shift Keying) modulation is done. 

A. What is the good value of the artificial reliability 

threshold? 

In order to apply the PHR Chase algorithm, we propose to 

study the impact of the choice of the value of the artificial 

reliability threshold (ART) on the quality of its results. For 

this, we applied the algorithm for QR(31, 16, 7), BCH(31, 16, 

7) and BCH(31, 21, 5) codes. The error correcting 

performances will be represented in terms of Bit Error Rate 

(BER) in each Signal to Noise Ratio (SNR=Eb/N0). Table-I 

gives the used simulations parameters. 

Table-I: Default simulation parameters. 

Simulation parameters value 

Channel AWGN 

Modulation BPSK 

Minimum number of residual errors 200 

Minimum number of transmitted blocks 1000 

In Fig. 1(a), we plot the effect of the variation of ART from 

-5 to 5 on the quality of the correction results of the QR(31, 

16, 7) code. From this Fig. we deduce that the performances 

of the proposed decoder are very bad with negative values of 

ART; on the other hand, when they take positive values we 

notice the great improvement in the results.  

Thus, we notice that the best results are those obtained with 

values of ART between 0 and 1, for that we plot in Fig. 1(b) 

the performances of the decoder applied to the same code for 

values of ART between 0 and 1 but with step of 0,25 in this 

case.  

From Fig. 1(b), we can conclude that the best error 

correction performance is obtained with a value of ART equal 

to 0,5. 

Similarly, in Fig. 2(a) and 2(b), we plot the error correction 

performance of the proposed decoding scheme applied to 

BCH(31, 16, 7) code for values of ART between -5 and 5 with  

step equal to 1 and those between 1 and 4 with step equal to 

0,5.  

From Fig. 2(a), we confirm the deduced remark by applying 

the proposed decoder to QR(31, 16, 7) code with negative 

values of artificial reliability. The best correction results are 

those obtained with positive values of ART and precisely with 

those between 1 and 4.  

From Fig. 2(b) where we have focused on SNR values 

between 3 dB and 5 dB, we note that the best Bit Error Rate 

(BER) are those obtained with an artificial reliability value 

equal to 2,5. 
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Fig. 1 : Impact of ART on the performances of the PHR 

Chase decoder applied to QR(31, 16, 7) code for ART 

between (a) -5 and 5 with step=1; (b) 0 and 1 with 

step=0.25 

a 

1 1.5 2 2.5 3 3.5 4 4.5 5
10

-5

10
-4

10
-3

10
-2

10
-1

10
0

SN R

B
E

R

 

 

ART=-5

ART=-4

ART=-3

ART=-2

ART=-1

ART=0

ART=1

ART=2

ART=3

ART=4

ART=5

 
 

 

 

 

b 

3 3.5 4 4.5 5

10
-4

10
-3

SN R

B
E

R

 

 

ART=1

ART=1.5

ART=2

ART=2.5

ART=3

ART=3.5

ART=4

 

Fig. 2: Impact of ART on the performances of the PHR 

Chase decoder applied to BCH(31, 16, 7) code for ART 

between (a) -5 and 5 with step=1; (b) 1 and 4 with 

step=0.5 
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Fig. 3 : Impact of ART on the performances of the PHR 

Chase decoder applied to BCH(31, 21, 5) code for ART 

between 0.25 et 4.75 with step = 0.5 for SNR values (a) 

between 1 dB and 6 dB ; (b) 

between 3.5 dB and 6 dB. 
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In Fig. 3(a) and 3(b), we plot the impact of parameter ART 

on the performances of the PHR Chase  decoder applied to the 

BCH(31, 21, 5) code for ART values between 0,25 and 4,75 

with step equal to 0,5. From Fig. 3(b), we notice that the best 

performances are obtained with ART value equal to 1,75. 

From Fig. 1, 2 and 3, we deduce that the best error 

correction performances are those obtained with positive 

values of artificial reliability between 0,5 and 2,5. 

B. Simulation results and comparison with other 

decoders  

In this section, we present the simulation results of PHR 

Chase algorithm applied to several linear codes and we 

compare its performances with some competitor decoders. 

Fig. 4(a) and 4(b) respectively represent the PHR Chase 

performances for some BCH codes of lengths 31 and 63. 

These Fig. show that the coding gain guaranteed by PHR 

Chase is approximately 3,7 dB for BCH(31, 21, 5), 3,9 dB for 

BCH(31, 16, 7), 4,1 dB for BCH(63, 51, 5), 4,6 dB for 

BCH(63, 45, 7) and 4,9 dB for BCH(63, 39, 9). We also note 

that from SNR = 2, BCH(31, 16, 7) code gives a coding gain 

of about 0,2 dB comparing to BCH(31, 21, 5). As well as the 

BCH(63, 39, 9) guarantees performances which respectively 

exceed those of BCH(63, 45, 7) by 0,3 dB and those of 

BCH(63, 51, 5) by 0.8 dB for BER=10
-5

. 
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Fig. 4 : PHR Chase performances for some BCH codes of 

lengths (a) 31; (b) 63. 

In Fig. 5, we present the performances of our PHR Chase 

decoder for some quadratic residue (QR) codes of lengths up 

to 71 and we deduce that the coding gain is about 3,8 dB for 

QR(23, 12, 7), 4 dB for QR(31, 16, 7), 4,8 dB for QR(47, 24, 

11) and 5.1 dB for QR(71, 36, 11). Thus, we deduce that the 

correction performances improve with the length of the code, 

for example the QR(71, 36, 11) code guarantees a coding gain 

of 1,3 dB comparing to QR(23, 12, 7) code. 
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Fig. 5: PHR Chase performances for some QR codes of 

lengths up to 71. 

In order to show the efficiency of our proposed 

concatenation scheme, we plot the results of performance 

comparisons guaranteed by PHR Chase with those of several 

other competitors. In Fig. 6(a), we plot the error correction 

performances of PHR Chase, SD1 [23], PHR-ARDecGA 

[35], Chase-HSDec [33], PHR-SPDA [35] and ocGAD [37] 

for the BCH(63, 51, 5) code. From this Fig. we deduce that 

from SNR equal to 4 dB, the correction performances of PHR 

Chase exceed those of all other competitors studied for this 

code. Also, a coding gain of 0,5 dB is guaranteed by PHR 

Chase compared to the first successor who is ocGAD. 

The performance comparison results of the PHR Chase 

decoder with those of cGAD, PHR-HSDec, PHR-SPDA, 

PHR-BM and SDHT for BCH(63, 45, 7) code have been 

plotted in Fig. 6(b); this Fig. shows that the correction 

performances provided by PHR Chase are the same as those 

of PHR-HSDec and they exceed those guaranteed by the other 

decoders. For example for a BER=10
-5

, PHR Chase ensures a 

coding gain of about 1,1 dB compared to SDHT and 

PHR-SPDA decoders and for a BER=10
-4

, PHR Chase 

guarantees a coding gain of approximately 1.6 dB compared 

to cGAD decoder. 

In Fig. 7(a) and 7(b), we represent respectively a 

comparison of the performances of the PHR Chase , 

PHR-SPDA and Chase-HSDec decoders for the BCH(63, 39, 

9) code and another for PHR Chase, Chase HSDec, HR and 

SDHT for the QR(31, 16, 7) code. 
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Fig. 6 : Performances comparison of PHR Chase with (a) 

SD1, PHR-ARDecGA, Chase-HSDec, PHR-SPDA and 

ocGAD decoders for BCH(63, 51, 5) code; (b) cGAD, 

PHR-HSDec, PHR-SPDA, PHR-BM, SDHT s = 5 

decoders for BCH(63, 45, 7) code 

a 

0 1 2 3 4 5 6
10

-5

10
-4

10
-3

10
-2

10
-1

10
0

SN R

B
E

R

 

 

PH R Chase

PH R-SPD A

Chase-H SD ec

 
b 

1 2 3 4 5 6 7
10

-5

10
-4

10
-3

10
-2

10
-1

SN R

B
E

R

 

 

PH R Chase

Chase-H SD ec

H R

SD H T

 

Fig. 7 : Performances comparison of the PHR Chase with 

(a) PHR-SPDA and Chase-HSDec decoders for BCH(63, 

39, 9) code; (b) Chase-HSDec, HR and SDHT decoders 

for QR(31, 16, 7) code. 

In Fig. 8, we plot the comparison results of the error 

correction performance of the PHR Chase, PHR-SPDA, 

cGAD, and Shakeel [38] decoders for the quadratic residue 

code of length 71. From this Fig., we deduce that the PHR 

Chase and PHR-SPDA decoders guarantee the same 

performances for the studied code and their performances far 

exceed that of other competitors. For example, the coding 

gain guaranteed by PHR Chase and PHR-SPDA is about 1,6 

dB for  BER=10-4 compared to competitors. 
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Fig. 8: Performances comparison of the PHR Chase with 

PHR-SPDA, cGAD and Shakeel decoders for QR(71, 36, 

11) code. 

In order to show the importance of the proposed 

concatenation, we have studied the performances of the HR 

without Chase, those of Chase without HR and those of the 

proposed concatenation for BCH(31, 21, 5), BCH(31, 16, 7), 

BCH(63, 51, 5) and QR(31, 16, 7) codes. In Fig. 9(a), 9(b), 

10(a) and 10(b), we compare the decoding qualities of HR, 

Chase-2 and PHR Chase decoders respectively for BCH(31, 

21, 5), BCH(31, 16, 7), BCH(63, 51, 5) and QR(31, 16, 7) 

codes. 
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Fig. 9 : Performances comparison of HR, Chase-2 and 

PHR Chase decoders for (a) BCH(31, 21, 5) code; (b) 

BCH(31, 16, 7) code 
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Fig. 10 : Performances comparison of HR, Chase-2 and 

PHR Chase decoders for (a) BCH(63, 51, 5) code; (b) 

QR(31, 16, 7) code 

From Fig. 9 and 10, we deduce that with the serial use of 

the two decoders we can amply improve their error correction 

performances compared to the case where each decoder is 

used individually.  

The best performance guaranteed by the concatenation 

scheme and also the added value of using two serial decoders 

clearly show the success of this idea. 

IV. TEMPORAL COMPLEXITY STUDY 

Fig. 9 and 10 show that we have been able to guarantee 

much better performances than in the case of using Chase-2 or 

HR algorithms individually. The temporal complexity of the 

PHR Chase decoder equals the sum of those of the decoders 

that compose it. The complexity of PHR Chase equals to the 

sum of the complexities of HR partially exploited and that of 

Chase-2. 

Let M be the number of dual code word used in the HR 

decoding, t the code correction capability and C(HD) is the 

complexity of the HIHO decoder used in the Chase-2 

algorithm, hence the temporal complexity of the proposed 

decoding scheme is: 
2 tC(PHR Chase) C(PHR) C(Chase 2) O(Mn 2 C(HD))         (4) 

From the formula 4, we deduce that the complexity 

depends on the three parameters M, t and C(HD), for this 

reason we propose to study practically the required execution 

time (E.T.) to execute the decoder resulting from the 

concatenation and that of HR decoder executed individually 

i.e. with all the code words of the dual code.  

The results of this study are shown in Fig. 11 and 12 

where we have respectively plotted the evolution of the 

execution time ratio (ETR) 

E.T.of PHR Chasealgorithm
ETR=

E.T. of HR algorithm
, and the rate of 

reduction of the execution time (RRET) guaranteed by the 

proposed decoding scheme for the BCH(31, 21, 5), BCH(31, 

16, 7), BCH(63, 51, 5) and QR(31, 16, 7) codes with SNR 

values vary between 1 dB and 5 dB. 
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Fig. 11 : ETR evolution for BCH(31, 21, 5), BCH(31, 16, 

7), BCH(63, 51, 5) and QR(31, 16, 7) codes. 
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Fig. 12 : RRET guaranteed by PHR Chase for BCH(31, 

16, 7), BCH(31, 21, 5), BCH(63, 51, 5) and QR(31, 16, 7) 

codes 

From Fig. 12, we can notice that with the proposed 

concatenation scheme, the rate of reduction of the execution 

time (RRET) is: 

 Reduced by about 94% for BCH(31, 16, 7) code, and it has 

a stable appearance with SNR variation. 

 Between 74% and 83% for BCH(31, 21, 5) code, and it is 

growing in parallel with the values of SNR. 

 Between 68% and 81% for QR(31, 16, 7) code, and it is 

growing in parallel with the values of SNR. 

 Between 75% and 79% for BCH(63, 51, 5) code. 

The RRET comparison results clearly show the effect of the 

proposed concatenation on the execution time of the HR 

algorithm for all codes studied. 

From the analysis of error correction performance, 

comparisons with competitors and the study of the temporal 

complexity of the proposed decoding scheme we can 

confirm the great success of the concatenation idea. 

V. CONCLUSION 

In this paper, we have presented a fast and efficient decoder 

developed from a serial concatenation between the Hartmann 

and Rudolph algorithm and Chase-2 algorithm; we have 

applied it successfully to decode several linear codes. The 

simulation and comparison results show that the proposed 

PHR Chase guarantees very good performances compared to 

some competitors. The number of used codewords in the 

decoding process is very small, which has allowed us to 

alleviate in a very powerful way the temporal complexity; for 

example, by applying our decoding scheme to the BCH(31, 

16, 7) code, we were able to reduce the execution time of the 

HR algorithm by 94%. The best results of PHR Chase will 

open new way for the artificial intelligence algorithms in the 

coding theory field. 

REFERENCES 

1. K. Knight, "Decoding complexity in word-replacement translation 

models", Computational Linguistics, v.25 n.4, pp. 607-615, Dec. 1999. 

2. E. R. Berlekamp, R. J. McEliece, and H. C. A. van Tilborg, "On the 

inherent interctability of certain problems", IEEE Transactions on 

Information Theory, 24:384-386, 1978. 

3. G. C. Clarck and J.B Cain, "Error-Correction Coding for Digital 

Communication", New York Plenum. 1981. 

4. Reed, I. S., Yin, X., Truong, T. K. and Holmesd, J. K.: "Decoding the 

(24, 12, 8) Golay code", Proc. IEE Inst. Elec. Eng., 1990, 137, (3), pp. 

202-206 

5. Reed, I. S., Yin, X. and Truong, T. K.: "Algebraic decoding of the (32, 

16, 8) quadratic residue code", IEEE Trans. Inf. Theory, 1990, 36, (4), 

pp. 876-880 

6. Reed, I. S., Truong, T. K., Chen, X. and Yin, X.: "The algebraic 

decoding of the (41, 21, 9) quadratic residue code", IEEE Trans. Inf. 

Theory, 1992, 38, (3), pp. 974-985 

7. He, R., Reed, I. S., Truong, T. K. and Chen, X.: "Decoding the (47, 24, 

11) quadratic residue code", IEEE Trans. Inf. Theory, 2001, 3, 47, (3), 

pp. 1181-1186 

8. Berlekamp, E. R.: "Algebraic Coding Theory", rev. ed., Aegean Park 

Press (1984).  

9. Massey, J. L., "Shift-register synthesis and BCH decoding", In IEEE 

1969 Transaction on Information Theory IT-15 vol.1, 122–127 (1969)  

10. M.P.C. Fossorier and S. lin, "Soft decision decoding of linear block 

codes based on ordered statistics", IEEE Transaction on Information 

Theory, 184 :1379–1396, September 1995. 

11. D. Chase, "Classes of algorithms for decoding block codes with 

channel measurement information", IEEE Transaction on Information 

Theory, 18 :170–181, January 1972. 

12. C. R. P. Hartmann and L. D. Rudolph, "An Optimum 

Symbol-by-Symbol Decoding Rule for Linear Codes", IEEE 

Transactions on Information Theory, Vol. 22, pp. 514-517, Sept. 1976. 

13. F. J. MacWilliams, "Permutation decoding of systematic codes", Bell 

System Tech. J., 43:485–505. 1964. 

14. Wolfmann, J., "A permutation decoding of the (24, 12, 8) Golay code", 

IEEE Trans. Inf. Theory, 1983, 5, IT-29, pp. 748-750. 

15. M. Askali, S. Nouh and M. Belkasmi, "A soft decision version of the 

permutation decoding algorithm", International Workshop on Theory 

of Numbers, Codes, Cryptography and Communication Systems, 

26-28 April, Oujda-Morocco, 2012.  

16. S. Nouh and B. Aylaj, "Efficient Serial Concatenation Of Symbol By 

Symbol and Word by Word decoders", International Journal of 

Innovative Computing, Information and Control, volume 14, N°5, 

2018.  

17. S. Nouh, A. El Khatabi and M. Belkasmi, "Majority voting procedure 

allowing soft decision decoding of linear block codes on binary 

channels", International Journal of Communications, Network and 

System Sciences, N° 9, Vol 5, 2012. 

18. S. Nouh, I. Chana and M. Belkasmi, "Decoding of Block Codes by 

using Genetic Algorithms and Permutations Set", International Journal 

of Communication Networks and Information Security , Vol. 5, No. 3, 

December 2013. 

19. A. Berkani, M. Azouaoui, M. Belkasmi, and B. Aylaj, "Improved 

Decoding of linear Block Codes using compact Genetic Algorithms 

with larger tournament size", International Journal of Computer 

Science Issues, Vol. 14, No. 1, 2017. 

20. H. Maini, K. Mehrotra, C. Mohan, and S. Ranka, "Soft decision 

decoding of linear block codes using genetic algorithms", in IEEE 

International Symposium on Information Theory, p. 397, Trondheim , 

Norway, 1994. 

 

 



International Journal of Recent Technology and Engineering (IJRTE) 

ISSN: 2277-3878, Volume-8 Issue-5, January 2020 

371  

 

Published By: 

Blue Eyes Intelligence Engineering 

& Sciences Publication  

Retrieval Number: E5840018520 /2020©BEIESP 

DOI:10.35940/ijrte.E5840.018520 

 
 

 
 

 

 

21. A. Azouaoui, M. Belkasmi, and A. Farchan, "Efficient Dual Domain 

Decoding of Linear Block Codes Using Genetic Algorithms", Hindawi 

Publishing Corporation, Journal of Electrical and Computer 

Engineering, Vol. 2012, Article ID 503834, 2012. 

22. A. Azouaoui, I. Chana and M. Belkasmi, "Efficient Information Set 

Decoding Based on Genetic Algorithms", International Journal of 

Communications, Network and System Sciences, Vol. 5, No. 7, pp. 

423-429, 2012.  

23. B. Jung, T. Kim and H. Lee., "Low-Complexity Non-Iterative 

Soft-Decision BCH Decoder Architecture for WBAN Applications", 

Journal of Semiconductor Technology and Science Vol.16, No 4, 2016 

24. Y. Lin, H. Chang, and C. Lee, "Improved High Code-Rate Soft BCH 

Decoder Architectures with One Extra Error Compensation", IEEE 

Transactions on Very Large Scale Integration Systems Vol. 21, No 11, 

2103. 

25. T. Kim and H. Lee, "High-performance Syndrome-based SD-BCH 

Decoder Architecture using Hard-decision Kernel", Journal of 

Semiconductor Technology and Science, Vol.18, No 6, December 

2018. 

26. I. Be’ery, N. Raviv, T. Raviv and Y. Be’ery, "Active Deep Decoding of 

Linear Codes", arXiv:1906.02778v1  [cs.IT]  6 Jun 2019. 

27. W. Xu, Z. Wu, Y. Ueng, X. You and C. Zhang, "Improved Polar 

Decoder Based on Deep Learning", 978–1–5386–0446–5/17/$31.00 

©2017 IEEE. 

28. E. Nachmani, Y. Be’ery and D. Burshtein, "Learning to Decode Linear 

Codes Using Deep Learning", Fifty-fourth Annual Allerton Conference 

Allerton House, UIUC, Illinois, USA September 27 - 30, 2016. 

29. L. P. Lugosch, "Learning Algorithms for Error Correction", McGill 

University, Montréal, Québec, Canada, April 2018. 

30. Chen, Y., Huang, C. and Chang, J. "Decoding of binary quadratic 

residue codes with hash table", IET Common, Vol.10 No 1, pp. 

122–130, 2016.  

31. Huang C.F. and Cheng WR., Yu C. "A Novel Approach to the 

Quadratic Residue Code", Advances in Intelligent Information Hiding 

and Multimedia Signal Processing, Smart Innovation, Systems and 

Technologies, Vol. 64. Springer, Cham, 2017. 

32. M. S. El kasmi Alaoui, S. Nouh and A. Marzak, "Two new fast and 

efficient hard decision decoders based on Hash techniques for real time 

communication systems". 2nd International conference on Real Time 

Intelligent Systems (RTIS 2017) 18-20 October 2017, University 

Hassan II, Casablanca. 

33. M. S. El kasmi Alaoui, S. Nouh and A. Marzak, "A low complexity soft 

decision decoder for linear block codes", The 1st International 

Conference on Intelligent Computing in Data Sciences (ICDS 2017) 

18-19 December 2017, EST Meknes. 

34. M. S. El kasmi Alaoui, S. Nouh and A. Marzak: "High Speed Soft 

Decision Decoding of Linear Codes Based on Hash and Syndrome 

Decoding", International Journal of Intelligent Engineering and 

Systems, Vol.12, No.1, 2019. 

35. M. S. El kasmi Alaoui, S. Nouh and A. Marzak, "Fast and efficient 

decoding algorithm developed from concatenation between a 

symbol-by-symbol decoder and a decoder based on syndrome 

computing and hash techniques", The 1st International Conference on 

Embedded Systems and Artificial Intelligence ESAI’19 May 02 Fsdm, 

Usmba Fez Morocco, 2019. 

36. H. Faham, M. S. El Kasmi Alaoui, S. Nouh and M. Azzouazi, "An 

efficient combination between Berlekamp-Massey and Hartmann 

Rudolph algorithms to decode BCH codes", Periodicals of Engineering 

and Natural Sciences, Vol.6, No.2, pp.365-372, December 2018.  

37. A. Azouaoui, A. Berkani and M. Belkasmi, "An Efficient Doft 

Decoder of block codes based on Compact Genetic Algorithm", 

arXiv:1211.3384, 2012. 

38. I. Shakeel, "GA-based Soft-decision Decoding of Block Codes", IEEE 

17th International Conference on Telecommunications, pp.13-17, 

Doha, Qatar, 4-7 April 2010. 

AUTHORS PROFILE 

 Moulay Seddiq EL KASMI ALAOUI 

received his Master in Networks and Systems in 

2010 from Hassan I University, Faculty of Sciences 

and Technology Settat, Morocco. Currently he is 

doing his PhD in Computer Science at TIM Lab, 

Faculty of Sciences Ben M’Sik, Hassan II 

University, Casablanca, Morocco.  

 

 

 

 

 

Issam Abderrahman JOUNDAN received his 

Master  in  networks and telecommunications in 

2011 from  University  of  Chouaib Doukkali,  El 

Jadida, Morocco.  Currently he  is  doing  his  PhD  

in  Computer  Science at TIM Lab, Faculty of 

sciences Ben M'Sik, Hassan II university, 

Casablanca, Morocco.  His areas of interest are 

Information and Coding Theory. 

 

Said NOUH is a professor at Faculty of sciences 

Ben M'Sik, Hassan II University, Casablanca, 

Morocco. He had PhD in computer sciences at  

ENSIAS  (National School of Computer Science 

and Systems Analysis), Rabat, Morocco in 2014.  

His current research interests telecommunications, 

Information and Coding Theory. 

 

Abdelaziz MARZAK is a professor at 

Faculty of Sciences Ben M’Sik, Hassan II 

University, Casablanca, Morocco. He obtained his 

Doctoral Thesis at ENSIAS (National School of 

Computer Science and Systems Analysis), Rabat, 

Morocco in 2001. Among his responsibilities, he 

holds the position of Director of the Laboratory of 

Information Technology and Modeling (LTIM). 


