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PREFACE
This book is written for engineers involved in the operation, control, and

planning of electric power systems. In addition, the book provides information and
tools for researchers working in the fields of power system security and stability. The
book consists of two volumes. The first volume provides traditional techniques for the
stability analysis of large scale power systems. In addition, an overview of the main
drivers and requirements for modernization of the traditional methods for online
applications are discussed. The second volume provides techniques for online security
assessment and corrective action studies. In addition, the impact of variable generation
on the security of power systems is considered in the second volume. The first volume
may be considered as a background builder while the second volume is intended for
the coverage of edge techniques and methods for online dynamic security studies. 

The book covers some essential aspects related to the fast and online assessment
of the dynamic security and stability of large-scale interconnected power systems. In
addition, the impact of grid-connected variable renewable energy sources on the
transient stability of power systems. Corrective actions for transient stability
preservation and restoration are also presented with a focus on the load shedding for
restoring and enforcement of power system stability. For these targets, the
minimization of load shedding is considered as a techno-economical solution for
solving stability problems associated with a sudden drop in the power generation.
These sudden drops may be caused by several reasons such as forced outage of
generating units, or the intense reductions in the renewable resources.  The load
shedding minimization for dynamic security preservation is also considered in this
book.  

One of the major problems associated with the fast and online studies of power
system transient stability and dynamic security is the massive dynamic order of the
models of large-scale interconnected systems. Therefore, dynamic model reduction is
considered as a vital tool for facilitating a fast and efficient platform for power system
studies especially for online applications. The most commonly used practical
technique by power utilities  to derive  reduced  electromechanical models  of large
interconnected power  systems  is  based on the  concept of  coherency  and
dynamic aggregation. Therefore, this technique is adopted in this book. In addition, the
concept of remote areas is introduced for the maximization of the model reduction
considering the dissipation effect.  

Two methods are presented for the construction of the coherency-based
electromechanical equivalence. The first method is presented in the first volume and it
uses the data sets of the system database for the construction of the electromechanical
equivalents. The second method is presented in the second volume and it solely uses
online measurement instead of the traditional data sets. The latter method can be



effectively executed online and this becomes possible due to the availability of
WAMS and PMUs. The WAMS and PMUs are recently introduced in power systems
for time-synchronized measurements, telemetry, and recording of critical quantities
(such as state variables, and status of components). Consequently, accurate online
analysis and management of large-scale power systems becomes possible.  An
overview of the functionality and characteristics of these systems are summarized in
the first volume of the book.

The first volume consists of three chapters and starts with a detailed overview of
the operational requirement of recent and future power systems considering the
integration of variable generation resources into the electricity grid (chapter 1). The
fundamentals and advances of power system security requirements are also presented
in chapter 1. An overview of the electromechanical equivalence techniques is
presented in chapter 2.  An improved coherency-based equivalence technique is
presented in this volume (chapter 3). The presented technique uses the traditional data
sets for the construction of the equivalence. In addition, the concept of remote areas is
introduced for the maximization of the dynamic model reduction of very large-scale
systems. Several case studies are presented for the evaluation, validation, and analysis
of the presented theories and models.  

M. EL-Shimy, May, 2015



CONTENTS
1 Introduction 7-22

1.1 Electrical energy sources and their operational characteristics 7
1.2 Power System Security: Contingency Analysis and Corrective

Actions
11

1.3 System Monitoring 15
1.4 Requirements and Concepts for Real-Time Stability Analysis 20

2 Electromechanical Equivalence for Fast and Real-time

Transient Stability Assessment Overview 23-28

2.1 Objectives and Scope 23
2.2 The need of and Methods for Equivalency 24

3 Traditional coherency-Based Electromechanical
Equivalence 29-94
3.1 Overview of the technique 29
3.2 Identification of Coherent Generators (Stage I) 30

3.2.1 Preliminary Calculations 31
3.2.2 Construction of the Linearized System Model 32
3.2.3 Solution of the proposed linearized model 35
3.2.4 Simulation of various disturbances 37
3.2.5 Coherency Identification Criteria 39
3.2.6 Coherency identification and evaluation case study 1 39

3.3 Coherency-based network reduction (Stage II)  57
3.3.1 Preliminary Calculations 58
3.3.2 Admittance to Ground and impedance of new lines 59
3.3.3 Common Bus Terminal Voltage 60
3.3.4 Network reduction for the NPCC system Case study 2 60

3.4 Dynamic aggregation of coherent generators (Stage III) 62
3.4.1 Equivalent Rotor Dynamics 62
3.4.2 Equivalent Synchronous Machine 63

3.4.3 Evaluation of the presented equivalency case study 3 63
3.5 Coherency-based electromechanical equivalence case study

4
67

3.6 The concept of remote areas and their equivalency treatment 83
3.6.1 Treatment of Remote Areas 83
3.6.2 Validation of Equivalent of RA in Large-Scale Power

System Case study 5
84

3.7 Recent and future security requirements   92
Appendix: Nomenclature for volume 1 and volume 2
References

95-97
98-106





CHAPTER 1

INTRODUCTION

1.1 ELECTRICAL ENERGY SOURCES AND THEIR OPERATIONAL

CHARACTERISTICS

Generally, electrical energy is produced through energy conversion processes. 

In these processes, the naturally available energy resources such as fossil fuels or wind

resources are converted into electrical energy. The conversion processes are handled

by man-made energy production technologies such as steam-turbine generators

(STGs) or wind turbine generators (WTGs). The main functions of an energy

production technology are to capture the primary energy resource, converting it to

electrical energy, and controlling the produced energy to fulfil the load or grid-

interconnection requirements. An electrical grid also contains technologies for other

functions such as protection, control, energy transport to load, monitoring,

communication, and energy storage devices. Although each energy resource is of a

unique type, there are many energy production technologies that convert that energy

resource to a useful energy (such as electricity or heat). Fig. 1.1 illustrates some

example of the primary energy resources and their methods of conversion to

electricity.  

Fig. 1.1: Conversion of primary energy resources to electrical energy



From operational points of view, energy sources can be characterized by several

indices [1]. These indices include the intermittency, variability, dispatchability (or

manoeuvrability), resource predictability, controllability, and capacity factors. The

intermittency describes the extent to which an energy source unintentionally

unavailable. The variability describes the extent to which the output of an energy

source is changed in an uncontrollable and undesired way. The predictability describes

the extent to which a correct prediction or forecast of an energy resource is possible. 

The dispatchability describes the capability of an energy source to change its output on

demand. The dispatchability level of an energy source is highly dependent on the

nature of the primary energy resource and the energy storage possibility. Resources of

low intermittency and low variability and high predictability results in high

dispatchability of the energy source. Generally, the dispatchability of storable energy

resources such as fossil fuels is very high in comparison with non-storable energy

resources such as wind and solar. The quickens of on-demand output changes of a

dispatchable energy source is highly dependent on the adopted energy conversion

processes, the controllability, and the capacity of the energy source. For example, 

large nuclear power plants do not provide fast manoeuvrability in comparison with

small STGs; the MW/s rate limit of small STGs is very high in comparison with

nuclear power plants. Therefore, the appropriate energy mix should be managed for

supplying the power system demand.  

Fig. 1.2 illustrates a generic load curve and a suggested energy mix [2]. The

figure shows three distinct zones of the load curve. These zones are the base load, the

mid-range load, and the load peaking. The main difference between these zones is the

rate of change of the load. The base load is characterized by an almost constant load

while moderate rate of change of the load is available in the mid-range zone. Highest

rate of change of the load and smallest duration characterize the load peaking zone. 

According to the characteristics of various loading zones, appropriate energy sources

are selected to supply each zone. The selection is mainly based on the MW/s rate limit

capability of the generating units. 

The primary energy resources can be classified according their capability of

replenishment into two broad categories; non-renewable (or conventional) and

renewable energy resources [3, 4]. The renewable energy resources can be classified

according to their variability; resources such as wind, solar, and tidal energies are

highly variable while resources such as biomass, and hydro energies are of low

variability. The differences in the variability level of various energy resources

significantly affect the dispatchability of the energy sources. In addition, variations of



the output power of a given energy source decreases with the decrease in the energy

resource variability, and intermittency. The unexpected chances of significant changes

in the power output of a given resource are reduced with the improvement in the

resource predictability. 

Fig. 1.2: Daily load fluctuations and energy mix

Sudden or large reductions in the energy production in power systems can be

attributed to three main causes. These causes are shortage or sudden reduction of the

primary energy resources, and forced outage of generating units. These issues are not

only highly possible in variable renewable energy sources, but also possible in

conventional energy sources, especially when the primary energy source is limited and

not continuously available. Large changes or swings in the power production affects

the security, reliability, power quality, and stability of power systems. Therefore, 

contingency analysis as well as corrective actions should be made for keeping the

system operationally intact [5]. 

Although conventional energy sources provide better operational characteristics

in comparison with renewable energy sources, their use causes drain of the

international fossil resources as well as severe ecological impacts. Conventional

energy resources are distributed in an uneven way throughout the world. In addition,

their global reserve is continuously reduced. This causes a major worldwide energy



security threats. In addition, the excessive use of fossil fuels significantly contributes

in many critical international problems such as global warming, acid rains, and health

degradation of living creatures. Therefore, there is a global trend using renewable

resources as power sources instead of fossil fuels; however, integration of large

amounts variable renewable sources into power systems is expected to cause some

critical problems due to their inherent variability as described earlier. Recent and

current researches are struggling in finding ways for reducing the variability of

renewable energy sources [1]. Suggested ways include geographical diversity, storage, 

renewable hydrogen-based systems, and interconnections. In addition, energy use

reduction and energy efficiency enhancement are among the salient approaches for

energy consumption minimization [6 - 9]. 

From a technological point of view, renewable energy sources should provide

specific minimum requirements to be integrated with power grids [10 - 17]. These

requirements are usually called grid-

specification which defines the parameters a facility connected to a public electric

network has to meet to ensure safe, secure, and economic operation as well as proper

Generally, a facility is any component connected to the

grid. This includes generating plants, load equipment, transmission and distribution

(T&D) facilities, and other networks. There are several grid codes that should be

considered when integrating facilities to power grids. These codes include planning

codes, operation codes, connection codes, data communication codes, and balancing

codes [11]. Regardless the natural variability of most renewable energy resources, 

technological advances in renewable energy approaches a level at which new wind

energy and solar energy technologies fulfil most of the grid codes. In addition, the

recent technologies provide operational capabilities close to the conventional

generators. From economical point of view, renewable energy sources specially wind

and solar energy systems are currently with competitive lifetime costs in comparison

with conventional energy costs [18 - 25].

The placement criteria of energy sources in a power grid is dependent on the

energy source type. Conventional energy sources are usually placed as close as

possible to the load centers. On the other side, the placement of renewable sources is

mainly dependent on the availability of the renewable resource. On many occasions, 

locations with rich renewable resources are remotely located with respect to load

centers. In these cases, renewable sources are usually connected to the grid via long

transmission systems that presents weak links [14, 26, 27]. Generally, a transmission



link interconnecting two areas (or systems) is said to be weak if its capacity less than

the capacity of the smaller area (or system) by about 15 20% [28].

1.2 POWER SYSTEM SECURITY: CONTINGENCY ANALYSIS AND

CORRECTIVE ACTIONS

Power system security [5, 29 - 34] may be defined as the continuous ability of

the power system to keep all the system limits not violated with minimum interruption

to the supplied loads. The main target of the power system security is to keep the

system intact under normal and disturbed conditions. Therefore, the successful

security system should minimize the impact of disturbances on the operation,

economics, and power quality of power systems. In addition, an acceptable system

security level guarantees the immunity of power system to disturbances and makes the

system defensive. Therefore, secure operation of power systems requires the

integration of all practices designed for keeping acceptable system operation when

components fail. 

Power system security covers both static and dynamic phenomena. Therefore, 

the security analysis is usually categorized to static (or adequacy) and dynamic

security [5, 31]. The static security considers the impact of static or slow changes in

the system limits while the dynamic security considers the impact of disturbances (or

contingencies) on the system. The core definition of the dynamic security and stability

is the same, but the security is a wider term than stability [29]. The stability is defined

as [36] the ability of an electric power system, for a given initial operating condition, 

to regain a state of operating equilibrium after being subjected to a physical

disturbance, with most system variables bounded so that practically the entire system

remains intact

the integrity of a power system and assessment of the equilibrium state from the point

of view of overloads, under- ].

The system limits define the normal operation of power systems. These limits or

constraints can be classified into two categories; the equality and inequality

constraints. In addition, the system limits may be classified according to their origin

into intrinsic and operating range limits. The equality constraints basically represent

the load flow equations while the inequality constraints represent the allowable range

of acceptable operation of various components in the system. In fact, the intrinsic and

operating range limits elaborates the inequality constraints associated with a specific

component. The intrinsic limits of an equipment are determined basically from the



design and characteristics of the equipment. The operating range limits are generally

less than the intrinsic limits and they are limited by the fulfilment of the overall

operational requirements of the system. For example, consider a simple hypothetical

system where an off-grid generating plant supplies a load center via a short

transmission line with negligible impedance.The generator is capable of producing a

voltage magnitude at its terminal in the range 85% - 115% while the load requires a

voltage magnitude in the range 95% - 105%.  In this case, the generator voltage limits

present the intrinsic limits of the generator and they are mostly related to its design. 

Successful operation requires that the voltage magnitude at the load bus should not be

violated. Therefore, the operating range limits of the generator bus-voltage magnitude

becomes equal to the load requirements (i.e. 95% - 105%). It is worthy to be

mentioned that the 95% - 105% voltage limits present an intrinsic limit as viewed from

the load perspective. It is also important to know that the operating range limits should

not violate the intrinsic limits of any component within a system. Otherwise, the

system will be incapable of fulfilling the operational requirements. Both intrinsic and

operating range limits are not absolute constants. The intrinsic capability limits usually

decline with time due to degradation of the equipment. For example, the annual output

degradation rate of PV systems is about 0.7% [35]. The degradation may be attributed

to the aging, operational stresses, and maintenance quality. The operating range limits

are also variable. For example, the ampacity (or ampere capacity or current limits) of a

cable are highly dependent on the temperature of its surroundings. The ampacity limits

are usually increased during the winter and decreased during the summer. This is for

avoiding over-temperature of the cable insulation.  

Recalling that in the normal operation of a power system, all the inequality and

equality constraints of the system are satisfied. In addition, the system security

requires a minimum available, reserve margin [5] (see Fig. 1.2). Power system security

may also be defined as the ability of the system to withstand credible contingencies

without violating the normal operation limits. A system operating under normal

conditions is also said to operate in the normal state. The security strength of the

system is usually defined by the maximum number of time-independent, and

simultaneous disconnection of major system components (such as generators, 

transformers, and line) without affecting the normal operation of the system. Defining

N as the minimum number of components required to supply the system peak load

(see Fig. 1.2). A system with an N-k security criterion is a system in which k

components may be simultaneously disconnected and the system will be able to fulfil

the normal state requirements in the post-contingencies time. Due to investment



constraints, power systems are usually designed according to the N-1 security criterion

[32]. The normal state is a secure state and a system operating in the normal state is

said to be intact.  

Deviations from the normal state requirements cause the system operation to

move to insecure operating states. These deviations are mainly caused by

contingencies which are stochastic and unexpected events; however, the rate of

contingencies may be reduced for example by proper maintenance of components. 

Four insecure operating states can be realized [29 35, 37]. These states are the alert,

emergency, extreme (or collapse), and restoration states. Fig. 1.3 illustrates the main

operational characteristics of these states, and the interrelations between them. This

figure is usually called the state transition diagram. Table 1.1 summarizes the

characteristics of various states, some causes of state transitions, and examples of the

corrective actions for each state. The nomenclature used in the table is illustrated in

Fig. 1.3.  

Fig. 1.3: State transition diagram

Details about various states are available at [29 35, 37]; however, it is worthy to be

mentioned here that an intact system is capable of providing power balance. If the



power balance could not be achieved, then the system becomes not intact.

Consequently, the synchronization of generators upsets. Therefore, the system

frequency protection devices will split the system into parts or islands; the situation is

called islanding and it is within the extreme state. The frequency and power balance

conditions in each island are different and abnormal. Therefore, system blackout or

unintentional brownout is usually detected. Delay is activating the possible corrective

actions while the system is in the emergency state may be the main cause of the

transition to the extreme state. 

Table 1.1: Summary of operating states and state transitions

State
E I N-1 N Intact

system
Causes of transition
from normal state

Corrective actions

Normal Yes - -
Alert x Yes Constraints are near

their limits. 
Examples, reduction

in the reserve
margin or bus

voltage close to the
limits. 

Preventive control. 
Examples, startup of
non-spinning reserve

or switching on
compensators
respectively. 

Emergency  x x x Yes Severe disturbances. 
Example, short-
circuit faults or

cascaded ouages. 

Emergency control
actions (heroic

measures). 
Example: fast fault

isolation or operation
of reclosers. 

Extreme  x x x x No Delayed or
unsuccessful

emergency control
actions. Severe

power imbalance. 

Heroic and remedial
actions such as load
shedding, generator
trip, or intentional

islanding for keeping
power balance. 

Restoration  x x x No Attempt of restoring
the system to the
normal state or at
least to the alert

state. 

Manual or automated
reinsersion of

generators and loads. 
The inequality

constraints should be
kept satisified during
the entire restoration

process. 



Generally, delayed or unsuccessful corrective actions during the operation in

any state may lead to severe consequences. Therefore, any security programme

includes a contingency analysis block. The contingency analysis is an investigative

simulation of hypothesized contingency for evaluating their impact on the system

security. On the other hand, the corrective action analysis is the process of figuring the

possible actions that may be taken for overcoming the consequences of security

upsetting contingencies. The corrective action analysis works in two distinct modes. 

The first mode operates for solving the problems found by the contingency analysis. 

Therefore, this mode is offline while the second mode operates in real time operation

for securing the system during its real-time operation. The contingency analysis and

the corrective action analysis require the simulation of the system. Therefore, an

accurate system model should be available. In addition, the results obtained from these

analyses are highly dependent on the accuracy of the system model. Real-time models

of a power system require centralized real-time data collection available from local

measuring and monitoring devices at each system component. Therefore, telemetry is

required for communication within the system and for estimating its state. The next

section discussions about local and centralized measurements and telemetry will be

given. Modelling levels and simulation for contingency analysis and simple numerical

examples, including corrective actions are available at [5]. 

1.3 SYSTEM MONITORING

The main challenge in performing a meaningful real-time analysis of power

system is to have a real-time model. System monitoring may be considered as the

backbone of system security [10, 31, 38, 39]. In addition, real-time modelling of

power system is essentially dependent on the system monitoring. This is because the

monitoring provides up-to-date real time information about the operating conditions of

power systems [5]. The term real-time model may be defined as a snapshot of the

system. This snapshot includes the redundant measurements of critical quantities, 

estimated system topology, and estimated variables and parameters. The quality of a

model is determined by its accuracy of simulating the physical system. In addition, the

value of the studies and the conclusions derived from a model is essentially dependent

on the quality of the model. 

Generally, the term electrical power system describes a collection of devices

that integrated together for providing a system that generate, transmit, distribute, and

utilize electrical power. The term instrumentation and control (I&C) refers to a

collection of devices for monitoring, control, and protection of power systems [38,



39]. Innovative Electronic Devices (IEDs) perform I&C functions, monitoring, data

storage, and data analysis for a specific equipment, These IEDs are usually integrated

with Human Machine Interfaces (HMIs) that provide PC-based software tools that

communicate with the IEDs. The HMIs also provide additional data analysis and

storage as well as facilitate the data to the operators. The monitoring and analysis of an

integrated IED system comprise six data types [38]. These data types are illustrated in

Fig. 1.4. 

Fig. 1.4: Data types of IED systems



Regardless of its size and geographical extent, power systems must contain

telemetry systems. These systems comprise a collection of devices for monitoring

critical quantities and simultaneously transmitting these quantities to a central

location. These quantities may include voltages, currents, power flows, status of

circuit breakers, frequency, generator unit output, and tap positions of transformers. 

Old substations are usually equipped with Remote Terminal Units (RTUs). These units

perform two functions; collecting the infield measured data and transmitting them to

the control centers. Due to their relative capabilities and costs, the IEDs has recently

replaced the RTUs. It is possible to find in the same substation RTUs and IEDs

mixture connected to a Local Area Network (LAN) and a SCADA system for

performing the data communication with the control center

[40]. The communication links may be achieved by fibre optic cables, satellites, and

microwave channels. 

Integrating IEDs provide a powerful I&C system for the power system. These

integrated IED systems are capable of performing and supporting many functions such

as power system protection, automation, control, monitoring, analysis, and security. A

time synchronization command from a centralized source allows all IED devices in the

system to use the same clock value for timestamp purposes. Some system values are

captured and archived periodically to enable trending analysis. Operation control

centers usually include computers for gathering the collected telemetry data, 

processing them, checking them against restored operational and intrinsic limits. These

computers also facilitate these data to the operators and notify them in the event of

violation of any limits or events such as overloads, over voltage, and outage of lines. 

The central computers also use the collected data in conjunction with a state

estimation process for building a system model that nearly represents the real-time

physical power system. These models are available for system analysis studies such as

contingency analysis, and stability analysis as well as system operation and control

enhancement and system planning.  

The state estimation is a process by which a value is assigned to an unknown

quantity. The state estimation is based on the available system measurements. These

measurements may be limited and suffers from errors. Therefore, the main objectives

of a state estimator are to filter measurement noise, detect gross errors, estimate

unknown quantities, and provide the best estimate of the system state variables. 

Building a power system model requires at least the availability of all system state

variables which are the bus voltage magnitudes and relative bus voltage phase angles

with respect to the reference bus. Economical constraints limit the installation of



monitoring devices at all buses. In addition, measured quantities are imperfect and

suffers from measuring errors. Therefore, the state estimation provides a mathematical

tool for estimating the best estimate of system state variables. The best estimate is

usually determined based on optimized statistical criteria such as minimization of the

sum of the squares of the differences between the estimated and measured values of a

function [5, 40]. 

The direct measueremt of bus voltage magnitudes is considered as a traditional

task while measuring relative phase angles required some challenges. The main

challenge is the accurate synchronization between phase measuring devices for

providing a real-time valid relative phase angles. This synchronizations are recently

achieved through the use of Phase Measurement Units (PMUs) (also called

synchrophasor devices) which are devices that distinguished for providing

synchnoized measurement of relative phase angles of bus voltages [41]. A Phasor

Measurement U

synchronized phasor, frequency, and rate of change of frequency estimates from

As shown in Fig. 1.5, 

the needed high speed synchronization sampling is achieved by a phase-lock oscillator

along with a Global Positioning System (GPS) reference source. This provides a

synchronization accuracy of at least one microsecond. PMUs can measure the AC

power frequency (i.e. 50 Hz or 60 Hz) voltage and current waveforms at typical rate of

48 samples per cycle i.e. 2400 samples per second for 50 Hz systems and 2880

samples per second for 60Hz systems. To do so, the analogue waveforms are digitized

by analogue to digital (A/D) converters for each phase. The resultant time tagged

phasors can be transmitted to a local or remote receiver at rates up to 60 samples per

second. Fig. 1.5 illustrates the PMU operating concept and functional block diagram

of PMUs. By the time synchronized phasor measurements, synchronized Wide Area

Measurement (WAM) is now possible. It is important to be mentioned here that the

quality of the synchrophasor data are highly dependent on the accuracy of the input

and output power, timing, and communication signals of PMUs. Therefore the IEEE

Std. 1344-1995 [42] is prepared in the early stages of the use of PMUs. The objectives

of this standard include settings the requirements that ensure consistent phasor

measurements and communications.  

The Wide Area Measurement System (WAMS) technologies use the PMUs to

record and export dynamic power system synchronized high-sampling data. Although

the realization of PMU technology is relatively recent (in 1988 by Dr. Arun G. Phadke

and Dr. James S. Thorp at Virginia Tech), these technologies fill a large gap in



improving the accuracy of real-time monitoring and analysis of power systems. The

applications of PMUs in power systems are extensive [43]. In addition, the United

States Canada Task Force on the 14 August 2003 blackout [44] recommends the use

of time-synchronized data recorders to all utilities for enhancing the security of power

systems. There are many fields of applications of PMUs in power systems [46 76]. 

(a)

(b)



(c)

Fig. 1.5: PMUs; (a) Phasor measurement concept; (b) Phasor representation; (c) PMU

functional block diagram

The key feature of the use of PMUs in these applications is the online execution

in high accuracy as well as high speed. References [43, 75, 76] provide extensive

details about these applications. The applications of PMUs include, but not limited to:

1. System monitoring [45, 46],

2. Observability, state estimation, and model validation [47 - 51],

3. Security assessment [52 -54, 76],

4. Real-time stability monitoring and analysis [55 60, 74 -76],

5. Protection and adaptive protection [61 - 65],

6. Fault location [66],

7. Islandind detection [67],  

8. Online control [68 73 - 76],   

9. Real-time dynamic equivalence [60, 74], 

10.Real-time load shedding minimization [60], 

11.Restoration [75, 76],  

12.Postdistrubance analysis [60, 74 - 76].

1.4 REQUIREMENTS AND CONCEPTS FOR REAL-TIME STABILITY

ANALYSIS

The classical dynamic security analysis involves off-line simulation of the

stability of power systems as subjected to hypothetical set of contingencies. This kind

of analysis is repeated for various possible topologies and operating conditions of the

power system. Topologies can be changed, for example, when some components are

taken out of service for performing maintenance (i.e. scheduled outages) or outage of

some components due to faults (i.e. forced outages).The operating conditions changed,

for example, due to changes in the systems loading or transactions between

interconnected systems. For this scope and purpose, time-domain simulation of power

systems using most of the available soft-tools such provide an efficient tool for

performing the dynamic security analysis regardless of the relatively long time needed

for the simulation and analysis of the results. 



In real-time applications, dynamic security analysis becomes a complex task

due to several reasons. These reasons include the time-domain based simulation time, 

which may be longer than the real-time dynamic changes and their real-time

consequences especially in large-scale interconnected power systems. The extraction

of the useful results from time-domain simulations and their interpretation as well as

the follow up by the system operators adds also to the complications of the real-time

dynamic security assessment. Another big challenge is the accuracy of the dynamic

models used in the simulation as well as the inherent uncertainty of these models even

if excellent state estimators are adopted. Construction of extensive dynamic models

containing significant uncertainty makes the outcomes of the time-domain simulation

with doubtful reliability.

Another critical point to be considered is the corrective and preventive actions

that should be taken in real-time operation for keeping the system in a secure state; for

example the normal or alert states shown in Fig. 1.3. The time here is very precious as

cascaded outages or even blackouts are probable if the system operating conditions are

vulnerable to instability conditions. Therefore, consuming much time in the

assessment of the dynamic security makes the entire assessment process valueless; the

assessment of a potential even may develop system instability before taking feasible

corrective actions of even completing the security assessment. Therefore, the security

assessment and consequently the risk of instabilities must be predicted fast enough for

providing and implementing feasible corrective actions for preventing instabilities. In

comparison with the time-domain based dynamic security assessment methods, faster

methods for prediction and prevention of instability of power systems are urgently

needed for preventing blackouts. A good approach for handling the security

assessment task is the use of dynamic equivalence of power systems. The equivalence

provides significantly reduced order models for the power systems in comparison with

its detailed representation. Therefore, the equivalency can contribute in reducing the

time needed for the time-domain simulation of power systems. If an SMDE of an

interconnected power can be constructed such that its accuracy is high and its

construction time is very low in comparison with the timeframe of the transient

stability of power systems (less than several seconds), then the energy function based

methods such as the EAC can be used. The use of the EAC in the dynamic security

assessment and in prediction of instability risks is expected to significantly reduce the

security assessment duration and enhance the overall security of the systems. In this

book, two methods for dynamic equivalency for fast stability assessment of power

system are presented. The first method is the traditional coherency-based dynamic



equivalence while the second method is the measurement-based dynamic equivalence

method. The second method is also based on the coherency of generators; however, 

unlike the traditional method, the coherency is solely determined from measurements

instead of data sets and simulations in the traditional methods. The latter method

depends on the availability of WAMs and PMUs at selected locations in an

interconnected power system. The SMDE model will also be extracted from an

interconnected power system.  



CHAPTER 2

ELECTROMECHANICAL EQUIVALENCE FOR FAST AND

REAL-TIME TRANSIENT STABILITY ASSESSMENT

OVERVIEW

2.1 OBJECTIVES AND SCOPE

Although the power system security has two categories; static and dynamic. The

survival of the system requires simultaneous secure operation from the static and

dynamic aspects. Usually the time needed for the static contingency analysis is small

enough for considering it as a real-time function; however, the dynamic security (or

stability) analysis requires multiple order of the time needed for the static security

assessment [76]. This longer time is mainly due to excessive computation time, 

especially in large-interconnected power systems even if supercomputers are used.

There are complications associated with the dynamic modelling of power systems for

real-time stability assessment. This is because time-domain simulation of detailed

power systems requires extensive models that are mostly non-linear and differential

equations. The solution of such models results also in a huge amount of data that adds

to the complication of real-time stability assessment from the point of view of points

of interpretation of the results. Energy based function models such as the Equal Area

Criterion (EAC) [28, 81] provide a fast and accurate method for assessing the transient

stability of power systems; however, these methods are useful for the analysis of a

system with one or two machines. Therefore, their use in real systems is restricted.  

This book presents some methods for significantly reducing the time of the

dynamic security assessment process. Dynamic equivalency of power systems is

considered as the main method for reducing the time needed for the stability

assessment of power systems [74, 76 - 80]. In chapter 3, modelling and application

examples are presented for performing the traditional coherency-based equivalence of

power systems. In addition, an improved dynamic equivalency method is presented in

the second volume of the book. In this method the coherency identification and the

equivalency are mainly based on WAMs measurements that are available in most

modern utility power systems. Recent technologies for power generation, such as wind

and solar based power generators makes the standard equivalency methods face a

challenge due to several reasons. These reasons include the estimation of the inertia of



these technologies and their impact of the overall equivalent inertia. The proposed

method [60] overcomes the challenges of the equivalency of power systems that

include any mix of generating technologies. This is achieved by estimating the

equivalent inertia based only on measurements. At a selected bus, the methods are

capable of determining the equivalent dynamic model provided that the generators

within that part are suffienlty coherent. The coherency constraint is required for

ensuring the accuracy of the determined dynamic equivalent models. In the second

volume of this book, a fast method for the transient stability assessment of power

systems is presented. The method is based on the EAC which provide very fast

assessment of the transient stability of power systems; however, this method is

applicable to the Single-Machine Infinite-Bus (SMIB) system model. This simple and

accurate method is extended to cover large interconnected power system by the use of

the proposed equivalency method. Therefore, the proposed method avoids the

problems associated with the time-domain based methods and bypasses the restrictions

placed on the EEA method. It will be also clarified that the presented method

surpasses and overcomes the drawbacks associated with the Extended Equal Area

Criterion (EEAC) method [82 - 87]. In addition, the proposed equivalency method will

be presented in the second volume of the book to provide an accurate Single Machine

Dynamic Equivalent (SMDE) of a power system for use in real-time transient stability

assessment of power systems.  

2.2 THE NEED OF AND METHODS FOR EQUIVALENCY

The modelling of large interconnected power systems for realtime or even faster

transient stability simulation and dynamic security assessment arises for a number of

reasons including:

(i) Limitations on the size of computer memory, 

(ii) The excessive required computation time required,

(iii) Parts of the system that are far away from the disturbance have a little effect

on the system dynamics and it is therefore unnecessary to model them with

great accuracy, 

(iv) Often parts of large interconnected systems belong to different utilities, each

having their control centers, which treat the other parts of the system as

external subsystems, 

(v) Even assuming that the full system data is available, maintaining the relevant

databases of the data sets would be very difficult and expensive. In addition,



the topology of power systems is not fixed; however, the topology changes

with time. These changes may be due scheduled outage of components for

repair and maintenance or due to forced outages due to failures. Therefore, 

tracking the topology changes is a very complicated matter, especially for

online simulation.

These problems can be signficently reduced by considering a part of the system, 

called the internal subsystem. This part is modelled in details. Simple models referred

to as the equivalent system or simply the equivalent present the remainder part of the

interconnected system; called external subsystem. The equivalent model must

represent the linear network components (e.g. transmission lines and transformers) as

well as nonlinear components (such as synchronous generators and loads) in the

original external subsystem. Model reduction methods can be divided into three

groups [29, 30]:

(i) Physical reduction: which consists of choosing the simplest appropriate

models for the system components. The selection of the models depends on

the level of influence an individual element contributes in determining the

system response to a particular disturbance or a set of disturbances.

Generally, components that are electrically close to the disturbance are

modelled more accurately in comparison with electrically far components.

The justification of this method is based on the dissipation effect which

defines the extent or spreading of a distustance in power systems. The

dissipation level depends on the topology of power system, parameters of its

components, the geographical distance between components, the operating

conditions, and the strength of the disturbance.  

(ii) Topological reduction: which consists of either eliminating or aggregating

selected nodes in order to reduce the size of the equivalent network and the

number of generating units to be modelled.

(iii) Modal reduction: which use linearized or highly simplified models of the

external subsystem. This is usually based on eliminating or neglecting the

unexcited modes of oscillations for a given disturbance.  

Based on the type of considered study, power system equivalence can be divided into

the three main categories [33, 88, 89]. These categories are described in the following. 



(i) Equivalence for Short-Circuit Studies. Most actual short-circuit studies

consists of determining the initial symmetrical values of short-circuit

currents, then employing approximate methods to interrupt the results for

different purposes such as determining relay setting or circuit breaker duties. 

Hence, for short circuit studies, the transient performance of synchronous

generators is usually neglected. Therefore, the resulted equivalence is

completely linear and the development of equivalents concentrates on the

passive elements. 

(ii) Equivalent for Power-Flow Studies or static equivalence. The principal

information obtained from power-flow studies are the steady-state power

flow and voltage conditions. These are vital information for operation, static

security assessment, and planning of power networks. A typical situation in

which power-flow equivalent may be desired where a detailed study of

different operating conditions and of proposed system changes is to be made

in one section of a large power network while an adjoining section is to

remain essentially fixed. As power system networks does not conform with

the characteristics of idealized linear networks, a true equivalent that would

work for different operating conditions does not exist. However, for a given

operating condition (base-case) a linearized equivalent can be found around

this operating point. Currently, the power flow analysis, even for very large

interconnected systems can be performed at a time that is sufficient for

realtime applications. Therefore, the power flow equivalents are not

currently adopted as a method of analysis of power systems. 

(iii) Equivalent for Transient Stability Studies or electromechanical equivalence.

In transient stability studies, the introduction of the electromechanical

transient characteristics of the machines complicates the problem of

simplifying the system. Nonlinear models of machines are considered in the

dynamic equivalent of the power system. This kind of equivalence is

essential for online analysis of power systems. Therefore, the main focus of

this chapter is on this type of equivalence. Many methods are available for

developing dynamic equivalent for transient stability studies, a brief

description of most of these methods with their limitations of application will

be listed in the following.

Historically, Ward-type equivalent [90] based on distribution factors that was

commonly used in building power flow equivalents of the power systems on DC



calculating boards. Later, this method was extended for dynamic studies. In this type

of equivalent there is only one possible external area and the system within this area

was aggregated at interface bus by direct application of Ward type equivalent. The

method is very simple to be applied, but due to representing a wide range of different

dynamic characteristics, the response of the equivalent is greatly disagreeing with the

actual system response. Improvements of Lyapunov-type energy-function stability

method [91] was used to construct a single-machine infinite-bus equivalents of power

systems and the power system transient stability was measured by calculating stability

indices. The method proves its capability to predict the transient stability of small-

scale power systems, but due to the used high approximating assumptions, the method

appears to be limited.  

Modal-based dynamic equivalent techniques [92 - 95], involves a three stage

procedure:  

1) Constructing linearized-state-space model representing the external systems,

2) Separation of the natural modes by transformation of the comprehensive

equations into canonical form, and

3) Reduction of the order of the canonical form equations.

This method of equivalents suffers from many problems such as:  

a) The equations of the resulting equivalent can not be interpreted as representing

models of physical devices.  

b) The resulting equivalent model is not compatible with the existing transient

stability software tools.

c) The determination of the system eigenvalues requires large computational time

and high computer memory. Moreover, the modal-based reduction methods

suffers from many problems, the resulting equivalent obtained needs to be

computed once for certain load flow and network configuration.   

On-line measurements based dynamic equivalent methods [60, 74, 96] are based on

identifying dynamic equivalents of a portion of a power system from measurements

made only within a restricted area without intentional perturbations of the system. 

Therefore, the method is based on system measurements during various natural

disturbances. The external area in this case is modelled as black-box and its

electromechanical equivalence is determined solely from measurements at the



interface buses at the internal area. These features facilitate the high-speed

construction of electromechanical equivalence that mimic the real power system, 

regardless of the knowledge of the details of the topology or the parameters or the

operating conditions of the original system. The availability and the techno economic

feasibility of WAM systems and PMUs make this method of equivalence a vital tool

for online transient stability and dynamic security of power systems. 



CHAPTER 3

TRADITIONAL COHERENCY-BASED ELECTROMECHANICAL

EQUIVALENCE

3.1 OVERVIEW OF THE TECHNIQUE

The traditional coherency-based electromechanical equivalence method is

mainly based on known power flow and data sets of parameters rather than

measueremts. Therefore, this electromechanical equivalence method is mainly suitable

for offline analysis of power systems such as dynamic security analysis; however, as

will be shown, the method provides an accurate tool for the electromechanical

equivalence of power systems [74, 78 80, 97, 98]. Therefore, the coherency based

utilities to derive reduced models of large power systems is based on the concept of

coherency and aggregation Coherency is attributed and identified by the

dynamic performance of generators. A group of generators that exhibit similar rotor

angle swings after being subjected to a disturbance are said to be coherent. These

machines can be aggregated or represented by a single machine.  

Coherency based dynamic equivalent involves a three-stage procedure (Fig. 

3.1): (i) Identification of coherent groups of generators, (ii) Network reduction, and

(iii) Dynamic aggregation of generating unit models.  

Fig. 3.1: Stages of coherency-based electromechanical equivalence



A coherent group of generating units can also be defined as a group of generators

oscillating with the same angular speed and terminal voltages in a constant complex

ratio for a set of disturbances. Thus, all the units in a coherent group can be attached to

a common bus. Identification of coherent groups of generators can be based on

heuristics or utilizing simplified and linearized power system models. In addition, the

coherent groups can be identified using linear simulation for specific disturbances. The

following assumptions are considered in the coherency identification. These

assumptions will be verified in this chapter through several case studies.  

i. The coherency grouping of generators is independent of the size of the

disturbance. Therefore, linearized system models can be used in identification

phase,  

ii. The coherency grouping is independent of the amount of detail in the generator

model. Therefore, a classical synchronous machine model can be used in

identification phase.  

The coherency-based dynamic reduction of power systems overcomes the numerical

difficulties (and may be impossibilities especially with extra large systems) caused by

modal-based dynamic reduction techniques.  

The network reduction stage is generally based on replacing the terminal buses of a

coherent group with a single equivalent bus. The parameters of the new lines are

determined under the constraint that the power transferred from each bus of the

boundary buses is the same in the original and reduced network. This constraint is

essential for ensuring the correctness and the accuracy of the network equivalence. 

The dynamic aggregation of generating unit models stage is based on estimating the

parameters of a single equivalent generating unit that exhibits the same speed, voltage, 

and total mechanical and electrical power as its detailed coherent group of generators

during any perturbation. 

3.2 IDENTIFICATION OF COHERENT GENERATORS (STAGE I)
The identification of coherent generators is the first stage in the coherency-

based equivalency technique. The presented coherency algorithm is based on the

correlation between linearized absolute-angle response of all generators in the power

system. The linearized power system model is valid to simulate many types of power

system disturbances along with low computer memory requirements and fast

simulation. The solution of the proposed linearized model is based on the recursive



convolution using trapezoidal rule of integration [99,100]. For evaluating the proposed

identification technique, comparisons between the coherency identification using the

proposed model and the nonlinear solution of the system differential equations are

carried out. In addition, the effect of fault severity, fault location within the study area, 

the details in generators modelling and their controls are studied to validate the

proposed coherency algorithm. The nomenclature is listed in the Appendix. 

3.2.1 PRELIMINARY CALCULATIONS

Using prefault base-case load flow, the p.u transient emf of all generators in the

power system can be determined by:

' ' '

1
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where, i is an index for generator number i.

Loads are represented by their constant impedance static characteristics which is

adequate for stability studies of large power systems. This is because the different

characteristics of static load models tend to compensate each other, resulting in a

composite effect of approximately a constant impedance load [101, 102]. In addition,

the constant impedance load model is commonly used to represent loads in transient

stability studies as they can be easily represented as a part of the network equations. 

Constant impedance loads exhibit the following voltage dependent model, 
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The equivalent constant admittance to ground of loads are calculated by, 
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where, j is an index for the load bus number j. 



The proper diagonal elements of the bus admittance matrix YBUS are modified to

include the equivalent constant admittance to the ground representing the system loads

and the transient impedance of (r + j Xd ) of each generator. The resulting modified

bus admittance matrix YMOD can be arranged in the form

'

(3.4)
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All load buses are eliminated from the modified bus admittance matrix YMOD by setting

IL = [0] in (3.4), then the load bus voltage vector takes the form

1 '[ ] [ ] [ ][ ] (3.5)L LL LGV Y Y E

Eliminating [VL] from the first row in (3.4) using (3.5) results in the reduced bus

admittance matrix YRED which represents the equivalent interconnections between all

generators internal nodes and the equivalent interconnections to ground at each

generator internal nodes.  

1
(3.6)RED

GG GL LL LGY Y Y Y Y

3.2.2 Construction of the Linearized System Model

The construction of the power system linearized model consists of two basic steps

(i) construction of power system linearized network model and (ii) construction of

generator rotors linearized dynamic model. Proposed formation of both models will be

derived as follows. 

(i) Power System Linearized Network Model

The changes in the complex voltages and power injections at the network

generator and load buses may be expressed using the Jacobian matrix form as:



(3.7)
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Equation (3.7) can be simplified based on the following approximations: (i) the power

residuals PL and QL are normally zero, and (ii) with high X/R ratios of transmission

system the active and reactive flows can be decoupled. Based on these

approximations, (3.7) can be reduced to the decoupled form

' '

(3.8)
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The changes of power injections at the network generator buses are included in the

system represented by the reduced bus admittance matrix YRED. Equation (3.8) can be

written in series form

n
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The Jacobian elements Jij are calculated at prefault steady state conditions obtained

from prefault load flow. The electrical power output of generator i is given by

ng
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Where Bij and Gij are real and imaginary parts of element (i, j) in the reduced

admittance matrix YRED. A linearized form of (3.12) takes the form

ng

gi ii i ij j
j 1
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where  
ng
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Equation (3.13) to (3.16) represents the linearized network model. 

(ii) Generator Rotors Linearized Dynamic Model

The linearized model representing the dynamics of a generator rotor can be

written in the form

i
i mi gi i i

i
o

M
t

2
t i

For constant mechanical power input, Pmi is zero. In general, Pmi can be used to

simulate sudden changes in mechanical input power disturbances. The change in

electrical power is defined in (3.13). 



3.2.3 Solution of the proposed linearized model

Solution of the system linearized model represented by equations (3.13) to (3.18)

will be carried out by the method of recursive convolution based on the trapezoidal

rule of integration that require low computer memory. The method provides fast

solution, and it is numerically stable for a large integration time step. Solution time

step of about 0.1 sec or higher is quite efficient to secure accurate solution as typical

natural frequencies of the rotor angle oscillation ranges from 0.25 to 2.0 Hz. Applying

the trapezoidal rule to equation (3.17)  

t t
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Rearranging (3.20) results in  
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Applying the trapezoidal rule to equation (2.18) and rearranging results in   
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Solving (2.23) for i(t)
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Substituting (3.25) in (3.21) and rearranging results in
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Solving (3.26) the resulted equation for Pgi(t) takes the form
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Equation (3.27) can be written in matrix form as  

(t) (t) (tG mP K P C
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Also rewriting (3.13) in matrix form becomes

(t) (t) (t) (3.30)GP J



Eliminating [ PG(t)] from (3.29) using (3.30) and solving for [ (t)] results in the

final form for the solution of the system linearized model as

1 1
(t) (t) (t) (tmJ K P J K C

Speed deviation in p.u of all generators can be calculated using (3.25). The absolute

angle (t) of each machine can be calculated using

(t) (t

3.2.4 SIMULATION OF VARIOUS DISTURBANCES

Many types of disturbances can be simulated using the proposed linearized model. 

These disturbances include fault, line outage or fault clearing, line reclosing, and

sudden change in input mechanical power disturbances. The power system under

consideration is divided into study area and external area connected by several

interface-buses as shown in Fig. 3.2. For coherency identification purpose, a

disturbance is simulated within the study area and the absolute angle responses of all

generators in the entire power system are determined using the proposed power system

linearized model. The following describes the methods of simulating various

disturbances using the presented linearized model. 

Fig. 3.2: Study and external areas

A three-phase fault at a bus can be simulated by adding a very high load at that

bus in the full system data and reconstructing the fault reduced admittance matrix

YRED_F. Simulation of either line outage or fault clearing can be carried out by

representing that line by very high series impedance in the full system data and



reconstructing the post-fault reduced admittance matrix YRED_PF. The modified form of

(3.16) can simulate the time changes in the linearized network model as   

(t) (t)sin( ) (t)cos( ) (3.33)o o o o
ij ij i j ij i jG B

In such way, the changes in the system reduced admittance matrix at specific times

such as applying fault time and line-clearing time can be reflected as changes in the

power injection at each generator bus.  

The solution algorithm of the linearized model for fault and line-clearing

simulation is summarized in the following steps:

(1) Perform prefault load flow and calculate Ei and i(0) for all generators

using equation (3.1).   

(2) Setup disturbances times, as functions of step size, and construct

the prefault, fault, and post-fault reduced admittance matrices using the

procedure described above in the form of equation (3.6).   

(3) Set Pmi = 0, calculate Ai(t- t), Bi(t- t), and Ci(t- t). 

(4) Calculate [ (t)] and [ (t)] using (3.31) and (3.32). 

(5) Similarly calculate new generator power Pgi using (3.29). 

(6) Continue until the desired simulation time expires.    

The presented linearized model can also be used in simulating a sudden change in

the mechanical power input to generators. For this type of simulation the reduced bus

admittance matrix will not suffer time-dependent changes. The solution algorithm of

the linearized model for the simulation of mechanical power input change is

summarized in the following steps. 

(1) Perform prefault load flow and calculate Ei and i(0) for all generators

using (3.1).  

(2) Setup disturbances times, as a function of step size, and construct the

function Pmi(t). 

(3) Calculate Ai(t- t), Bi(t- t), and Ci(t- t). 

(4) Calculate [ (t)] and [ (t)] using (3.31) and (3.32). 

(5) Similarly calculate new generator power Pgi using (3.29). 

(6) Continue until the desired simulation time expires.    



3.2.5 Coherency Identification Criteria

The identification of coherent generators is based on correlation between

absolute angle responses of all generators. The correlation factor ij between generator

i and generator j responses is calculated using the soundly proved mathematical

criterion in comparison with the criterion of [97] which does not observe the

coherency requirements.  

ij i j i j

where: cov ( i(t), j(t)) is the covariance between i(t) and j(t). i and j are the

standard deviation of i(t) and j(t) respectively.  

Calculation procedures of the covariance and standard deviation are detailed in

[100]. Stronger coherency is secured as ij approaches unity. Therefore, accurate

identification of coherent groups requires correlation factors (between the absolute

angle response of coherent generators) of values close to unity. For example a

minimum correlation factor of 0.999 may be selected as a criterion for identifying

coherent groups of generators. This is equivalent to an identification accuracy of at

least 99.9%. Sometimes, low number of coherent groups of generators are desired for

signficently reducing the model of the external subsystem. In this case, the threshold

value of the minimum correlation for coherency identification may be reduced, for

example, to 0.99 i.e. accepting identification accuracy of 99%. Significantly reduced

run times can be obtained knowing that if generator A is coherent with generator C, 

and generator A is coherent with generator B, then generator B is coherent with

generator C (see Table 3.1). 

3.2.6 COHERENCY IDENTIFICATION AND EVALUATION CASE STUDY 1

The presented model coherency identification is applied for identifying the

coherent groups of generators in the NPCC system [30, 103] as a case study. The

system single-line diagram is shown in Fig. 3.3; the system is formed of 39 buses, 10

generators, 46 lines. The system parameters and load flow data are shown in Tables

3.1 to 3.3. The load flow results are shown in Table 3.4.



Fig. 3.3: NPCC system

Table 3.1: NPCC - Machine Data on 100 MVA base

Gen # Ra Xd X d Xq X q H T do T qo D

1

2

3

4

5

6

7

8

9

10

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.2950

0.0200

0.2495

0.3300

0.2620

0.2540

0.2950

0.2900

0.2106

0.2000

0.0647

0.0060

0.0531

0.0660

0.0436

0.0500

0.0490

0.0570

0.0570

0.0040

0.2820

0.0190

0.2370

0.3100

0.2580

0.2410

0.2920

0.2800

0.2050

0.1960

0.0647

0.0060

0.0531

0.0660

0.0436

0.0500

0.0490

0.0570

0.0570

0.0040

30.3

500.0

35.8

26.0

28.6

34.8

26.4

24.3

34.5

42.0

6.56

6.0

5.7

5.4

5.69

7.3

5.66

6.7

4.79

5.7

1.5

0.7

1.5

0.44

1.5

0.4

1.5

0.41

1.96

0.50

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0



Table 3.2: NPCC - Line Data on 100

MVA base

Bus #
R X BFrom To

39
37
37
36
36
36
36
35
34
33
28
26
26
26
25
23
22
21
20
20
19
18
17
16
16
15
15
14
14

30
27
38
24
21
39
37
36
35
34
29
29
28
27
26
24
23
22
33
31
2

19
18
31
17
18
16
34
15

0.0007
0.0013
0.0007
0.0003
0.0008
0.0016
0.0007
0.0009
0.0018
0.0009
0.0014
0.0057
0.0043
0.0014
0.0032
0.0022
0.0006
0.0008
0.0004
0.0004
0.0010
0.0023
0.0004
0.0007
0.0006
0.0008
0.0002
0.0008
0.0008

0.0173
0.0173
0.0082
0.0059
0.0135
0.0195
0.0089
0.0094
0.2017
0.0101
0.0151
0.0625
0.0474
0.0147
0.0323
0.0350
0.0096
0.0135
0.0043
0.0043
0.0250
0.0363
0.0046
0.0084
0.0092
0.0112
0.0026
0.0129
0.0128

0.0000
0.3216
0.1319
0.0680
0.2548
0.3040
0.1342
0.1710
0.3660
0.1723
0.2490
1.0290
0.7802
0.2396
0.5130
0.3610
0.1846
0.2548
0.0729
0.0729
1.2000
0.3804
0.0780
0.1389
0.1130
0.1476
0.0434
0.1382
0.1342

Table 3.3: NPCC- Transformer Data on

100 MVA base

Bus #

RT XT TapFrom  To

39

32

32

30

29

25

23

22

20

16

12

5

33

31

4

9

8

7

6

3

1

10

0.0007

0.0016

0.0016

0.0009

0.0008

0.0006

0.0005

0.0000

0.0000

0.0000

0.0000

0.0142

0.0435

0.0435

0.0180

0.0156

0.0232

0.0272

0.0143

0.0200

0.0250

0.0181

1.0

1.0

1.0

1.0

1.0

1.0

1.0

1.0

1.0

1.0

1.0



Table 3.4: Load Flow of the NPCC system on 100 MVA base

Bus # V PG QG PL QL

1
2
3
4
5
6
7
8
9

10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39

0.98200
1.03000
0.98310
1.01230
0.99720
1.04930
1.06350
1.02780
1.02650
1.04750
1.03829
1.02310
0.99576
0.95894
0.95660
0.95688
0.95140
0.95276
1.01028
0.95988
0.99046
1.01550
1.01344
0.98179
1.02088
1.01822
1.00150
1.02204
1.02143
0.98832
0.95760
0.93795
0.95912
0.96168
0.96683
0.98196
0.99086
0.99197
0.98770

0.00000
-9.55016
3.20174
4.61664
5.57217
6.62654
9.46958
3.16537
9.04654
-2.47597
-7.79710
-4.89487
-8.07759
-9.35310
-8.29471
-7.56925
-9.97400
-10.5017
-9.92054
-4.71314
-2.98024
1.62430
1.134841
-5.45955
-3.68918
-4.76321
-6.92554
-0.95906
1.95588
-0.62515
-5.69316
-5.68713
-5.47342
-7.20767
-7.32475
-5.55956
-6.73437
-7.71437
0.34648

5.04509
10.00000
6.5000

5.08000
6.32000
6.5000

5.60000
5.4000
8.3000
2.5000

0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000

1.36036
1.95746
1.29104
1.58151
0.95582
2.76414
2.35485
0.63019
0.84790
1.46483
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000

0.0920
11.04000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
3.22000
5.00000
0.00000
0.00000
2.33800
5.22000
0.00000
0.00000
2.74000
0.00000
2.74500
3.08600
2.24000
1.39000
2.81000
2.06000
2.83500
6.28000
0.00000
0.07500
0.00000
0.00000
3.20000
3.29400
0.00000
1.58000
0.00000

0.04600
2.5000

0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.02400
1.84000
0.00000
0.00000
0.84000
1.76000
0.00000
0.00000
1.1500

0.00000
0.84660
0.92200
0.47200
0.17000
0.75500
0.27600
0.26900
1.03000
0.00000
0.88000
0.00000
0.00000
1.53000
0.32300
0.00000
0.30000
0.00000



A three phase-fault is simulated for indentifying the coherent groups of

generators using the presented linearized model. The fault is applied to bus 2 and

cleared after 3 cycles by removing line 2-19. The change in absolute angle and the

absolute angles, calculated using (3.32), of all generators are shown in Fig. 3.4 and

Fig. 3.5 respectively. Based on the abosulte angles shown in Fig. 3.5, the system is

stable. For more details about the identification of the stability of generators from the

patterns of the absolute and relative angle responses, the Anderson and Fouad

textbook is recommended [104]. 

Fig. 3.4: Linearized changes of the abosulte angles of the NPCC system for 3 cycles

fault

Fig. 3.5: Linearized the abosulte angles of the NPCC system for 3 cycles fault



In this manuscript, a group of generators is said to be coherent if the correlation

factor ( ij ) between the transient response of their absolute angles is greater than or

equal to 0.999; a value that ensure high coherency between the generators. Based on

this criterion, two groups of coherent generators are identified as shown in Table 3.5.

The first group consists of generators 4, 5, 6, and 7, and the second group consists of

generators 1 and 3. This is can also be easily identified from Fig. 3.5. Two proposed

external areas are then selected (named EA1 and EA2).  

Table 3.5: Correlation factors between linearized absolute angle responses of the

NPCC system*

SA SA SA SA

0.9715 0.9992 0.9801 0.9848 0.9857 0.9864 0.984 0.9908 0.9729

- 0.9707 0.9703 0.9728 0.9736 0.9736 0.9805 0.9751 0.9832

- - 0.9805 0.9859 0.9861 0.9871 0.9836 0.9907 0.9702

- - - 0.9988 0.9995 0.9991 0.9875 0.9968 0.9855

- - - - 0.9994 0.9998 0.9923 0.998 0.9819

- - - - - 0.9998 0.9902 0.9986 0.9858

- - - - - - 0.9914 0.9987 0.9842

- - - - - - - 0.9907 0.9729

- - - - - - - - 0.9841

* Note: ij = ji

As shown in Fig. 3.6, these external areas include the first and second groups of

coherent generators respectively. The linearized absolute angle response of each

coherent group of generators is shown in Fig. 3.7 and Fig. 3.8. The study area (SA) is

the subsystem outside EA1 and EA2. The results indicate the strong coherency

between the generators comprising each coherent group.



Fig. 3.6: Coherent groups of generators in the NPCC system

Fig. 3.7: Linearized response of the first coherent group in the NPCC system



Fig. 3.8: Linearized response of the second coherent group in the NPCC system

It can easily be seen from Table 3.5 that the identification of coherent groups is

highly sensitive to a threshold value of the correlation factor for coherency. For

example, if the minimum correlation for coherency is selected to be 0.98 instead of

0.999, then all generators in the external subsystem will be considered as one coherent

group; however, the coherency identification is reduced to 98% instead of 99.9%. 

Since each coherent group of generators will be reduced to one equivalent generator.

Then, reducing the number of coherent groups significantly reduce the order of the

external subsystem equivalent model. A situation which may be desired for a large

scale interconnected system where the speed of simulating the equivalent system is of

major importance for online simulation. 

The results and consequently the presented linearized model and identification

criterion are evaluated by different methods. These evaluation methods include: (i)

Comparison between the linearized and nonlinear responses; (ii) Effect of fault

severity on coherency grouping; (iii) Effect of fault location on coherency grouping;

and (iv) Effect of details of generator model on coherency grouping. These results will

be presented in the following. 

(i) The Effect of generator model non-linearity on the coherency grouping. The

absolute angle response of all generators is calculated with generators

represented by nonlinear E -constant classical model and the results are shown

in Fig. 3.9. It is found that although the magnitude of absolute movement of

rotor angles increased with the nonlinear model, the phase shift between

generators is almost unchanged with respect to linearized model. Hence, 

conclusion upon coherency grouping is invariable. Fig. 3.10 and Fig. 3.11 show



the nonlinear E -constant absolute angle responses of the first and second groups

of coherent generators. These results ensure the accuracy of the presented

linearized model in identifying coherent groups of generators.  

Fig. 3.9: Nonlinear (E'-const.) response of the NPCC system

Fig. 3.10: Nonlinear (E'-const.) response of the first coherent group

Fig. 3.11: Nonlinear (E'-const.) response of the second coherent group



(ii)The effect of fault severity on the coherency grouping will be now considered.

For this purpose, the linearized change in absolute angle responses of NPCC

system is determined for a considered fault i.e. a three-phase fault bus 2 cleared

by removing line 2-19 after 3 cycles (Fig. 3.4 and Fig. 3.5). In this analysis the

same fault is cleared after 10 cycles. The results are shown in Fig. 3.12 and Fig. 

3.13.  

Fig. 3.12: Linearized changes of the abosulte angles of the NPCC system for 10 cycles

fault

Fig. 3.13: Linearized abosulte angles of the NPCC system for 10 cycles fault



Inspection of these results shows clearly that the coherency grouping remains

unchanged with the severity of the fault. This is illustrated by showing the responses

of the coherent groups of generators; Fig. 3.14 and Fig. 3.15.

Fig. 3.14: Linearized response of the first coherent group in the NPCC system (10

cycles fault)

Fig. 3.15: Linearized response of the second coherent group in the NPCC system (10

cycles fault)

(iii) The effect of fault location on the coherency grouping is considered in

this section. For this purpose, two faults are considered.  

a. Fault at bus 29 cleared after 3 cycles by removing line 28-29. This

location is electrically far from the fault at bus 2 used previously in the

coherency identification and grouping of generators. The Linearized

absolute angle responses are shown in Fig. 3.16. 



b. Fault at bus 25 cleared after 3 cycles by removing line 25-26. This

location is electrically closer to the fault at bus 2 used previously in the

identification and grouping of generators. The Linearized absolute angle

responses are shown in Fig. 3.17. 

Fig. 3.16: Linearized response for a fault at bus 29

Fig. 3.17: Linearized response for a fault at bus 25

The correlation factor analysis of both faults revealed that the fault location is

also ineffective on the coherency grouping. Therefore, the coherency grouping

is valid for various disturbances irrespective of the fault location, the fault

severity, and nonlinearities of the models of generators. The following analysis

also illustrates that generator model details as well as generator controllers will



not affect the coherency grouping. Therefore, the coherency grouping is a

system characteristic and also the electromechanical equivalence of the coherent

groups as will be illustrated in the upcoming sections. 

(iv) The effect of generator model details and generator controllers on the

coherency grouping. It was shown that the nonlinear classical E -constant model

gives the same coherent groups obtained with the linearized E -constant

presented generators model. Now, the effect of detailing the generator model

will be considered. The nonlinear response of the NPCC system with generators

represented by the transient model (Ed -Eq model) is simulated for this purpose. 

The nonlinear absolute angle response of the NPCC system for fault at bus 2

cleared after 3 cycles by removing line 2-19 with generators represented by

transient model is shown in Fig. 3.18. The impact of the generator excitation

control is considered by equipping all generators with a simple Automatic

Voltage Regulator (AVR) model shown in Fig. 3.19. The parameters of the

AVR are KA =25, TA = 0.025, VRMAX = 10, and VRMIN = -10. (All on 100 MVA base). 

The nonlinear absolute angle response of the NPCC system for fault at bus 2

cleared after 3 cycles by removing line 2-19 with generators equipped with the

proposed AVR and represented by transient model is shown in Fig. 3.20. The

correlation factor analysis of the results shown in Fig. 3.18 and Fig. 3.20 are

shown in Tables 3.6 and 3.7.

Fig. 3.18: Nonlinear response of NPCC system with generators represented by the

transient model



Fig. 3.19: AVR model

Fig. 3.20: Nonlinear response of NPCC system with generators represented by the

transient model and equipped with AVR

Table 3.6: Correlation factor analysis for the nonlinear responses of the NPCC system

with all generators represented by transient model



The results of Figs. 3.5, 3.18, and 3.20 as well as the correlation factor analysis shown

in Tables 3.5, 3.6, and 3.7 ensures that the coherency grouping of generators is

unaffected by either the generator model details or the consideration of the generator

controls (represented here by an AVR). 

The presented linearized model can also simulate other disturbances such as

sudden changes in the mechanical power input to generators as described earlier. This

will be demonstrated for the purpose of coherent groups identification by a numerical

example. 

Table 3.7: Correlation factor analysis for the nonlinear responses of the NPCC system

with all generators represented by transient model and equipped with AVR

Fig. 3.21 and Fig. 3.22 shows the absolute angle response of all generators as

subjected to 10% and 50% sudden drop in the mechanical input to generator 2. The

consequent correlation factor analysis is shown in Tables 3.8 and 3.9 respectively. Fig. 

3.23 shows the absolute angle response of all generators due to 10% sudden drop in

mechanical input of generator 9 and correlation factor analysis is shown in Table 3.10.

The presented results confirm clearly that the coherency grouping is neither dependent

on the type of the disturbance used for identifying them nor its location. In addition, 

the results confirm that the coherency grouping is also independent of the severity of

the disturbance. This a very important characteristics of coherency grouping, 

especially when actual disturbance recording data are utilized for coherency

identification; the location and the severity of the disturbance(s) are not an important

factor for coherency identification purpose. 



Table 3.8: Correlation factors for 10% sudden drop in mechanical power input of G2

Table 3.9: Correlation factors for 50% sudden drop in mechanical power input of G2



Fig. 3.21: Linearized absolute angle response for 10% sudden drop in mechanical

input of G2

Fig. 3.22: Linearized absolute angle response for 50% sudden drop in mechanical

input of G2



Fig. 3.23: Linearized absolute angle response for 10% sudden drop in mechanical

input of G9

Table 3.10: Correlation factors for 10% sudden drop in mechanical power input of G9



3.3 COHERENCY-BASED NETWORK REDUCTION (STAGE II)
Network reduction is the second stage of three stages that are required for

construction of coherency based electromechanical equivalence of electrical power

systems. In this stage, based on coherency grouping, the system outside the study areas

is divided to set of external areas (EA) connected to the study area by a number of

interface buses as shown in Fig. 3.24.

Fig. 3.24: Connections between the study area and the external areas

(a)



(b)

Fig. 3.25: Connection between a group of coherent generators and the study area; (a)

physical interconnections with loads represented by constant impedance models; (b)

network equivalence

For network reduction purpose, a single equivalent bus replaces terminal buses

of each group of coherent generators in each external area. The generators of each

coherent group then appear in parallel on the equivalent bus. The new lines connecting

the equivalent bus and interface buses of the SA, the new lines connecting the

interface buses, and the shunt admittance to ground at each of the equivalent bus and

the interface buses for each external area shown in Fig. 3.25 are to be determined as

described in this section. The network reduction is based on a reliable and simple

technique that is adequately accurate as will be shown in the numerical examples. The

parameters of the equivalent synchronous generator for each group of coherent

generators will be determined in the dynamic aggregation, which is the third stage of

the construction of an electromechanical equivalence. 

3.3.1 PRELIMINARY CALCULATIONS

For each external area, a bus admittance matrix YBUS
EA is formed representing the

interconnections between the terminal buses in the external area and the interface

buses. Equivalent admittance to ground model of loads in each of the external areas

are calculated using equation (3.3). Modifying the proper diagonal elements in YBUS
EA

to include the loads equivalent admittance to ground forms a modified bus admittance

matrix YMOD
EA. Area reduced admittance matrix YRED_EA is obtained by the same way

described by equation (3.6). The YRED_EA is a square matrix of order (m+ k) with m is

the number of interface buses and k is the number of coherent generator buses. The



corresponding equivalent circuit of the external area will take the form shown in Fig. 

3.25(a). 

3.3.2 ADMITTANCE TO GROUND AND IMPEDANCE OF NEW LINES

Fig. 3.25(a) demonstrates the interconnections between k coherent buses and m

interface buses. The network reduction is shown in Fig. 3.25(b). Let c be an index for

the equivalent common bus of a coherent group of generator and Yij
RED_EA be element (i, 

j) in the external area reduced admittance matrix YRED_EA. The admittance to ground on

each of the interface buses are calculated using

_ _

1

y (3.35)
m k

RED EA RED EA
oi ii ij

j
j i

Y Y

where i = 1, 2... m. 

The admittance to ground on each of the common bus is calculated using

_ _

1 1

y ( ) (3.36)
m k m k

RED EA RED EA
co ii ij

i m j
j i

Y Y

The impedance (R + jX) of the new lines is divided into two groups:

(i) New lines connecting the interface bus and the common equivalent bus. The

impedance of these lines are calculated using

_

1

( ) 1/ ( ) (3.37)
m k

RED EA
ic ic ij

j m

R + jX Y

where i = 1, 2... m. 

(ii)New lines connecting the interface buses. The impedance of these lines are

calculated using

_( j ) 1/ ( ) (3.38)RED EA
ij ij ijR X Y



where i = 1, 2... m. j = 1, 2... m. And j i.  

3.3.3 COMMON BUS TERMINAL VOLTAGE

The common bus terminal voltage of a coherent group of generators is

calculated as the mean value of the prefault steady state base-case load flow voltage of

each generator in the coherent group. Hence,  

1

1
(3.39)

m k
o

c gi
i m

V V
m

The evaluation of the presented network equivalency technique will be provided

through the overall electromechanical equivalence i.e. after the dynamic aggregation

of coherent generators. 

3.3.4 NETWORK REDUCTION FOR THE NPCC SYSTEM CASE STUDY 2

In the first stage, based on coherency identification and grouping, the part of the

NPCC system outside the study area is divided into two external areas as shown in

Fig. 3.6. The proposed network reduction technique is applied to each EA to obtain the

corresponding equivalent networks represented by admittances to ground at interface

buses, the admittances to ground at common bus, and the new lines connecting these

buses as shown in Fig. 3.26. The values of the parameters of these equivalent Network

elements are shown in Table 3.11 and Table 3.12 for EA1 and EA2 respectively, with

all values are in p.u on 100 MVA base.  



Fig. 3.26: Equivalent networks for EA1 and EA2 of the NPCC equivalent system

Table 3.11: Parameters of equivalent network of EA1

Lines
Admittances to ground

ID Req Xeq

36-C1 0.0003 0.0138 yco1    = 7.9284 j 1.8026 p.u

yo1,36 = 7.0111 j 1.4230 p.u

Table 3.12: Parameters of equivalent network of EA2

Lines
Admittances to ground

ID Req Xeq

36-C2

14-C2

16-C2

36-14

36-16

14-16

0.0042

0.0014

0.0002

0.0034

0.0170

0.0068

0.2834

0.1160

0.0158

0.0634

0.1701

0.0697

yco2    = 0.2191-j0.2065 p.u

yo2,36 = 2.6095-j1.0035 p.u

yo,14   = 6.0711-j2.1633 p.u

yo,16   = 0.2396-j0.3017 p.u  



3.4 DYNAMIC AGGREGATION OF COHERENT GENERATORS (STAGE III)
Dynamic aggregation of coherent generators is the third and final stage in the

process of constructing power system electromechanical equivalence for use in

transient stability and dynamic security studies. In this stage, the equivalent

synchronous machine parameters and aggregate rotor dynamics of each coherent

group will be determined. The classical synchronous machine model is assumed to

represent each generator in a coherent group. The justifications of using the classical

machine model are:

(i) The basic purpose of electromechanical equivalent is to reflect the approximate

dynamic effect of external systems to disturbances in the study area. 

(ii)The model is simple and does not require large computer memory and it is

widely used in the analysis of multi-machines dynamics. 

(iii) An equivalent synchronous machine with much detailed representation

may improve the accuracy of the equivalent, but this would defeat the purpose

of the equivalency since it would lose simplicity with a doubtful gain in

accuracy in estimating the transient stability of power systems. 

(iv) The accurate data of detailed synchronous machines and its control in

large-scale power systems is very difficult to obtain. In addition, assuming

values for these parameters is meaningless.  

The proposed dynamic aggregation technique consists of two steps: (i) equivalent

rotor dynamics, and (ii) equivalent synchronous machine. 

3.4.1 EQUIVALENT ROTOR DYNAMICS

Since all generators in a coherent group are assumed to have identical angle and

speed deviations with adequate tolerance, their acceleration equations may be added, 

resulting in the following equivalent equation for m coherent generators in a coherent

group

2

2
1 1 1 1

( ) ( ) (3.40)
m m m m

i
i mi gi i i

i i i i

M P P D
t



Based on equation (3.40), the equivalent p.u inertia constant, p.u damping, p.u

mechanical input and p.u electrical power output, with all parameters calculated on the

same basis, are

1

(3.41)
m

eq i
i

M M

1

(3.42)
m

eq i
i

D D

1

(3.43)
m

meq mi
i

P P

1

(3.44)
m

geq gi
i

P P

3.4.2 EQUIVALENT SYNCHRONOUS MACHINE

As discussed above, representing the equivalent generator by a classical model

would be adequate for power system equivalency theory. The equivalent transient

impedance of the equivalent synchronous machine is calculated by

' '

1

1/ ( j ) 1/ ( j ) (3.45)
m

eq deq i di
i

r X r X

An equivalent machine model can be simply modelled and simulated in any

transient stability program with machine parameters defined by equations (3.41), 

(3.42), and (3.45). The common bus of a coherent group of generators is represented

as PV-bus with power defined in (3.44) and bus voltage is defined in (3.39).  

3.4.3 EVALUATION OF THE PRESENTED EQUIVALENCY CASE STUDY 3

The parameters of the equivalent synchronous generators of coherent group1

and coherent group2 in the NPCC system shown in Fig. 3.26 are calculated using the



presented dynamic aggregation technique. The values of these parameters are shown

in Table 3.13. 

Table 3.13: Parameters of equivalent generators of group 1 and group 2

Parameters (p.u) Equivalent of group 1 Equivalent of group 2

Meq (sec) 115.8 66.1

Deq 0.0 0.0

req 0.0 0.0

X deq 0.0127 0.0292

Pgeq 23.5 12.0202

Vc 1.0306 0.9826

(All values on 100 MVA base)

Comparison between the dynamic response of the detailed NPCC system and its

equivalent system is performed. The considered disturbance is a three-phase fault at

bus 2 cleared after 3 cycles by removing line 2-19, which is the disturbance used in

coherency identification, is simulated with all generators represented by their

nonlinear classical model. A transient stability program is used for this purpose. The

relative swing curves of generators in the study area of the original detailed system in

comparison with its equivalent are shown in Fig. 3.27. Also the response of each

group of coherent generators and their equivalent is shown in Fig. 3.28 and Fig 3.29

for group 1 and group 2 respectively. The comparison shows excellent agreement

between each group and their equivalent. In addition, it is clear that the equivalent

system response matches well with the original system response which proves the

accuracy of the presented coherency-based electromechanical equivalence. 

For the assurance of the validity of the presented equivalency technique, other

disturbances are considered. Comparison between the dynamic response of the

detailed NPCC system and its equivalent for fault at bus 29 cleared after 3 cycles by

removing line 28-29 is performed with all generators represented by their nonlinear

classical model. Fig. 3.30 shows the excellent agreement between the swing curves of

generators in the study area of the original system and its equivalence. The response of

each group of coherent generators and their equivalent is shown in Fig. 3.31 and Fig

3.32 for group 1 and group 2 respectively. The comparison shows excellent agreement

between each group and their equivalent. It is clear that the equivalent system response

matches well the original system response.  



Fig. 3.27: Comparison of swing curves in SA - fault at bus 2

Fig. 3.28: Swing curves of generators in group 1 and its equivalent generator - fault at

bus 2



Fig. 3.29: Swing curves of generators in group 2 and its equivalent generator - fault at

bus 2

Fig. 3.30: Comparison of swing curves in SA - fault at bus 29



Fig. 3.31: Swing of generators in group 1 and its equivalent - fault at bus 29

Fig. 3.31: Swing of generators in group 2 and its equivalent - fault at bus 29

3.5 COHERENCY-BASED ELECTROMECHANICAL EQUIVALENCE CASE STUDY 4

In this case study, larger system in comparison with the NPCC system is

considered. The objective is to show the superior capability of the coherency-based

electromechanical equivalence is dynamic model reduction of large-scale power

systems. In addition, this study provides more validation of the presented technique. 

The considered system is the 16 generator 68 bus system of the GE report entitled

Singular Perturbations, Coherency, and Ag [105]. The

system data and load flow results are listed in Tables 3.14 to 3.16 while one-line



diagram of the system is shown in Fig. 3.32. The figure also shows the study area

which contains three generators; G1, G8, and G9.

Table 3.14: Machine data of the 16 gen. 68 bus system (on 100 MVA base)

Gen# Ra Xd Xd Tdo Xq Xq Tqo H D
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16

0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

0.1000
0.2950
0.2495
0.2620
0.3300
0.2540
0.2950
0.2900
0.2106
0.1690
0.1280
0.1010
0.0296
0.0180
0.0180
0.0356

0.0310
0.0697
0.0531
0.0436
0.0660
0.0500
0.0490
0.0570
0.0570
0.0457
0.0180
0.0310
0.0055
0.0029
0.0029
0.0071

10.20
6.56
5.70
5.69
5.40
7.30
5.66
6.70
4.79
9.37
4.10
7.40
2.90
4.1
4.1
7.8

0.069
0.282
0.237
0.258
0.310
0.241
0.292
0.280
0.205
0.115
0.123
0.095
0.286
0.017
0.017
0.033

0.0310
0.0697
0.0531
0.0436
0.0660
0.0500
0.0490
0.0570
0.0570
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000

1.50
1.50
1.50
1.50
0.44
0.40
1.50
0.41
1.96
0.00
0.00
0.00
0.00
0.00
0.00
0.00

42.0
30.2
35.8
28.6
26.0
34.8
26.4
24.3
34.5
31.0
28.2
92.3
248.0
300.0
300.0
225.0

4.00
9.75

10.00
10.00
3.00

10.00
8.00
9.00

14.00
5.56

13.60
13.50
33.00
100.00
100.0
50.0



Table 3.15: Line and transformer data of the 16 gen. 68 bus system (on 100 MVA

base)

Bus #
R X B TapFro

m
To

1
1
2
2
2
3
3
4
4
5
5
6
6
6
7
8
9

10
10
10
12
12

2
30
3

25
53
4

18
5

14
6
8
7

11
54
8
9

30
11
13
55
11
13

0.0035
0.0008
0.0013
0.0070
0.0000
0.0013
0.0011
0.0008
0.0008
0.0002
0.0008
0.0006
0.0007
0.0000
0.0004
0.0023
0.0019
0.0004
0.0004
0.0000
0.0016
0.0016

0.0411
0.0074
0.0151
0.0086
0.0181
0.0213
0.0133
0.0128
0.0129
0.0026
0.0112
0.0092
0.0082
0.0250
0.0046
0.0363
0.0183
0.0043
0.0043
0.0200
0.0435
0.0435

0.0699
0.4800
0.2572
0.1460
0.0000
0.2214
0.2138
0.1342
0.1382
0.0434
0.1476
0.1130
0.1389
0.0000
0.0780
0.3804
0.2900
0.0729
0.0729
0.0000
0.0000
0.0000

0.0
0.0
0.0
0.0

1.025
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

1.070
0.0
0.0
0.0
0.0
0.0

1.070
1.060
1.060



13
14
15
16
16
16
16
17
17
19
19
20
21
22
22
23
23
25
25
26
26
26
28
29
9

36
34
35
33
32
30
30
1

31
33
38
46
1

47
48
35
37
43

14
15
16
17
19
21
24
18
27
20
56
57
22
23
28
24
59
26
60
27
28
29
29
61
36
37
36
34
34
33
31
32
31
38
38
46
49
47
48
40
45
43
44

0.0009
0.0018
0.0009
0.0007
0.0016
0.0008
0.0003
0.0007
0.0013
0.0007
0.0007
0.0009
0.0008
0.0006
0.0000
0.0022
0.0005
0.0032
0.0006
0.0014
0.0043
0.0057
0.0014
0.0008
0.0022
0.0005
0.0033
0.0001
0.0011
0.0008
0.0013
0.0024
0.0016
0.0011
0.0036
0.0022
0.0018
0.0013
0.0025
0.0020
0.0007
0.0005
0.0001

0.0101
0.0217
0.0094
0.0089
0.0195
0.0135
0.0059
0.0082
0.0173
0.0138
0.0142
0.0180
0.0140
0.0096
0.0143
0.0350
0.0272
0.0323
0.0232
0.0147
0.0474
0.0625
0.0151
0.0156
0.0196
0.0045
0.0111
0.0074
0.0157
0.0099
0.0187
0.0288
0.0163
0.0147
0.0444
0.0284
0.0274
0.0188
0.0268
0.0220

0.0175
0.0276
0.0011

0.1723
0.3660
0.1710
0.1342
0.3040
0.2548
0.0680
0.1319
0.3216
0.0000
0.0000
0.0000
0.2565
0.1846
0.0000
0.3610
0.0000
0.5310
0.0000
0.2396
0.7802
1.0290
0.2490
0.0000
0.3400
0.3200
1.4500
0.0000
0.2020
0.1680
0.3330
0.4880
0.2500
0.2470
0.6930
0.4300
0.2700
1.3100
0.4000
1.2800
0.3900
0.0000
0.0000

0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
1.06
1.07

1.009
0.0
0.0

1.025
0.0
0.0
0.0

1.025
0.0
0.0
0.0
0.0

1.025
0.0
0.0
0.0

0.946
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0



39

45

50

50

49

52

42

41

31

32

36

37

41

42

52

1

45

51

52

51

52

42

41

40

62

63

64

65

66

67

68

27

0.0000

0.0004

0.0012

0.0009

0.0076

0.0040

0.0040

0.0060

0.0000

0.0000

0.0000

0.0000

0.0000

0.0000

0.0000

0.032

0.0839

0.0105

0.0288

0.0221

0.1141

0.0600

0.0600

0.0840

0.0260

0.0130

0.0075

0.0033

0.0015

0.0015

0.0030

0.32

0.0000

0.7200

2.0600

1.6200

1.1600

2.2500

2.2500

3.1500

0.0000

0.0000

0.0000

0.0000

0.0000

0.0000

0.0000

0.41

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

1.04

1.04

1.04

1.04

1.00

1.00

1.00

0.0



Table 3.16: Load flow data of the 16 gen. 68 bus system (on 100 MVA base)

Bus # V PG QG PL QL

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

1.0113

1.0145

0.9867

0.9485

0.9453

0.9469

0.9361

0.9355

0.9769

0.9567

0.9521

0.9329

0.9550

0.9557

0.9660

0.9864

0.9907

0.9877

0.9888

0.9856

0.9934

1.0205

1.0190

0.9946

1.0251

11.3748

12.7902

9.4023

7.9774

8.9247

9.6960

7.0566

6.4103

5.2973

12.6041

11.6162

11.6566

11.8581

10.1395

10.0850

11.7987

10.6343

9.6989

16.9840

15.5510

14.6299

19.6010

19.2783

11.9821

14.0365

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

2.5270

0.0000

3.2200

5.0000

0.0000

0.0000

2.3400

5.2200

1.0400

0.0000

0.0000

0.0900

0.0000

0.0000

3.2000

3.2900

0.0000

1.5800

0.0000

6.8000

2.7400

0.0000

2.4800

3.0900

2.2400

1.1856

0.0000

0.0200

1.8400

0.0000

0.0000

0.8400

1.7700

1.2500

0.0000

0.0000

0.8800

0.0000

0.0000

1.5300

0.3200

0.0000

0.3000

0.0000

1.0300

1.1500

0.0000

0.8500

0.9200

0.4700

8



Table 3.16: Load flow data (Cont.)

Bus # V PG QG PL QL

26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
61
62
63
64
65
66
67
68

1.0176
1.0009
1.0188
1.0201
1.0056
1.0115
1.0044
1.0060
1.0125
1.0139
0.9955
0.9866
1.0108
0.9782
1.0299
0.9989
0.9990
0.9816
0.9814
1.0048
0.9935
1.0219
1.0298
0.9794
0.9982
1.0075
0.9911
1.0450
0.9800
0.9830
0.9970
1.0110
1.0500
1.0630
1.0300
1.0250
1.0100
1.0000
1.0156
1.0110
1.0000
1.0000
1.0000

12.4118
10.3774
15.7431
18.5368
11.0560
13.4427
15.0366
10.7555
4.2345
4.2554
-0.4534
-6.8574
13.0539
-7.7357
21.7878
50.5653
43.9908
-7.1802
-7.1923
4.3284
13.8655
11.9268
15.7245
17.1011
22.3745
8.6758
42.6675
15.2365
18.1387
20.5494
22.1845
20.7144
24.9613
27.3086
20.8380
25.3746
20.7536
22.4735
5.2943
0.0000
52.1013
44.8511
49.6220

0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

2.5000
5.4500
6.5000
6.3200
5.0520
7.0000
5.6000
5.4000
8.0000
5.0000
10.0000
13.5000
36.0904
17.8500
10.0000
40.0000

0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

1.8143
1.6983
1.7421
0.5475
1.3970
2.4948
2.0083
0.3999
0.3888
0.2625
0.3137
3.4035
9.6285
0.9853
0.7527
5.4071

1.3900
2.8100
2.0600
2.8400
0.0000
0.0000
0.0000
1.1200
0.0000
0.0000
1.0200
60.0000
0.0000
2.6700
0.6563
10.0000
11.5000
0.0000
2.6755
2.0800
1.5070
2.0312
2.4120
1.6400
1.0000
3.3700
24.7000

0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

0.1700
0.7600
0.2800
0.2700
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
-0.1946
3.0000
0.0000
0.1260
0.2353
2.5000
2.5000
0.0000
0.0484
0.2100
0.2850
0.3259
0.0220
0.2900
-1.4700
-1.2200
1.2300

0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0



Fig. 3.32: The 16 generator 68 bus system



For coherency grouping of generators outside the study area, a three-phase fault

is applied at bus 29 and cleared after 3 cycles by removing line 28-29. The simulation

is performed using the proposed linearized system model. The linearized response of

the system is shown in Fig. 3.33. A minimum correlation factor of 0.999 is chosen for

coherency identification. Therefore, high quality grouping is expected. Based on

correlation factor analysis, three groups of coherent generators are identified.

(i) Group 1: G2, G3, G4, G5, G6, and G7, 

(ii)Group 2: G10, G11, G12, and G13, and

(iii) Group 3: G14 and G15.

The linearized response of each coherent group of generators is shown in Figs. 3.34 to

3.36 respectively. It is found that G16 in the external system is not coherent with any

of these groups, hence it will be considered separately. 

Fig. 3.33: The linearized absolute angle response of the 16 gen. 68 bus system



Fig. 3.34: Linearized response of the first coherent group

Fig. 3.35: Linearized response of the second coherent group

Fig. 3.36: Linearized response of the third coherent group



Based on the coherency grouping, the external subsystem of the 16-generator system

is divided into three external areas, namely EA1, EA2, and EA3 that include the three

coherent groups of generators. In addition, G16 is considered as a separate external

generator. This is shown in Fig. 3.37.

The presented network reduction and dynamic aggregation techniques are

applied to each proposed external area in the 16-generator system. The parameters of

the equivalent lines, equivalent admittances to the ground, and parameters of the

equivalent synchronous machine for each coherent group of generators are shown in

Tables 3.17, 3.18, and 3.19 for EA1, EA2, and EA3 respectively. All values are in p.u 

on 100 MVA base. Fig. 3.38 shows the proposed equivalent of the 16-generator

system. 

Table 3.17: Parameters of the equivalent of EA1 in the 16-generator system  

Equivalent

synchronous

machine (p.u)

Equivalent lines  

R + j X (p.u)

Equivalent admittance

to ground (p.u)

Meq = 181.800 

sec

Deq = 45.750

req = 0.0

X d = 0.009

Pg = 35.9220

Vc = 1.0140

C1-1 : 0.1439+j1.5637

C1-2 : 0.0056+j0.0519

C1-26: 0.0069+j0.0718

C1-30:

C1-9 : 0.0066+j0.0697

1-2     : 0.0034+j0.0406

1-26   : 0.0358+j0.4971

1-30   : 0.0008+j0.0074

1-9     :

3.6931+j26.6302

2-26   : 0.0034+j0.1571

2-30   :  

2-9     : 0.0342+j0.3547

26-30 :

26-9   : 0.1753+j1.2219

30-9   : 0.0019+j0.0183

yo1   =  2.6977-

j0.4028

yo2   =  6.5269-

j0.8628

yo26 =  4.9354-

j0.7291

yo30 = 0.0+j0.3850

yo9   = 4.7660-

j2.3877

yoC1 = 26.2091-

j7.5989



Fig. 3.37: Coherent groups and external areas of the 16 gen. 68 bus system



Table 3.18: Parameters of the equivalent of EA2 in the 16-generator system  

Equivalent

synchronous

machine (p.u)

Equivalent lines  

R + j X (p.u)

Equivalent admittance

to ground (p.u)

Meq = 399.5 sec

Deq = 65.66

req = 0.0

X d = 0.0034

Pg = 64.5904

Vc = 1.0092

C2-1 : 0.0017+j0.0588

C2-52: 0.0443+j0.0948

C2-30: 0.0007+j0.0269

2 :

0.0178+j0.6108

0 :

0.0047+j0.0480

1-9    :

30-52: 0.0262+0.5371

52-9 : 0.6534+j1.6365

30-9 :

yo1   =

0.7646+j0.5720

yo52 =

34.6369+j3.5207

yo30 =

1.1149+j1.1065

yo9   = 7.7142-

j0.0368

yoC2= 62.9618-

j11.3162

Table 3.19: Parameters of the equivalent of EA3 in the 16-generator system  

Equivalent

synchronous

machine (p.u)

Equivalent lines  

R + j X (p.u)

Equivalent admittance

to ground (p.u)

Meq =  600 sec  

Deq =  200

req = 0.0

X d = 0.0014

Pg = 27.850

Vc = 1.00

C3-1: 0.0116+j0.1387 yo1   =

4.1972+j2.5684

yoC3 =22.8519-

j0.4318   



Fig. 3.38: Equivalence of the 16 gen. 68 bus system

The validity of the determined equivalence is evaluated by comparing the

dynamic response of the detailed system and its equivalent. A three-phase fault at bus

29 cleared after 3 cycles by removing line 28-29 is preformed for that purpose. All

generators represented by their nonlinear classical model in a transient stability

program. Fig. 3.39 shows the nonlinear response of all generators in the detailed 16-

generator system. The correlation factor analysis confirms the coherency grouping as



obtained from by the linearized response. Fig. 3.40 shows a comparison between

swing curves of retained generators considering the detailed system and its equivalent.

In addition, the responses of each group of coherent generators and their equivalent are

shown in Fig. 3.41, 3.42, and 3.43 for group 1, 2 and 3 respectively. The comparison

shows excellent agreement between each group and their equivalent and it is clear that

the equivalent system response matches well the original detailed system response.  

Fig. 3.39: Nonlinear response of the 16 gen. 68 bus system for a fault at bus 29

Fig. 3.40: Comparison between swing of generators in detailed system that retained in

the equivalent



Fig. 3.41: Comparison of swing curves of group 1 and their equivalent

Fig. 3.42: Comparison of swing curves of group 2 and their equivalent

Fig. 3.43: Comparison of swing curves of group 2 and their equivalent



3.6 THE CONCEPT OF REMOTE AREAS AND THEIR EQUIVALENCY

TREATMENT

It is found in constructing the electrodynamic equivalent of the 16-generator

system in the previous section that generator G16 in the external subsystem is not

coherent with any group of external generators. This situation leads to the idea remote

areas (RA) that may exist in large-scale power systems.

Generally, in constructing an electromechanical equivalent, a given power system is

divided into two main parts: the study subsystem and external subsystem. According

to the coherency grouping and the size of the external subsystem, this external

subsystem can be subdivided into a set of external areas containing coherent groups of

generators and a set of remote area that are connected to the external areas. This is

illustrated in Fig. 3.44 for one external area and one remote area. It is assumed here

that the generators comprising the remote areas are not necessary to be coherent. In

addition, these generators are aggregated as one machine equivalence. These

assumptions will be verified through a detailed case study.  

Fig. 3.44: Relation between various areas in a large-scale power system

4.6.1 TREATMENT OF REMOTE AREAS

An equivalent to RA is assumed to be determined by the same way as described

in sections 3.4 and 3.6; however, the necessity of coherency of generators comprising

an RA is excluded for producing the simplest possible electromechanical equivalence

of generators in such areas. This is can be justified by considering the dynamics on the

RA have minor impact on the SA. In addition, simulations will be used to evaluate

these assumptions. According to the above assumption the application of the proposed

electromechanical equivalent of power systems is extended to include very large

systems with smaller computation time and cost.



4.6.2 VALIDATION OF EQUIVALENT OF RA IN LARGE-SCALE POWER SYSTEM CASE

STUDY 5

In this section the assumptions placed on the aggregation of RA generators are

evaluated by linearized and non-linear simulations. The study system is constructed by

integrating the IEEE WSCC 3 generator - 9 bus -  system [104] and the GE 16-

generator 68 bus system [105] which is used in case study 4. The data of the nine-

bus system  and the operational settings are shown in Tables 3.20 to 3.22.

Table 3.20: Machine data of the WSCC system on 100 MVA base

Gen# Ra Xd Xd Tdo Xq Xq Tqo H D

17

19

18

0.0

0.0

0.0

0.2950

0.8958

0.3125

0.0697

0.0198

0.0813

6.56

6.00

5.89

0.2820

0.8645

0.2578

0.0697

0.1969

0.2500

1.50

0.54

0.60

24.0

6.0

3.0

8.0

2.0

1.0

Table 3.21: Line and transformer data of the WSCC system on 100 MVA base

Bus #

R X B TapFrom To

52

52

69

69

69

71

72

72

74

75

75

75

69

70

71

77

72

73

74

75

76

77

0.0030

0.0300

0.0000

0.0100

0.0017

0.0032

0.0000

0.0008

0.0011

0.0000

0.0039

0.0300

0.3000

0.0057

0.0850

0.0092

0.0016

0.0062

0.0072

0.0010

0.0058

0.0017

1.4100

0.4100

0.0000

0.1760

0.1580

0.3060

0.0000

0.149

0.2090

0.0000

0.358

0.0

0.0

1.0

0.0

0.0

0.0

1.0

0.0

0.0

1.0

0.0



Table 3.22: Bus data of the WSCC system on 100 MVA base

Bus # V PG QG PL QL

69

70

71

72

73

74

75

76

77

-

1.040

-

-

1.025

-

-

1.025

-

-

-

-

-

-

-

-

-

-

0.000

0.716

0.000

0.000

1.630

0.000

0.000

0.850

0.000

-

-

-

-

-

-

-

-

-

0.00

0.00

1.25

0.00

0.00

1.00

0.00

0.00

0.90

0.00

0.00

0.50

0.00

0.00

1.35

0.00

0.00

0.30

- Values to be determined from the load flow study of the interconnected system

The  WSCC system is considered to be connected to the GE 16-generator, 68-

bus system of Fig. 3.32 at bus 52 as shown in Fig. 3.45. In this case, the WSCC

generators and G16 are considered as a remote system with respect to the GE system

excluding G16. This is because the two systems are weakly interconnected through the

tie-lines 52-75 and 68-69. The connection of the WSCC system is made at bus 52

which is a bus contained in the external area of the NPCC system. Therefore, the

selection of the WSCC generators and G16 to be considered as a remote area is

clarified. Simulations will be used for evaluating these assumptions. The resulting

power system has 19-generators and 77-buses. The linearized responses of the

interconnected are shown in Fig. 3.46 for fault at bus 29 cleared after 3 cycles by

removing line 28-29. The results and the correlation factor analysis show that the

coherent grouping obtained in case study 4 remains unchanged as shown in Fig. 3.47

to 3.49. The response of generators in the RA is shown in Fig. 3.50 indicating that

these generators are not coherent.  



Fig. 3.45: interconnecting the WSCC and the BPCC systems

Fig. 3.46: Linearized responses of the 19 generator system



Fig. 3.47: Linearized response of group 1

Fig. 3.48: Linearized response of group 2

Fig. 3.49: Linearized response of group 3



Fig. 3.50: Linearized response of RA generators

By applying the proposed network reduction and dynamic aggregation techniques, the

parameters of the equivalent of the RA are shown in Fig. 3.51 and Table 3.23; all

values are in p.u on 100 MVA base. 

Fig. 3.51: Equivalence of the RA

Comparison between the dynamic response of the detailed system and its

equivalent for fault at bus 29 cleared after 3 cycles by removing line 28-29 is

simulated out with all generators represented by their nonlinear classical model. Fig. 

3.52 shows the nonlinear response of all generators of the detailed 19-generator

system confirming the coherency grouping. Fig. 3.53 shows a comparison between

swing curves of generators in the SA for the detailed system and its equivalent. In

addition, the response of each group of coherent generators and their equivalent is



shown in Fig. 3.54 to 3.56 for group 1, 2 and 3 respectively. The comparison shows

excellent agreement between each group and their equivalent and it is clear that the

equivalent system response matches well with the original system response. The

response of generators in RA and their equivalent is shown in Fig. 3.57. It is expected

that the response of the equivalent of RA generators will not match its detailed group,

as they are not coherent; however, it is clear from the results that the introduction of

the equivalent generator of RA generators does not hinder the accuracy of the

Fig. 3.52: Nonlinear response of the 19 generator system for a fault at bus 29



Table 3.23: Parameters of the equivalent of RA in the 19-generator system  

Equivalent

synchronous

machine (p.u)

Equivalent lines  

R + j X (p.u)

Equivalent

admittance to

ground (p.u)

Meq = 258 sec

Deq =  61

req = 0.0

X d = 0.0046

Pg = 43.196

Vc4 = 1.015

C4-52:

0.0034+j0.0282

yo52   = 25.409-

j0.3524

yoC4

=2.8857+j1.3667   

Fig. 3.53: Comparison of swing curves of the SA generators

Fig. 3.54: Comparison of swing curves of the EA1 generators



Fig. 3.55: Comparison of swing curves of the EA2 generators

Fig. 3.56: Comparison of swing curves of the EA3 generators

Fig. 3.57: Comparison of swing curves of the RA generators



3.7 RECENT AND FUTURE SECURITY REQUIREMENTS

This chapter describes the development and evaluation of accurate and simple

techniques for coherency identification, network reduction, and dynamic aggregation

of a coherent group of generators. In addition, the concept of remote areas is

developed to enhance the contribution of the presented coherency-based

electromechanical equivalent technique for simplifying the analysis of the transient

stability of large-scale interconnected power systems. The evaluation is carried out by

comparing the transient stability response of the detailed system and its equivalent for

the power systems of different scales (up to 19-generator and 77-bus system). The

comparison results show excellent agreements between the two responses. The sizes of

the power systems under study after application of the proposed electromechanical

reduction technique are greatly reduced as illustrated in Table 3.24. 

Table 3.24: Power system size reduction by equivalent

Study system NPCC 16 Gen - 68 Bus 19 Gen 77 bus

Detailed

System

No. of generators 10 16 19

No. of buses 39 68 77

Reduced

System

No. of generators 6 7 7

No. of buses 23 15 16

No. of SA generators* 4 3 3

No. of SA buses* 21 11 11

2 3 3

No. of generators in each EA 4, 2 6, 5, 2 6, 5, 2

- 1 1

No. of generators in RA - 1 4

* Common for detailed and reduced system. 

Generally, the coherency-based electromechanical equivalence approach is

accurate enough for significant model reduction of power systems. The reduced

models are adequate for fast execution of dynamic security studies; however, its

traditional form (such as that presented in this chapter) suffers from some drawbacks. 

These drawbacks are mainly associated, for example, with:

1) The inherent uncertainties of the system parameters, actual topology, and

operating conditions. A situation that may reduce the harmony between the



actual system performance and the performance of the reduced models or even

the performance of the detailed models. This is because the performance models

are highly related to the accuracy of the input data for them. The data sets

needed for executing a traditional coherency-based equivalence are mainly

obtained from the data sets from the system databases.These data sets may

suffer from inaccuracies, incomplete quantities, and deviations of the actual

values with time, for example, due to aging of equipment. The actual topology

of power systems is also uncertain. Occasionally some equipments are taken

intentional out of service for maintenance purposes (e.g. scheduled

maintenance). In addition, system faults cause unintentional and random outage

of components due to the operation of protective devices or broken connections. 

Therefore, one of the main accuracy issues of the traditional coherency-based

equivalence is the uncertainty associated with the input data needed for

coherency identification, network reduction, and dynamic aggregation.

2) Another important issue is the validity of the reduced model for long durations

and for various operating conditions. Even if the input data used in the

construction of an electromechanical equivalence of a power system are

accurate, the reduced model need to be updated frequently as the loading, 

topology, operational and control settings, and environmental conditions are

time-dependent quantities. Consequently, from an accuracy point of view, the

equivalence is valid only within a narrow range of changes around the original

input data.  

3) The necessity of updating the equivalence arises the issues associated with the

time needed for updating the system equivalence model and performing

dynamic security analysis. This is of special importance when the model is to be

used for online security assessment.

4) Recent power systems are equipped with distributed generation resources as

well as new technologies for energy production such as wind and solar energy

sources. In addition, the penetration level (or the percentage of their

contribution in the generation energy mix) increases and an increasing

worldwide trend. Consequently, the dynamic behaviour of power system will be

affected by these technologies and their consideration in the security analysis of

power systems becomes an urgent need. Traditional equivalency techniques are

mainly synthesized considering conventional synchronous machines as the

power generation technologies. In addition, inclusion of the numerous new

power generation technologies in the equivalence using traditional approaches is



expected to be complicated from a mathematical point of view as well as a

conceptual point of view. Recalling that the appropriate minimization of

dynamic order of the external and remote subsystems is the main target of

electromechanical equivalence. In addition, for online applications, the speed of

the equivalence construction is of major importance.  

5) Another problem associated with variable generation resources (such as wind

and solar) is that their output power is mainly dependent on stochastically

distributed energy resources (e.g. the solar radiation and wind speeds are having

highly random probability distributions or patterns). Although, the predictability

of these energy resources is improving, their high randomness causes troubles in

determining the exact operating point of variable generating technologies; a

situation that complicates the security assessment as well as the deduction of

appropriate corrective actions for system survival during disturbances. It is

worthy to be mentioned here that the volatility in variable generation resources

adds new causes of disturbances to the traditional system disturbances; faults, 

load changes, and fuel supply shortage.  

The presented problems introduce a demand for finding new approaches for

handling the dynamic security studies, and dynamic equivalency of power systems.

The main required advances of new techniques are high-speed and flexibility. The

high-speed is required for the on-line applications while the flexibility is required for

the consideration of the vast number of new and renewable generating technologies. 

Measueremt-based approaches for electromechanical equivalence and dynamic

security studies present a key factor in significantly solving the mentioned problems. 

In upcoming volume of this book, measurement-based electromechanical equivalency

will be presented considering conventional synchronous generators as well as new

and renewable generating sources. The dynamic security and transient stability

studies as well as corrective actions for online stability enforcement and restoration

will also be considered in the second volume. 



APPENDIX: NOMENCLATURE FOR VOLUME 1 AND VOLUME 2

B, b Susceptance.  

D Damping constant.

E Complex transient emf. 

E Transient emf. 

E q, E d q- and d-axis transient emf. 

Er Induction-motor rotor induced emf. 

fo Synchronous frequency. 

f Frequency. 

G, g Conductance. 

Is, Ig Complex stator current.

Is, Ig Stator current.

iq, id q- and d-axis current.

J Jacobian matrix. 

Jij Element (i, j) of the Jacobian matrix. 

kVA Kilo-volt-ampere rating of induction motor. 

L Inductance.  

M Inertia constant = 2H. 

p Time derivative operator. 

Pm Mechanical power. 

Pe Motor consumed active power. 

Ps, Qs Static load active and reactive powers. 

Po, Qo Nominal active and reactive powers. 

P, Q Active and reactive powers. 

PG, Pg Generator electrical power output.

PL, QL Load active and reactive powers. 

Rs, Rr Stator and rotor resistances of induction motor. 

Ra, r Stator resistance of synchronous machine.

S, s Slip.

So, Scr,

Sfl

Operating, critical, and full load slips. 

T o O.C transient time constant of induction motor. 

TL Mechanical load torque. 

t, t Time and time interval (or integration step size).  

Vs, Vg Complex stator voltage. 



Vs, Vg Stator voltage. 

Vso, Vgo Stator prefault voltage. 

Vq, vd q- and d-axis voltage. 

VL Load bus voltage. 

Vo Normal bus voltage. 

Vb Interface bus voltage. 

V Bus voltage. 

Xd Synchronous machine transient reactance.  

Xs, Xr Stator and rotor leakage reactances of induction motor. 

Xt Total leakage reactance of induction motor. 

Xm Magnetizing reactance of induction motor. 

Xss, Xrr Stator and rotor reactances of induction motor (leakage

+ magnetizing reactances)

X Transient reactance of induction motor. 

XT Transformer reactance. 

Y, y Admittance.  

YBUS Bus admittance matrix. 

Element (i, j) of the bus admittance matrix. 

Admittance to ground model of static loads. 

Transient impedance of induction motor. 

Synchronous angular frequency. 

Rotor angular frequency. 

Weighting coefficient.  

Power-factor angle. 

Motor loading. 

Full load efficiency.  

Indicates that a variable represents a deviation from a

specific prefault operating point. 

Phase angle of load bus voltage. 

Phase angle of generator internal voltage. 

Power angle of generator #i relative to generator # j in

detailed system with loads represented in details. 

Power angle of generator #i relative to generator #j in

the equivalent system with loads represented by static

model. 



Power angle of equivalent generator #i relative to

generator #j in the equivalent system with loads

represented by static model. 

Power angle of generator #i relative to generator #j in

the equivalent system with (detailed/aggregate)

dynamic loads.  

Power angle of equivalent generator #i in the equivalent

system with (detailed/aggregate) dynamic loads. 

Correlation factor. 

Standard deviation.  

Actual bus voltage to normal bus voltage ratio (V/Vo)

Flux linkage. 

cov  Covariance. 
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