
Turk J Elec Eng & Comp Sci

(2018) 26: 1129 – 1139

c⃝ TÜBİTAK
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Abstract: Efficient use of energy is an issue that the information technology (IT) world gives prominence to both in

academia and industry. Cloud computing and the Internet of things, today’s most popular subjects, make the efficient use

of resources and energy even more important. Every year, millions of smart devices connected to the Internet increase the

demand for data center capacity to provide service to those devices. This increases energy consumption in the IT sector.

Thus, more efficient use of energy in these systems is of critical importance. The increase in the migration to cloud

computing makes fast and efficient infrastructure-as-a-service and platform-as-a-service services provided by Internet

service providers important. On the other hand, virtual machines have been used for a long time as an alternative

to physical servers. The application containerization concept is shaping the virtualization world by offering faster

deployment, reduced resource consumption, easier manageability, and reduced energy consumption, as demonstrated in

this study. Our study shows that this new concept is more energy-efficient than virtualization technologies that are

currently being used.
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1. Introduction

In today’s global scale, thousands of servers and millions of services are served by many service providers. In

recent years, Internet of things and cloud computing technologies motivate servers to be aggregated and services

to be offered as infrastructure as a service, platform as a service (PaaS), and software as a service by large data

centers. Cloud computing has been expanding under the concepts of private, public, hybrid, and community

clouds, as defined by NIST. The organizations researching and working on cloud computing are establishing

huge data centers in different regions of the world and manage, or enable users to manage, these centers with

software-defined data center logic. This increases the need for fast, scalable, measurable, flexible, and easily

expandable infrastructures. However, such a demand inherently increases the need for energy efficiency.

According to Enerdata’s 2014 results, the growth in energy demand in the IT sector has increased from 10

TWa to 20 TWa since the 1990s. Additionally, according to the “2015 List of countries by energy consumption”

in Wikipedia, the annual energy consumption of countries with big data centers includes 5463.8 TWa for China

in 2014, 4686.4 TWa for the USA in 2013, 3037 TWa for the EU in 2009, and 1016.5 TWa for Russia in 2012.

These values show the annual energy consumption of countries in all fields. Nevertheless, the total amount of

energy consumption in IT around the world is more than the total need of these leading countries. The Energy
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Information Administration estimates that this need will rise to 40 TWa by 2040, with an annual average

increase of 2.2%.

In this study, we investigate the effects of application containerization technologies on energy efficiency in

data centers. This technology is being accepted as a new generation of virtualization and has become widespread

in recent years in the field of virtualization, which is an important and indispensable element of cloud computing.

This is an essential study on energy efficiency via application virtualization.

Nowadays, three types of servers are widely used:

BareMetal: Installing an operating system and later an application on a server.

In this work, we took BareMetal as a base line to understand whether hypervisor or container-based

virtualization will yield the closest power consumption result. Because BareMetal is an OS that easily accesses

hardware, its energy consumption is lower. Therefore, every test was applied on BareMetal and compared

hypervisor and container virtualization.

Host virtualization: Installing a hypervisor on a BareMetal server and later on installing other kinds of

operating systems and applications as necessary.

Application container: After installing an operating system on BareMetal, serving the application within

an isolated package by separating at the kernel level where the package contains the elements of the operating

system needed by the application (file system, libraries, and binaries).

In light of this preliminary information, we investigated how these three usages affect the target power

usage effectiveness values in data centers and examined the advantages of each one. The rest of the paper is

organized as follows:

Related work is given in Section 2. The Linux application container is described in Section 3. The

environmental setup of the study and our test techniques are described in Section 4. Finally, the results and

our conclusions are given in Sections 5 and 6.

2. Related work

Although power management is the focus of power proportional and green data center approaches in the physical

world, it is handled under virtualization and hypervisor resource management in the software environment [4,5].

2.1. Physical world

Power proportional systems provide solutions that transfer the load to a particular source of a system and turn

off the power in the remaining parts in order to conserve power. For instance, it distributes the load to certain

portions of the disk unit and turns off some other parts in order to gain energy [1,6].

Most power proportional studies focus on turning off the disk and server for energy conservation. However,

the reduction of the load from network devices and cooling systems [7], the distance of the power distribution

lines, and the losses from AC/DC conversion play important roles in the total power consumption of a data

center [2]. One other gain that is modeled by Google and increases energy efficiency from 92% to 100% is to use

a small backup power battery for each server, rather than one central auxiliary power unit. A cooling power of

0.5 W is needed for cooling a watt spent by cooling systems. The most effective solution to this issue is using

free-cooling systems rather than chiller type cooling systems.
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2.2. Virtual world

Koh’s [8] coallocation technique, which analyzes a system’s characteristics at the disk, memory, and CPU

levels; Gupta’s approach for performance improvement [9]; and Pu’s techniques [3] for decreasing performance

interfaces on XEN hypervisors are among the studies that focus on energy efficiency in virtualization.

In addition, Nahomi’s [10] virtual power management application is the counterpart of the studies by

Deng [11] and David [12] on reducing energy consumption via voltage/frequency scaling optimization in memory.

Moreover, the three approaches of Ye [13] towards the energy consumption of virtual hard drives use dynamic

memory allocation for running virtual machines.

In the literature, there are no studies focusing on application virtualization. However, Liu and Zhao [14]

and Dua et al. [15] study the ease of application, speed, savings in disk space, security, and isolation in the

PaaS layer of cloud computing. Rey et al.’s work [16] on fault tolerance in Hadoop MapReduce with Docker

and Stubbs et al.’s analysis [17] of serf node project that works on microservice infrastructure are among the

previous literature on application containerization. In addition, the work by He et al. [18] proposes to use

the application container infrastructure for end users on virtual servers via the elastic application container

approach.

In this study, we focus on the effects of Linux application containerization on power consumption

compared to server virtualization and BareMetal environments. There are two works in this area related

to our study. One of them is Morabito’s [19] work on energy consumption in hypervisor and container-

based virtualization via benchmarking with some Unix commands. In this work, some tests are applied to

CPU, memory, and NICs, but it lacks information about test time and data size that could affect the power

consumption results. The second work is Piraghaj’s PhD thesis [20] on cloud-based consolidation techniques

and their effects on power consumption. As for the difference of these works with ours, we used a hard disk

and a common application benchmarking test. The use of a hard disk I/O in our study is an important part of

the power consumption. Moreover, all these hardware’s power consumption results need to be evaluated using

a commonly used application deployment benchmarking test. Additionally, our work also contains deficiencies

not included with the related references as [19,20].

3. Linux application container

Operating-system–based virtualization allows users to access all necessary redundant resources. Since an

operating system is designed to run all applications on itself, any component that does not lie within the

objectives set by the user becomes unnecessary, but still requires management. These components also continue

to consume energy. In addition, other factors, such as network settings and scaling, are left to the user most of

the time. This approach not only requires the user to have out of focus information, but also makes it difficult

for service providers to control. The hypervisor layer, to which virtual operating systems are connected, raises

challenges, such as migration difficulties and vendor or hypervisor lock-in. Accordingly, the inefficiency of

storage space is repeatedly seen in the form of the operating system or the applications continually creating

the same file or block. This inefficiency is one of the main reasons for the extra energy consumed by the same

I/O process through CPU and disk space while reading from or writing to disk. Differences between virtual

machines and containers are shown in Figure 1.

Although this is not within the scope of this work, file system and block deduplication techniques have

an effect on energy efficiency.

Without using all aspects of the operating system, application container is a technique that runs one or
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Figure 1. Virtual machines versus application containers.
(http://patg.net/containers,virtualization,docker/2014/06/05/docker-intro/)

more applications in a mold by isolating elements such as CPU, memory, block I/O, and network. Here, there is

an isolation at the kernel level over the host operating system. These subsystems are functionally independent

from the main system and other systems, and have their own process ID (PID), users, network structure, and

file systems. In other operating systems, similar systems are called jails (FreeBSD), workload partitions (AIX),

and containers (Solaris, Linux). In this study, we focused on containers that are used in the popular Linux

operating system.

LXC was spread with Linux kernel 2.6.24, which uses an isolation system built on Cgroups and namespace

functions. While Cgroups make some important features possible (like resource limitation, prioritization,

accounting for usage of system resource, freezing on subsystem groups, checkpoint, and reboot), namespace

presents an isolated PID poll for containers themselves. Five namespaces can be discussed:

Network namespace: Chance of making routing and firewall rules, special network topology for the

container itself.

Unix time-sharing namespace: Chance of assigning hostname and domain name to a container.

Mount namespace: Chance of using a different file system inside of a container.

Inter-process communication namespace: Chance of making a special and isolated communication line

between containers.

User namespace: Chance of making different users and groups from the base system to use in containers.

Container infrastructure is shown in Figure 2.

After the acceptance and widespread use of LXC in the virtualization world, approaches that developed

this architecture and adapted it to the site started to increase. Most popular of those approaches are Docker,

CoreOS, Mesos, and Kubernetes. Docker is in the leading position due to its number of developers, Docker

HUB’s ready container structure and wealth of content, and the ease of integration by other major architectures.

The world’s leading and USA-NSA–funded open source cloud management infrastructure (OpenStack) and the

top cloud service provider (Amazon AWS) support the integration of Docker container in order to have a faster

and easier infrastructure facility that consumes fewer resources.
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Figure 2. Application container structure. (https://www.docker.com/what-docker)

4. Environmental setup and approach

4.1. Physical environment

An HP Proliant DL380 G7 server was used for the test environment. The server has 2× Intel Xeon X5650 @

2.67 GHz (12 cores) processors, 18 × 4096 MB (in total 72 GB) DDR3-1333 MHz memory, 300 GB RAID10

HD, and a Broadcom NetXtreme II BCM5709 1 GB network card.

4.2. Software environment

The CentOS 6.7-final operating system, Linux kernel 2.32-573.8.1.el6.centos.plus.x86 64, libvirt-0.10.2-54, and

qemu-kvm-0.12.1.2-2 were used for test virtualization, and container docker-engine-1.7.1-1 was used as the

container.

4.3. Benchmark platform

Phoronix Test Suite, a free and open source benchmark software, was used. This software includes over 450

test profiles and over 100 test suites. It also contains important tests for CPU, memory, GPU, hard disk,

network, etc. Moreover, the software provides data collected from different sensors on the hardware (such as

heat and power) during benchmarking. The results of more than 3,800,000 Phoronix Test Suite tests published

on OpenBenchmarking.org were utilized in order to decide on the test suites that would be used in our study.

Test suites were chosen according to the recommendations of earlier users of the software and the rankings of

the suites in achieving accurate results and full use of the system.

4.4. Used benchmarks

Timed Linux kernel compilation: It is used for CPU benchmarking and it measures how long it takes a Linux

kernel to compile.

Aio-stress: It tests the system by asynchronously writing large files of 2048 MB to a hard disk in 64 KB

blocks.
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RAM speed: It allocates certain memory space and starts either writing to or reading from it using

continuous blocks in sizes of powers of 2 from 1 Kb up to the array boundary.

LoopBack TCP network performance: It measures the performance of the system by generating 10 GB

network traffic via 1 MB blocks.

Apache benchmark: It simultaneously sends 100 web requests, for a total of 1,000,000 requests, in order

to test how many of them can be handled by the system. In contrast to other benchmarks described above, this

is chosen to measure the performance of not only one component but all system components working together

simultaneously.

All these benchmarks have not been used before in a study on energy efficiency. Here, they were used to

test the system performance and produce results in units of req/s, MB/s, and s. Each test was done three times

and their average was recorded. In order to measure the energy efficiency of the system, information gathered

through energy sensors during testing was used. The average scores were used as the energy required by the

system for the corresponding test. All tests were performed three times each for BareMetal, KVM, and Docker.

It is important to provide equal shares of system resources in all test environments. However, it is not

clear how this was achieved in some previous BareMetal and virtualization comparisons [13,14,18]. A hypervisor

cannot practically use all system resources because the host operating system also requires a portion of these

resources in order to maintain the hypervisor and other basic functions. On the other hand, there is no layer

on the host operating system and all divisions are done at the kernel level in container systems. Therefore,

there is no need for resource allocation in these systems as opposed to hypervisors. We observed that the host

operating system consumed 136 W of energy in our tests. KVM incurred a 13.2% system load and 154 W of

energy consumption in order to run a host with the same specifications of the host operating system (CentOS

6.7), without any running services or extra work. In contrast, we observed that the system running on the

Docker container system without any load required less than 1 W of extra power consumption. In the next

section, the test results, and to what extent they are correlated with energy consumption, are evaluated.

5. Results

In this section, the results of five different benchmarks done on three test platforms and the rate of these results

to energy consumption are presented.

In three of these five benchmarks, differences were observed in both the energy and performance values.

However, the same energy consumption with different performance values is seen in the remaining two bench-

marks. In order to interpret these results and to compare the energy consumption of the environments, the

test performances for 1 W via the mathematical ratio of the performance values to energy consumption were

calculated as follows:

Value for 1W=
Test Result

P.C. value for test- P. C. for start
(1)

P.C. = Power Consumption

5.1. Timed Linux kernel compilation benchmark

As shown in Table 1 and Figure 3, BareMetal had the best results according to the CPU performance test, since

it consumed 9% less energy than KVM and 1% less energy than Docker. In addition, Docker was 10% more

efficient than KVM.
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Table 1. CPU-based performance.

Timed Linux kernel compilation BareMetal KVM Docker
Power consumption (W) 302.00 302.00 302.00
Build time (s) 73.95 81.70 73.99
Build time per W 0.445 0.492 0.446
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400.00

500.00

Bare Metal KVM DOCKER

Timed Linux Kernel Compilation Benchmark

Power Consumption (W) Build Time (s) Build Time per W

Figure 3. Results of timed Linux kernel compilation benchmarking test.

5.2. Aio-stress benchmark

As shown in Table 2 and Figure 4, based on the results of the HDD performance test, BareMetal uses energy

137% more efficiently than KVM and presents 162% energy efficiency as compared to Docker. On the other

hand, KVM has 11% better energy efficiency than DOCKER.

Table 2. I/O-based performance.

Aio-stress BareMetal KVM Docker
Power consumption (W) 146.00 162.00 162.00
HD performance (MB/s) 1706.92 1873.34 1693.78
HD performance per W 170.692 72.052 65.145

5.3. RAM speed benchmark

As shown in Table 3 and Figure 5, according to the benchmark where the systems’ performances in reading

from and writing to RAM were tested, BareMetal consumed 24% less energy than KVM. BareMetal had a slight

(0.1%) energy efficiency in comparison to Docker. Docker also had a 23% energy consumption advantage over

KVM.

5.4. LoopBack TCP network performance benchmark

As shown in Table 4 and Figure 6, when these three systems were compared under 10 GB network traffic,

BareMetal had a 155% better energy consumption than KVM and a markedly better consumption (466%) than

Docker. Moreover, KVM had 121% less energy consumption than Docker. This test demonstrates that although

Docker stands out in handling network traffic compared to KVM, it fails in energy consumption.

1135
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Figure 4. Results of aio-stress benchmarking test.

Table 3. Memory-based performance.

RAM speed BareMetal KVM Docker
Power consumption (W) 232.00 208.00 232.00
RAM usage performance (MB/s) 15,490.68 9335.23 15,296.35
RAM usage performance per W 161.361 129.656 159.337
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Figure 5. Results of RAM speed benchmarking test.

Table 4. Network traffic-based performance.

LoopBack TCP network performance BareMetal KVM Docker
Power consumption (W) 144.00 174.00 184.00
10 Gb traffic (s) 15.60 29.02 16.55
10 Gb traffic per W 1.950 0.764 0.345
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Figure 6. Results of LoopBack TCP network performance benchmarking test.

5.5. Apache benchmark

As shown in Table 5 and Figure 7, this test was designed to compare the energy efficiency of the environments

when four main system resources were used at the same time. According to the results, BareMetal had 48%

better energy consumption than KVM and 5% better consumption than Docker. Docker used energy more

efficiently (41%) than KVM.

Table 5. Request response-based performance.

Apache BareMetal KVM Docker
Power consumption (W) 204.00 204.00 204.00
Request per s 17,802.87 12,025.09 16,982.19
Request/s per W 261.807 176.840 249.738
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Figure 7. Results of Apache benchmarking test.

6. Conclusion

BareMetal had better results in all benchmarks tests, as expected. This can be explained by the fact that

performance and efficiency are expected to improve once the application gets closer to the hardware. KVM,
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where tests at the hypervisor layer are performed, had the next best energy consumption during hard disk

and network tests. Docker, the application container layer, had better results than KVM in every test except

the hard disk test. It is noteworthy to mention that DOCKER required high energy consumption in order to

succeed in the network test. In the Apache benchmarking test, we compared the energy consumption rates of

the test environments in general use. The results demonstrate that the Docker container system has better

performance with less energy consumption than KVM. However, BareMetal beat both DOCKER and KVM in

the same test.

Our study reveals that the application container technique is an important competitor against hypervisors

from an energy efficiency point of view. If energy efficiency is applied in the IT world as mentioned in the

introduction, a significant amount of energy can be recovered and transferred to new or other required fields.

We argue that the use of the application container technique is necessary for the expansion of green and cost-

effective IT. This study also reveals the requirements for further studies in hard disk usage and networking

in application container techniques. Such further developmental studies will lead to improvements in energy

efficiency.
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