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Introduction

In this work we present a series of known results about the study of geometric and topological

properties of the punctual Hilbert schemes and punctual Quot schemes. Furthermore in the

case of the punctual Quot schemes we improve some results given by G. Ellingsrud and

M. Lenh in [EL99] about smoothness, irreducibility and dimension of this kind of spaces.

Following the techniques presented in [ES87] by G.Ellingsrud and S. Stromme, we gave a

new formula to compute the Euler characteristic of some Quot schemes, see Theorem 3.8,

which is a generalization of 2.12. Finally we introduce the enough theory about virtual classes

to calculate as in [Sch12] the virtual Euler characteristic for a particular Quot scheme.

The thesis is divided in three parts. First background, then study of punctual Hilbert

and Quot schemes and finally study of virtual classes to compute the final example.

The moduli problems can be classified in three standard types, such as Hartshorne says in

[Har09]. These are: A) Subschemes of a fixed schemesX; B) Line bundle on a fixed schemeX,

and C) Coherent sheaves, on a fixed scheme X. The moduli spaces that we study here are of

the type A and C. Naturally the Hilbert schemes are of type A since they parametrize closed

subschemes of a given scheme X. The existence of these schemes was presented originally

by Grothendieck in[Gro60]. This proof was improved by Mumford [Fan05]. It was based in

the notions of k−regular sheaf and Mumford-Casltenuovo’s Theorem 1.42. Here we present

Mumford’s version following Stromme, [Str96].

The Quot schemes are a natural generalization of the Hilbert schemes, by its definition

(see.1.8) they belong to type C of modulli spaces. The general study of these spaces is not

easy, but using toric actions over them we can get results in some particular cases, thanks to

Bialynicki-Birula’s theorem presented in [BB73a]. Other techniques used to describe tangent

spaces proceed from basic elementary deformation theory.

The simplest moduli spaces are the n−punctual Hilbert schemes of a given scheme X,
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denoted by X [n]. This schemes parametrized 0−dimensional subschemes of length n. When

X is a projective and smooth curve C it is not difficult to see that C [n] = Symn(C), so the

properties as smoothness, irreducbility and dimension are completely determined. The next

step is the understanding of these schemes, whereX = S is any smooth and projective surface.

Fogarty in [Fog68] shows that S[n] is smooth, projective and irreducible with dimension 2n.

On the other hand G.Ellingsrud and S.Stromme in [ES87] find a formula to compute the

Betty’s numbers and the Euler characteristic of the Hilbert scheme (P2)[n] based on Byalinicki-

Birula’s theorem, along with the decomposition of the tangent space presented in 2.16 of a

similar way to Nakayima in [Nak99, cap.V, Proposition 5.7].

The Quot schemes are more complicated and so we have to give various restrictions to

work. Here we present these in 3.1 and we denoted by M(S,E)(n, q, d), where S is a smooth

and projective surface and E is a coherent sheaf over S.

for schemes of the type M(S,E)(n, 0, d) G.Ellingsrud and M.Lenh on [EL99] find its dimen-

sions d(n+1) and they prove its irreducibility [EL99, Proposition 5]. In this thesis we present

a generalization of this theorem in corollary3.6 where we prove in general that M(S,E)(n, q, d)

is irreducible with dimension (d + q)(n − q) + d. We also prove that M(P2,O)(n, n − 1, d) is

smooth and show that in general these spaces aren’t smooth. For example we show that

M(P2,O)(2, 0, 2) is singular. For general spaces M(P2,O)(n, q, d) we find a formula to compute

its Euler characteristic 3.8, that’s not as clean as the formula for Hilbert schemes but is

computable.

Finally, we present the Atiyah-Bott’s classic and virtual formulas 4.10 and4.24, respec-

tively [GP99]. For that was necessary give a short introduction about virtual classes. With

Atiyah-Bott’s formulas we compute the Euler virtual characteristic of the scheme M(3, 2, 2).

To see more of these kinds of examples the reader can consult the work done by D.Schulthesis

in his doctoral thesis [Sch12]. For that computations we again use the decomposition of the

tangent space, and is necessary do many small computations about Chern classes and use the

Grothendieck−Hirezebruch−Riemann−Roch′ theorem. This shows that, in general, the
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use of the theory is not easy, but it can be used to compute some invariants in enumerative

geometry such, as present Andre L. Meireles And Israel Vainsencher in [MV01].
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1 Background

1.1 Hilbert Polynomials

Definition 1.1. A polynomial P (z) ∈ Q[z] is called numerical polynomial if , P (n) ∈ Z for

all n� 0

The next proposition give a characterization of these kind of function.

Proposition 1.2. 1. If P ∈ Q[z] is a numerical polynomial, then there are integers

c0, c1, · · · , cr,such that

P (z) = c0

(
z

n

)
+ c1

(
z

n− 1

)
+ · · ·+ cn,

where (
z

n

)
=

1

n!
z(z − 1) · · · (z − n+ 1)

2. If f : Z→ Z is any function, and if there exists a numerical polynomial q(z) such that

the difference function ∆f = f(n+ 1)− f(n) is equal to q(n) for all n� 0, then there

exists a numerical polynomial P (z) such that for all f(n) = P (n), n� 0.

Proof. See [Har77, Ch.1,sec 7, pag 49]

Let k be a field, and let M be a graded module over the polynomial ring k[x0, . . . , xn],

we can define the function, ϕM(l) = dimkMl, where Ml denotes the homogeneous part of M

of degree l.

Example 1.3. Let M = C[x, y]/〈xy− 1〉, with the grading induces by the canonical grading

in C[x, y]. So Ml = Cxl ⊕ Cyl, then ϕM(l) = 2, for any l.

Theorem 1.4 (Hilbert-Serre). LetM be a finitely generated graded S = k[x0, . . . , xn]−module.

Then there is a unique polynomial PM(z) ∈ Q[z] such that ϕM(l) = PM(l) for all l � 0.

Furthermore, degPM(z) = dim (Z(Ann (M))), where Z denotes the zero set in Pn of a ho-

mogeneous ideal.
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Sketch of proof. By the Proposition 7.4 on [Har77] we reduce to the case M ∼= (S/p) where

p is a homogeneous prime ideal of S. If p = (x0, . . . , xn) there is nothing to do. Now if

p 6= (x0, . . . , xn), there exists xi /∈ p for some i. Then we consider the exact sequence

0→M
xi→M →M ′′ → 0,

where M ′′ = M/xiM, so ϕM ′′(l) = ϕM(l) − ϕM(l − 1) = ∆ϕM(l − 1) and Z(Ann(M ′′)) =

Z(p) ∩ H where H = {xi = 0}. Then dim(Z(Ann(M ′′))) = dim(Z(p)) − 1. Then by the

Proposition 1.2 if ϕM ′′ is a polynomial function there exists a numerical polynomial PM such

that ϕM(l) = PM(l) for all l� 0 and deg(PM) = dim(Z(p)).

Definition 1.5. The polynomial given by last theorem is called the Hilbert Polynomial of M.

We know that for any subscheme Y of the projective space Pn, we can assign a homo-

geneous ring S(Y ) the ring of coordinates, and this ring has an unique Hilbert polynomial

by 1.4, then we can assign to Y the polynomial PY = PM of M , which is to be called the

the Hilbert Polynomial of Y.

Example 1.6. Let Y = Pnk . Then the coordinate ring is M = k[x0, . . . , xn], so ϕM(l) =

dimk(k[x0, . . . , xn])l =
(
l+n
n

)
= PY (l).

1.2 Flat Morphisms.

The notion of flatness allows us to algebraically define a ” continuous variation of a fibers ”.

This is important for giving the right definition of a family in algebraic geometry. Thanks

to Theorem 1.16 we can decompose the Hilbert functor as a coproduct of functor indexed

by Hilbert Polynomials. The notion of flat morphisms is locally given by the notion of flat

modules. Here we present some theorems without proof but the reader can be find complete

information in [Har77, , chapter III, section 9.]

Definition 1.7. Let A be a ring, and letM be an A−module,M is said to be flat if and only

if for every finitely generated ideal a of A, the map a⊗AM →M is injective, equivalently if

the functor ( )⊗AM is an exact functor. See [Eis13].
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Proposition 1.8. 1. Base extension: If M is a flat A−module, and A → B is a homo-

morphism, then M ⊗A B is a flat B−module.

2. Transitivity: If B is a flat A-algebra, and N is a flat B-module, then N is also flat as

an A-module.

3. Localization: M is flat over A if and only if for all p prime ideal of A the localization

Mp is flat over Ap.

4. Let 0 → M ′ → M → M ′′ → 0 be an exact sequence of A-modules. If M ′ and M ′′ are

both flat then M is flat; if M and M ′′ are both flat, then M ′ is flat.

5. A finitely generated module M over a local noetherian ring A is flat if and only if is

free.

The last algebraic statement makes sense immediately with the following definition and

proposition.

Definition 1.9. Let f : X → Y be a morphism of schemes, and let F be an OX-module. We

say that F is flat over Y at point x ∈ X, if the stalk Fx is a flat Of(x),Y−module. Consider

Fx as an Of(x),Y−module via the map f# : Of(x),Y → Ox,X , we say that F is flat if it is flat

for every point x ∈ X, and we say X is flat over Y if OX is.

Proposition 1.10. 1. An open inmmersion is flat.

2. Base change: let f : X → Y be a morphism, let F be an OX−module which is flat over

Y , and let g : Y ′ → Y be any morphism. Let X ′ = X ×Y Y ′, and f ′ : X ′ → Y ′ be the

second projection, and F ′ = p∗1(F). Then F ′ is flat over Y ′.

3. Transitivity: let f : X → Y and g : Y → Z be morphism. Let F be an OX−module

which is flat over Y , and assume also that Y is flat over Z. Then F is flat over Z.

4. Let A→ B be a ring homomorphism, and letM be a B-module. Let f : X = Spec(B)→

Y = Spec(A) be the corresponding morphism of affine schemes, and let F = M̃. Then

F is flat over Y if and only if M is flat over A.
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5. Let X be a noetherian scheme, and F a coherent OX-module. Then F is flat over X

if and only if it is locally free.

Proof. Use 1.8.

Proposition 1.11. Let f : X → Y be a separated morphism of finite type of noetherian

schemes, F a quasi-coherent sheaf on X, and u : Y ′ → Y a flat morphim of noetherian

schemes, such that the following diagram commutes:

X ′ X

Y ′ Y

v

g f

u

Then for all i ≥ 0 there are natural isomorphims

u∗Rif∗(F) ∼= Rig∗(v
∗F).

Corollary 1.12. Let f : X → Y and F be as 1.11, and assume Y affine. For any point

y ∈ Y, let Xy be the fiber over y, and Fy the induced sheaf. On the other hand, let k(y)

denote the constant sheaf k(y) on the closed subset {y} of Y. Then for all i ≥ 0 there are

natural isomorphisms

H i(Xy,Fy) ∼= H i(X,F ⊗ k(y)).

Flat families

A family X over Y is a morphism of schemes (varieties). As is customary given any element

y ∈ Y the fiber (pre-image) of y is denoted by Xy as above. We say that the family X f→ Y

is flat if the morphism f is flat.

Proposition 1.13. Let f : X → Y be a flat morphism of schemes of finite type over a field

k. For any point x ∈ X, let y = f(x). Then

dimx(Xy) = dimx(X)− dimy(Y ).
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Here for any scheme X and any point x ∈ X. We denote by dimx(X) the dimension of the

local ring Ox,X .

Corollary 1.14. Let f : X → Y be a flat morphism of schemes of finite type over a field k,

and assume that Y is irreducible. Then the followings conditions are equivalent:

1. every irreducible component of X has dimension dim(Y ) + n;

2. for any point y ∈ Y (closed or not), every irreducible component of the fiber Xy has

dimension n.

Example 1.15. 1. An easy example is given byX = Spec(C[x, y]/(x−y))
f→ Spec(C[y]) =

Y , where f is induced by the natural map from C[y] to C[x, y]/(x− y), the fiber in any

point of Y is a point on X. (See figure 1).

A2

A1 = Y
y

X

Xy

f

(1)

2. Let X = Spec(C[x, y, t]/(xy − t))
f→ Spec(C[t]), and f the induced map by C[t] →

C[x, y, t]/(xy − t). It is a flat family although the fiber X0 is singular.

3. (Non example) Let X = P2 and let X̃ = Blx(P2) be the bow-up of P2 at point x. The

family X̃ → X is not a flat family. Because the dimension of the exceptional divisor

(curve) is one and for any other point p ∈ P2 the dimension of X̃p = 0 (point), then

Proposition 1.13, does not hold.

Finally we present the most important theorem of flatness for construction of the moduli

spaces presented in this work.
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Theorem 1.16. Let T be an integral noetherian scheme. And X ⊂ PnT a closed subscheme.

For each point t ∈ T , we consider the Hilbert polynomial Pt ∈ Q[z] of the fiber Xt considered

as subscheme of Pnk(t). Then X is flat over T if and only if the Hilbert polynomial Pt is

independent of t.

1.3 Representable Functors

In this section we present the necessary theory about representable functors to define and

prove the existence of some moduli spaces, e.g. Hilbert schemes. For more information about

these topics see [ML78] , [Str96] and [GW10].

Definition 1.17. Let D be a category and denote by Set the category of sets as is usual.

A functor H : D → Set is said to be representable if there exist an object d ∈ D, such

that the functor of points hd(−) = HomD(−, d) is naturally isomorphic to F. d is called the

representing object of F.

Definition 1.18. Now suppose H : D → Set is a representable functor, and let φ be the

natural isomorphism between H and hd, and let φd be the isomorphism between hd(d) and

H(d). Then we write by ξ the image of the identity map 1d via φd, this element is called the

universal family.

Example 1.19. (co-representable) Let Top be the category of topological spaces and contin-

uous functions. Define H((X, τ)) = X to be the forgetful functor. Then the punctual space

{x} is a representing object of H, since h{x}(X) = {continuous functions X → {x}} ∼= X,

and the universal family is x.

Example 1.20 (Geometric example). Let schk be the category of k-schemes. Define the

global section functor by sending any k-scheme S to Γ(S,OS). This functor is represented

by A1
k, and this can be checked locally: for any unitary commutativek−algebra R the set of

k−algebras homomorphism φ : k[x]→ R is isomorphic to R.

Henceforth we will work on the categoryD of S- schemes, denoted by schS, and these kind

of functors have as codomain the category of sets. We can define the concept of subfunctor
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using topological properties of the category schS. So we may use notions of open and closed

subfunctor, open coverings, closed covering of a given functor by a subfunctor and Zariski

functors, which will be given below.

Definition 1.21. Let F,H : schS → Set. We say that F is a subfunctor of H if for every

T ∈ schS F (T ) ⊆ H(T ) and given t : R→ T, the map F (t) : F (T )→ F (R) is the restriction

of H(t). F is said to be a closed subfunctor (resp.open) of H if for any T → S and ξ ∈ H(T ),

there exist a closed subscheme (resp.open), UF
ξ ⊆ T, such that for any f : R→ T, we have

H(f)(ξ) = f ∗ξ ∈ H(R) belongs to F (R)⇐⇒ f factors through UF
ξ ⊆ T.

Proposition 1.22. Consider the next diagram:

hT ×H F
π2
��

π1 // F

i
��

hT φξ
// H

Where ξ ∈ H(T ) and φξ is given by sending any f : R → T to f ∗ξ. Then F is a closed

subfunctor of H if and only if the functor hT ×H F is represented by a closed subscheme of

T. Moreover if H is representable and F is a closed subfunctor, then F is represented by a

closed subcheme of the scheme representing H.

Proof. Suppose F is a closed subscheme of H, and let ξ ∈ H(T ), then there exist UF
ξ closed

subscheme of T with the properties given in 1.21. Now let R be any S-scheme, then

hT (R)×H(R) F (R) = {(φ : R→ T, x)|φ∗ξ = x ∈ F (R)} 1−1←→ {f : R→ UF
ξ } = hUFξ (R).

Now if H is represented by T , let ξ be the universal family, then for every s-scheme R

F (R)
1−1←→ {f : R→ UF

ξ } = hUFξ (R),

therefore UF
ξ represents F, which proves the second part.
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Definition 1.23. Let H : schS → Set be a functor, this is called a Zariski functor if for any

scheme T and any open covering {Tα}α of T, the sequence

0→ H(T )
f−→
∏
α

H(Tα)
g2−→
g1

∏
α, β

H(Tα ∪ Tβ)

is exact; i.e. f is inyective and Im(f) = {x|g1(x) = g2(x)}.

Definition 1.24. Let H : schS → Set be a functor and let {Fi} be a collection of open

subfunctors of H. This collection is an open covering if for all T → S and ξ ∈ H(T ), the

collection UFi
ξ is an open covering of T.

Proposition 1.25 (Zariski representable). For any Zariski functor H : schS → Set, with

open covering {Hi}, where every Hi is representable, then H is representable.

Proof. Let H be a Zariski functor with {Hi} an open covering by representable functors,

and let Xi be the scheme that represent to Hi. The functor Hi ×H Hj is a subscheme of

Hi and Hj, in fact For any T → S, Hi(T ) ×H(T ) Hj(T ) = Hi(T ) ∩ Hj(T ). Moreover, let

f : R → T and ξ ∈ Hi(T ), then f ∗ξ ∈ Hi(T ) ∩ Hj(T ) if and only if f factors through

UHi
ξ ∩U

Hj
ξ . Then Hi×H Hj is an open subfunctor of Hi and Hj, therefore Xi ∩Xj is an open

subscheme of Xi and Xj. so we can glue together to a scheme X. But for any T → S and

ξ ∈ H(T ), the collection {UHk
ξ } is an open covering of T, and it is easy to see that for all

k,H(UHk
ξ ) ∼= Hk(U

Hk
ξ ) ∼= hXk(U

Hk
ξ ). Finally since H and hX are Zariski functors we get the

next exact sequences:

H(T )
∏

kH(UHk
ξ )

hX(T )
∏

k hX(UHk
ξ )

∏
i, j H(UHi

ξ ∪ U
Hj
ξ )

∏
i, j hx(U

Hi
ξ ∪ U

Hj
ξ )

So H(T )→ hX(T ) is an isomorphism.

13



1.4 Moduli spaces

A moduli problem is a problem of classification of some kind of objects (schemes) modulo

some equivalence relation between these objects.

Given any base B, a family of objects over B is a pair (X, π) where π is a morphism

from X to B, X π→ B, such that for all b in B, the fiber π−1(b) = Xb is an object of the type

we are classifying.

X
Xb

π

b
B

A moduli space for a moduli problem is an scheme (in general some space) M such that for

all elements m of M there exists a unique element corresponding to the type that we are

classifying.

Suppose that M is a moduli space for some moduli problem, we say that M is a fine

moduli space if there is a universal family ξ over M , i.e, exists a morphism ξ
π→ M such

that any other family over a scheme B is obtained, up equivalence, pulling back ξ by unique

morphism φ : B →M.

These terminology can be formalized using category theory as follow.

Let F : sch → Set be a contravariant functor, and given any X ∈ sch the image via

F (X) is the set of equivalence class of families (these families generally are flat families) over

X.

Definition 1.26. Let F : sch → Set be a contravariant functor. we say that F is a fine

moduli functor if F is a representable functor by an scheme M, and the scheme M is called

the moduli space associated to F.

14



Remark 1.27. By representability we know that there exist a natural isomorphism which

means φ : hom(•,M)→ F (•), it say that for any morphism T
f→ T ′ of schemes the following

diagram commute

Hom(T ′,M) F (T ′)

Hom(T,M) F (T ),

φT ′

Hom(f,M) F (f)

φT

and φT ′ , φT are isomorphisms.

In particular if there exists some morphism T
f→M we have the diagram

Hom(M,M) F (M)

Hom(T,M) F (T ),

φM

Hom(f,M) F (f)

φT

Let 1M : M →M be the identity map ofM, we denote by ξ = φM(1M) ∈ F (M), this element

is called the Universal family of F, this because φT (Hom(f,M)(1M)) = F (f)(ξ) = f ∗ξ, so

f = φ−1
T (f ∗ξ), then any family T f→M can be recovered as a pullback of ξ.

In this work we are interested in three classical moduli spaces which are the Grasmman

scheme, the Hilbert scheme and the Quot scheme. Here we prove the existence of these spaces

and in the next chapter we show some properties of Hilbert and Quot schemes.

1.5 Grasmman Schemes

The Grassmanian scheme is the generalization of the Grassmanian space GrV (r, n) that

parameterises the vector subspaces of dimension r for a given vector space V of dimension

n. e.g. GrCn(1, n) ∼= Pn−1
C .
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Definition 1.28. Let S be a scheme and E a locally free sheaf on S. The functor

GrassS(r, E) : schS → Set

given by

T 7→ {V|V ⊆ ET is a subbundle of rank r}

where ETdenotes the pull-back of E via T → S, and for any map T φ→ T ′,

GrassS(r, E)(φ) : GrassS(r, E)(T ′)→ GrassS(r, E)(T )

. V ′ → V := V ′T = φ∗(V)

is called the r-Grassmannian funtor of E over S.

We can reformulate the functor GrassS(r, E) changing V by its quotients, i.e.

GrassS(r, E)(T ) = {[ET
q→ Q→ 0]|such that Q is a sheaf on T with rank rank(ET )− r.}

Theorem 1.29. The functor GrassS(r, E) is represented by a projective S-scheme GrassS(r, E)

and a universal subbundle (quotient) U ⊆ EGrassS(r,E) of rank r.

Definition 1.30. For any r ∈ N, locally free sheaf E on S , the scheme GrassS(r, E) is called

the r-Grassmannian scheme of E over S. When E = OnS we write GrassS(r, n).

We present the proof of a particular case of Theorem 1.29.

Proposition 1.31. Let S = Spec(Z). Then the fucntor GrassZ(r, n) is represented by a

projective scheme.

Proof. The idea is to find an open covering of functor {Hi} for GrassZ(r, n) and show that

each of these functors is representable; to conclude we use the Theorem 1.25.

Let I be the set of subsets of cardinality n−r of {1, 2, . . . , n}.Denote by ej = (0, . . . , 0, 1
j-th
, . . . , 0

n-th
)

for 1 ≤ j ≤ n and fj = (0, . . . , 0, 1
j-th
, . . . , 0

n−r-th
) for 1 ≤ j ≤ n−r, the canonical global section

for OnS and On−rS respectively.

For any set i = {i1 < i2 < · · · < in−r} define si : On−r → On by si(fj) = eij .
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Now define Hi(T ) = {q : On → Q ∈ Grass(r, n)|q ◦ siis surjective } ⊆ Grass(r, n). By

the right exactness of the pullback every Hi is a subfunctor of Grass(r, n).

Suppose now that i = {1, 2, . . . , n− r}, then the map si is the inclusion map on the first

n − r-coordinates, so q ◦ si is an isomorphism for any q : On−r → Q → 0. Therefore we can

think q : On → On−r such that q(ej) = fj, for any 1 ≤ j ≤ n − r, and let {q(en−r+k)}rk=1

the subset of Γ(S,On−r) the set that finish to determine q. Then Hi(S) ∼=
n∏

j=nr+1

Γ(S,On−r).

By the example 1.20 the global section functor is represented by A1
Z, so Hi is represented by

Ar(n−r)
Z . Finally Grass(r, n) is represented by the

(
n
r

)
coproducts of Ar(n−r) affine spaces.

Corollary 1.32. For any n ≥ 1, the scheme Grass(n, n+ 1) ∼= PnZ.

1.6 Hilbert Schemes

Given any projective scheme X its Hilbert scheme parametrizes its closed subschemes. This

scheme will be defined in a similar way to the Grassmannian scheme, i.e it will be defined as

the object that represent some functor. The proof of its existence is nontrivial and here we

show this using [Str96] as main reference.

Definition 1.33. Let X be a projective k-scheme, where k is any algebraically closed field.

An algebraic family parametrized by T is a closed subscheme Z ⊆ X×k T = XT . This family

is called flat if the morphism ι ◦ πT : Z → T is flat.

Definition 1.34. Let X be a projective k-scheme. The Hilbert functor of X is defined as

follows:

HilbX/k : schk → Set

T 7→ {Z ⊆ XT |Z is a flat family parametrized by T}

and given any morphism φ : T → S,

HilbX/k(φ) : HilbX/k(S)→ HilbX/k(T ),

Z 7→ Z ′ = (1X × φ)∗Z.
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The goal of this section is to show that the functor defined above is representable. With

this in mind, we have the next definition:

Definition 1.35. Let X be a projective k-scheme, and HilbX/k its Hilbert functor, the k-

scheme representing this functor is called the Hilbert scheme of X and is denoted by HilbX/k.

From the flat properties of the subschemes Z of XT , and the use of Theorem 1.16, the

Hilbert scheme can be written as a disjoint union of subschemes, each of these indexed by

numerical polynomials P (z) ∈ Q[z]. In fact we define the next subfunctor of HilbX/k .

Definition 1.36. Let P (z) ∈ Q[z] be a numerical polynomial. Define the functor Hilb
P (z)
X/k (T )

given by the flat families Z ⊆ XT with Hilbert polynomial P (z) in all geometric fibers.

Proposition 1.37. For any numerical polynomial p, the functor Hilb
P (z)
X/k is a closed and

open subfunctor of HilbX/k and

HilbX/k =
∐
P

Hilb
P (z)
X/k .

Furthermore if every functor Hilb
P (z)
X/k is a representable functor represented by the scheme

XP then
∐

P XP = HilbX/k.

Our objective is to prove that for every numerical polynomial P (z) ∈ Q[z], the functor

Hilb
P (z)
X/k is a representable functor.

Here we recall two important theorems of Serre. Their proof can be found in [Har77].

Theorem 1.38 (Serre 1). Let X be a projective scheme over a noetherian ring A, O(1) a

very ample invertible sheaf on X, and let F be a coherent OX-module. Then there is an

integer n0 such that for all n ≥ n0, the sheaf F(n) can be generated by a finite number of

global sections.

Theorem 1.39 (Serre 2). Let X be a projective scheme over a noetherian ring A, and let

OX(1) be a very ample sheaf on X over Spec(A). Let F be a coherent sheaf on X .Then:

• for each i ≥ 0, H i(X,F) is a finitely generated A-module;
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• there is an integer n0, depending on F , such that for each i > 0 and each n ≥ n0,

H i(X,F(n)) = 0.

The following is the most important theorem of this section.

Theorem 1.40 (Grothendieck). Let X be a projective scheme over S and let P ∈ Q[z] be a

numerical polynomial. Then HilbpX/S is representable.

Before giving a proof of this theorem we need some previous results; we give the same

presentation of these results as in [Str96].

Boundesness.

Let k be a field, denote the projective n- space over k by Pn.

Definition 1.41. A coherent sheaf F on Pn is m-regular if H i(F(m− i)) = 0 for all i > 0.

Proposition 1.42 (Mumford-Castelnuovo). Let F be an m-regular sheaf on Pn. Then

1. H0(F(k))⊗H0(OPn(1))→ H0(F(k + 1)) is surjective for k ≥ m.

2. H i(F(k)) = 0 whenever k + i ≥ m and i > 0. Equivalently, F is n-regular for all

n ≥ m.

3. F(k) is generated by global sections if k ≥ m.

Proof. We use induction on n and prove at the same time (1) and (2). If n = 0 there is

nothing to prove. Now suppose that for any k ≤ n, (1) and (2) hold. Let H ⊆ Pn be a

hyperplane. Then there exists an exact sequence

0→ F(k − 1)→ F(k)→ FH(k)→ 0.

Taking a long exact sequence of cohomology we get:

· · · → H i(F(m− i))→ H i(FH(m− i))→ H i+1(F(m− 1− i))→ . . .
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by hypothesis the right and the left groups are zero, hence FH is m-regular, so by induction,

(1) and (2) are valid for FH . Consider the next sequence of cohomology

· · · → H i(F(m− i))→ H i(F(m− i+ 1))→ H i+1(FH(m− (i+ 1)))

If i > 0, by (2) for FH , the last group is zero, then F is m + 1-regular and iterating the

process we get (2) for F . Now consider the exact sequences

0→ F(k − 1)→ F(k)→ FH(k)→ 0

and

0→ OPn → OPn(1)→ OH(1)→ 0.

Then taking long sequence of cohomology and tensoring we get the morphism

H0(F(k))⊗H0(OPn)
σ→ H0(FH(k))⊗H0(OH(1))

which is surjective for k ≥ m since H1(F(k − 1)) = 0. Consider the next diagram:

H0(F(k))⊗H0(OPn(1)) H0(FH(k))⊗H0(OH(1))

H0(F(k + 1)) H0(FH(k + 1))

σ

µ τ

ν

τ and σ are surjetcive if k ≥ m. Therefore ν ◦µ is surjective. Since Ker(ν) ⊆ im(µ), it follows

that µ is surjective which prove (1) for F .

For (3), we know by Theorem 1.39 that F(k) is generated by its global sections for all

k � 0, but (1) says that these global sections can be expressed using global sections of

F(m).

We want to relate the regularity of the ideal sheaf associated to some closed subscheme

Z of Pm, to its numerical polynomial. The next proposition says that there is an integer

number m0 such that the ideal sheaf of Z is m0-regular. This will be very useful for finding

an embedding of the Hilbert scheme of Pn to some Grassmannian Scheme.
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Proposition 1.43. Let P be a numerical polynomial. Then there exist an integer m0 =

m0(P ) (depending on P) such that for any closed subscheme Z ⊆ Pn with Hilbert polynomial

P , the ideal sheaf IZ is m0-regular.

Proof. We use induction on n. If n = 0 there is nothing to prove. Now suppose n > 0, and

let H be an hyperplane, and consider the exact sequence

0→ I(−1)→ I → IH → 0,

where I ⊆ OH is an ideal sheaf. By induction on IH , there is an integer m1(P ) = m1, such

that IH is m1-regular. If i ≥ 2 we have the next sequence

· · · → H i−1(IH((m1−1)−(i−1)))→ H i(I(m1−i−1))→ H i(I(m1−i))→ H i(IH(m1−i))→ . . .

where H i−1(IH((m1 − 1) − (i − 1))) = H i(IH(m1 − i)) = 0. Then for all k ≥ m1 − i and

i ≥ 2 we get that H i(I(k − 1)) ∼= H i(I(k)), so I is almost m1-regular except posibly for the

vanishing of H1(I), but we use the following lemma.

Lemma 1.44. The sequence {dimk(H
1(I(m)))}m≥m1−1 decreases strictly to zero.

Proof. We use the next following exact sequence if m ≥ m1 − 1

H0(I(m+ 1))
ρm→ H0(IH(m+ 1))→ H1(I(m))→ H1(I(m+ 1))→ 0,

then 0 ≤ h1(I(m + 1)) ≤ h1(I(m)). If we suppose that for some natural number m we

have h1(I(m)) = h1(I(m + 1)), then ρm is suryective and using the following commutative

diagraman.

H0(I(m+ 1)) H0(IH(m+ 1))

H0(I(m+ 2)) H0(IH(m+ 2))

ρm

ρm+1

We conclude that the morphism ρm+1 is surjective. This implies that for all k ≥ 1 we have

h1(I(m+ 1)) = h1(I(m+ k)) but by Theorem 1.39, these are all zero.
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The last lemma says that for all k ≥ m1− 1 +h1(I(m1− 1)) the first homology H1(I(k))

is zero and so I is m0-regular for all m0 ≥ m1 + h1(I(m1− 1)). Now if we consider the exact

sequence

0→ I(m1 − 1)→ OZ(m1 − 1)→ OZ(m1 − 1)/I(m1 − 1)→ 0

and the large sequence of cohomology, we get that the morphism H0(OZ(m1 − 1)) →

H1(I(m1 − 1)) is surjective, i.e, h0(OZ(m1 − 1)) ≥ h1(I(m1 − 1)).

Therefore P (m1 − 1) = χ(OZ(m1 − 1)) + χ(I(m1 − 1)) ≥ h1(I(m1 − 1)) − 1 and so

m1 + P (m1 − 1) ≥ m1 − 1 + h1(I(m1 − 1)), then m0 = m1 + P (m1 − 1) that is the integer

wanted to find.

Base Change.

In section 1.16 we talked about some properties of flat families. We showed that given the

following diagram is commutative:

PnT PnS

T S

h = 1Pn × g

p q

g

Base change diagram. (2)

If F is coherent sheaf on Pn × S by Theorem 1.11 there exist base change maps

bi : g
∗Rip∗F → Riq∗h

∗F ,

which are natural isomorphism if F is flat over S. But if we replace this for twists by a large

integer m, F(m) the bi with i ≥ 1 are isomorphism. In fact by [Har77, cap.III, Theorem 8.8],

the higher direct images are zero, so we only are interested in the case i = 0.
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Proposition 1.45. Let T g→ S be a morphism of noetherian schemes on the base change

diagram. Suppose F is a coherent sheaf over PnS and consider the diagram as above. There

exists m0 ∈ N such that for all m ≥ m0, the base change map b0 : g∗p∗F(m)→ q∗h
∗F(m) is

an isomorphism.

Proof. By the noetherian hypothesis it is possible cover S by finite affine open sets Uiand

for any g−1(Ui) find a finite cover by affine open sets Vi,j, then is enough consider the case

where S and T are affine.

We know that for any i ∈ Z, the map g∗qs∗OPnS(i) → p∗(1 × g)∗OPnS(i) = p∗OPnT (i), is an

isomorphism, these maps are called base change maps.

Given a, b ∈ Z and f : OPnS(a) → OPnS(b) and denoting fT = (1 × g)∗f the pull-back of f

via (1× g), we have the following commutative diagram:

g∗πS∗OPSn(a+ i) g∗πS∗OPSn(b+ i)

πT∗OPTn (a+ i) πT∗OPTn (b+ i),

g∗q∗f(i)

1 2

p∗fT (i)

where the maps 1 and 2 are the base change ismomoprhism. By the noetherian property of

S and [Har77, cap.II, Corollary 5.18], exist some positive integers a, b, r1, r2 such that the

following sequence is exact:

O⊕r1PnS
(a)

u→ O⊕r2PnS
(b)

v→ F → 0

and pulling-back by (1× g) we obtain

O⊕r1PnT
(a)

uT→ O⊕r2PnT
(b)

vT→ FT → 0,

Call G = Ker(v) andH = Ker(vT ), so for anym ∈ Z, we get the following exact sequences:

q∗O⊕r1PnS
(a+m)

q∗u(m)−→ q∗O⊕r2PnS
(b+m)

q∗v(m)−→ q∗F → R1q∗G(m)→ 0
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and

p∗O⊕r1PnT
(a+m)

p∗uT (m)−→ p∗O⊕r2PnT
(b+m)

p∗vT (m)−→ p∗FT → R1p∗H(m)→ 0,

where R1q∗G(m) and R1p∗H(m) denote the image of the first higher direct image functor of

q∗G(m) and p∗H(m). Applying [Har77, cap.III, Theorem 8.8] , there exist m0 ∈ Z such that

R1q∗G(m) = R1p∗H(m) for all m ≥ m0, then we have the following exact sequences:

q∗O⊕r1PnS
(a+m)

q∗u(m)−→ q∗O⊕r2PnS
(b+m)

q∗v(m)−→ q∗F → 0

and

p∗O⊕r1PnT
(a+m)

p∗uT (m)−→ p∗O⊕r2PnT
(b+m)

p∗vT (m)−→ p∗FT → 0.

Now we pull-back these exact sequences by g and obtain:

g∗q∗O⊕r1PnS
(a+m)

g∗q∗u(m)−→ g∗q∗O⊕r2PnS
(b+m)

g∗q∗v(m)−→ g∗q∗F → 0

and

g∗p∗O⊕r1PnT
(a+m)

g∗p∗uT (m)−→ g∗p∗O⊕r2PnT
(b+m)

g∗p∗vT (m)−→ g∗p∗FT → 0,

Finally connecting these exact sequences with base change maps and using the five lemma

on the resulting diagram

g∗q∗O⊕r1PnS
(a+m) g∗q∗O⊕r2PnS

(b+m) g∗p∗FT 0

g∗p∗O⊕r1PnT
(a+m) g∗p∗O⊕r2PnT

(b+m) g∗p∗FT 0

we get that the third row is an isomorphism.

In the next proposition we present a criterion for flatness if the base S on the base change

diagram 2 is noetherian.

Proposition 1.46. A coherent sheaf F on PnS is flat if and only if there exist an m0 such

that q∗F(m) is locally free for all m ≥ m0.
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Proof. The first implication is given by 1.10 part 2. q∗F(m) is flat and then by part 5. of

1.10 again, this is locally free.

Conversely, Let Mr = q∗F(r) and denote by M =
⊕
r≥m0

Mr. Then the sheaf F over

PnS = ProjS OS[x0, . . . , xn] is isomorphic to M̃ since Γ∗(OPnS) = S. Since by Hypothesis every

Mr is flat then M it is. By 1.8 part 3. for any variable xi the localization Mxi is flat over

OS. We can give a Z−graduation on Mxi such that for any θ =
vp
xqi

its degree is pq. On

Mxi =
⊕
r≥m0

Mr,xi the part (Mxi)0 of degree 0 is flat over OS. And we know that any affine

piece Ui = SpecS(S[
x0

xi
, . . . ,

xn
xi

]) of PnS we have that Γ(Ui) = M̃(Ui), then F|PnUi is flat over

Ui, therefore as {Ui} form an open covering of PnS we get that F is flat over S.

Fitting ideals.

If F is a coherent sheaf on S there exist sheaves E0, E1 such that F ∼= E0/E1 where E0, E1 are

locally free sheaves of finite rank e0, e1 respectuvely. Given any morphism f : E1 → E0 and

any r ∈ Z we define the r-th fitting ideal of f and more generally the r-th fitting ideal of F

as follow.

Definition 1.47. The sheaves E0, E1 are called a local presentation of the sheaf F if F ∼=

E0/E1.

Let r be an integer. The r-th Fitting ideal Fr(f) is the image of the map

∧e0−rE1 ⊗ ∧e0−rE∨0 → OS,

induced by the map ∧e0−rf : ∧e0−r E1 → ∧e0−rE0. We agree that Fr(f) = OS if r ≥ e0 and if

r < 0 then Fr(f) = 0. If F is a coherent sheaf on S, we define the r-th Fitting ideal Fr(F)

of F to be the r-th Fitting ideal of a locally free presentation of F .

Remark 1.48. The last definition is well defined. It says for any local presentation E1
f→ E0

of F the r-th ideal Fr(f) is the same. In fact, suppose f is any local presentation of F ,

and as this is local, let S = Spec(A) where A is a local ring, and Ei free A−modules. Let
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g : An → Ambe a minimal presentation of F . Then there exist a commutative diagram of

A−modules:

E1 E0 F

Am FAn

0

0

j i

f

g

Where i and j are split monomorphisms. Then we have a monomorphism ϕ : ∧m−rAn ⊗

∧m−r(Am)∨ → ∧e0−rE1 ⊗ ∧e0−rE∨0 , then Im(g) = Im(f ◦ ϕ), but since ϕ is monomorphism

Im(f) = Im(f ◦ ϕ) and therefore Fr(g) = Fr(f).

Proposition 1.49. Let F be a coherent sheaf on S, and let r be an integer. Then F is

locally free of rank r if and only if Fr−1(F) = 0 and Fr(F) = Os.

Proof. ⇒] Clear.

⇐]Assume that S = Spec(A) for a local ring A. Let f : An → Am be a local representation

of F . Let Mf the matrix of f. Since Fr(F) = A, there exists an invertable minor of Mf of

(m − r) × (m − r). For this invertible submatrix we obtain a new presentation of F say

g : An−m+r → Ar but Fr−1(F) = 0, so g = 0 and therefore F ∼= Ar/An−m+r ∼= Ar.

Corollary 1.50. Let F be a coherent sheaf on S, and let r be an integer Let Sr(F) be the

locally closed subscheme V(Fr−1(F)) − V(Fr(F)) of S. Then for any morphism g : T → S,

the pullback FT = g∗(F) is locally free of rank r if and only if g factors through the inclusion

Sr(F) ⊆ S.

Proof. Apply 1.49 to the coherent sheaf FT = g∗(F).

Flattening stratification.

In the last part we see under which conditions a coherent sheaf F over S and a morphism

g : T → S are such that the pullback sheaf g∗(F) is locally free over T. Here we come back

to the situation of Base change diagram, and want to know when a sheaf F over PnS not

necessarily flat over S, is such that the pullback sheaf (1× g)∗F on PnT is flat over T.
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A beautiful result of the section 1.54 says that for any coherent sheaf F over PnS there

exists only a finite number of Hilbert polynomials for the various geometric fibers Fs for s ∈ S.

Comparing this with theorem 1.16 says that we can find a finite disjoint descomposition of

S, {Si} such that over any Si the sheaf F is flat. In fact this will be proved using the concept

of flattening stratification for a sheaf.

Remember the diagram in question

PnT PnS

T S

h = 1Pn × g

p q

g

Base change diagram.

Definition 1.51. A flattening stratification for F over S depending of Base change diagram

is a finite disjoint collection {Si} of locally closed subeschemes of S, such that S =
⋃
i Si as

a set, with the following property:

(1× g)∗F is flat⇔ each g−1(Si) is open and closed in T.

the theorem we need the followings results:

Lemma 1.52. Let f : T → S be a morphism of finite type of noetherian schemes, and let F

be a coherent sheaf on X. Then there is a non-empty open set U ⊂ Sred such that FU is flat

over U.

Proposition 1.53 (Generic flatness). Let A an integral domain with field of fractions F,

and let B be a finitely generated A−algebra contained in F ⊗A B. Then for some nonzero

elements a of A and b of B, the homomorphism Aa → Bb is flat.

Proof. As F ⊗A B is finitely generated as F−algebra, by Noether normalization’s lemma

there exists elements x1, . . . , xm ∈ F ⊗A B such that F [x1, . . . , xn] is a polynomial ring over
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F and F⊗AB is finite F [xi . . . , xn]−algebra. After multiplying each element xi by an element

of A, we may suppose that it lies in B. Let b1 . . . , bn generated B as an A−algebra. Each

bi satisfies a monic polynomial equation with coefficients in F [x1, . . . , xn]. Let a ∈ A be a

common denominator for the coefficients of these polynomials. Then each bi is integral over

Aa. As the bi generate as a Aa−algebra, this shows that Ba is a finite Aa[x1, . . . , xn]−algebra.

Therefore, after replacing A with Aa and B with Ba, we may suppose that B is a finite

A[x1, . . . , xn]−algebra.

B F ⊗A B E ⊗A[x1,...,xn] B

A[x1, . . . , xn] F [x1, . . . , xn] E
def
= F (x1, . . . , xn)

A F

finite finite finite

injective

Let E = F (x1, . . . , xn) be the field of fraction of A[x1, . . . , xn], and let b1, . . . , br be elements of

B that their form a basis for E⊗A[x1,...,xn]B as a E vectorial space. Each element of B can be

expressed as a linear combination of bi with coefficients on E. Let q be a common denominator

for the coefficient arising from a set of generators for B as an A[x1, . . . , xn]−module. Then

b1, . . . , br generate Bq as an A[x1, . . . , xn]q−module is equivalent to the fact that the map

A[x1, . . . , xn]rq → Bq

(c1, . . . , cr) 7→
r∑
i=1

cibi

is surjective. This map becomes is an isomorphism when tensored with E over A[x1, . . . , xn]q,

which implies that each element of its kernel that is killed by a nonzero element ofA[x1, . . . , xn]q

is zero. This because A[x1, . . . , xn]q is an integral domain. Hence the last map is an isomor-

phism, and so Bq is free of of finite rank over A[x1, . . . , xn]q. Let a be a nonzero coefficient

of the polynomial q, and consider the composition map

Aa → Aa[x1, . . . , xn]→ Aa[x1, . . . , xn]q → Baq
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The first and third arrows realize their targets as nonzero free modules over their sources,

and so are faithfully flat,and the middle is flat because is the canonical map of localization.

Let m be the maximal ideal of Aa. Then mAa[x1, . . . , xn] does not contain the polynomial q

because the coefficient a of q is invertible in Aa. Hence mAa[x1, . . . , xn]q is a propper ideal

of Aa[x1, . . . , xn]q, and so the map Aa → Aa[x1 . . . , xn]q is flat.

Corollary 1.54. There is a finite set of locally closed reduced subschemes Yi of S such that

their set-theoretic union is S and such that FYi is flat over Yi for all i. In particular, there is

only a finite number of Hilbert polynomials for the various geometric fibers Fs for s ∈ S, and

we may, if is necessary after collecting all Yi with the same Hilbert polynomial in the fibers,

index Yi by Hilbert polynomilas and write YP instead.

Theorem 1.55. Let F be a coherent sheaf on PnS. Then there exist a flattening stratification

{SP} for F , indexed by numerical polynomials P , such that for all g : T → S, we have

FT is T − flat with Hilbert polynomial P ⇔ g factors as T → SP → S.

Sketch of proof. In the case n = 0, say that F is a coherent sheaf on S and by 1.50 we know

that the set {Sr(F)} forms a flattening stratification. For the general case with n ≥ 1, let

F be a coherent sheaf on PnS and q : PnS → S the natural projection. By 1.54 there is only

a finite numbers of locally closed subschemes of S, Yp such that FYP is flat over YP . Then

applying 1.45 for every sheaf FYP we get a number m0(P ) (depending of P ) such that the

fibers over points of YP are m0(P )−regular. Taking the maximum of this number we find a

number m0 such that Fs is m0−regular for all s ∈ S.

Therefore given any s ∈ S the Hilbert polynomial of Fs is determined by the number

h0(Fs(m)) for m0 ≤ m ≤ m0 + n (see the proof of 1.43). Then

{g∗q∗F(i) is flat over T ∀i ≥ m0} ⇔ {g∗F is flat over T}

For each m ≥ m0 +n, putMm =
m⊕

i=m0

q∗F(i). EveryMm is a sheaf on S, and if m ≥ m0 +n,

given any flattening stratification for it, this is such that the Hilbert polynomial is constant
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over fibers on each stratum, then as m grow, the flattening stratification for theMm form a

locally sequence of locally closed subschemes of S with support on YP . Then for large m by

1.46 the flattening strata for Mm is an strata for F . For a complete proof of this important

theorem see [Fan05]

Remark 1.56. The last theorem says that if we have a family T → S, then the base change

of F is flat with Hilbert polynomial P if and only if the family was actually T → YP ⊆ S. So

there is a subscheme YP depending only on the Hilbert polynomial P for which FYP is flat

over YP .

1.7 Existence of the Hilbert scheme

Proof of 1.40. The proof is divided by steps. The idea is reduced to the case X = PnS and

prove for that case there exist a natural map HilbpPnS/S
→ GrassS(r, E) of functors that induce

a closed immersion between some scheme Hp and GrassS(r, E) and finally show that Hp is

in fact the representing scheme of HilbpPnS/S
.

1. Reduce to the case PnS.

Let X be a scheme, and let X ι→ PnS be a closed immersion for some natural number

n.

Suppose that HilbpPnS/S
is representable by a projective scheme Hp and denote as Vp its

universal family.

Let Up = Vp∩(X×sHp) the schematic theory intersection inside PnS×SHp. Now by 1.55

there exist a closed subcheme H̃p
j→ Hp such that for any g : Z → Hp the pull-back

g∗(Up×Hp Z) ⊂ X ×S Z is flatt over Z with Hilbert polynomial p if and only if g factor

through j.

We claim that H̃p is the representing scheme of HilbpX/S and Up is its the universal

family.
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In fact; let W ∈ HilbpX/S(Z) ⊂ HilbpPnS/S
(Z). There exist a classifying morphism φ :

Z → Hp corresponding to W, such that W = (1PnS × φ)∗Vp. Finally we have:

(1PnS × φ)−1Vp = (1PnS × φ)−1(Vp ∩ (X ×S Hp)) = (1PnS × φ)−1Up.

Since (1PnS×φ)−1Up is flat over Z with Hilbert polynomial p, then we can factor (1PnS×φ)

through j : H̃p → Hp.

2. Morphism of funtors.

Let Z p→ S be any S−scheme. We want to define a natural map

φZ : HilbpPnS/S
(Z)→ GrassS(Q, E)(Z),

for some parameters Q ∈ N and E locally free sheaf on S only depending of the Hilbert

polynomial p.

Consider the diagram

Y PnS ×S Z PnS

Z S

ι

g∗p

g

p

(3)

For some Y ∈ HilbpPnS
(Z). Let Spec(k) → Z any geometric point, pulling back we get

Yk
iota→ Pnk . Denoted by Ik the ideal sheaf of Ik, then :

χ(Ik(m)) = χ(Pnk ,O(m))− χ(Yk,O(m)) =

(
m+ n

n

)
− p(m) = Q(m).

The polynomial Q only depend of n and p, and by 1.43 there exist a natural number

N such that IY is N−regular.
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Now using the sequence 0→ IY (N)→ OPnS(N)→ OY (N)→ 0, we obtain by pushing

forward:

0→ (g∗p)∗IY (N)→ (g∗p)∗OPnS(N)→ (g∗p)∗OY (N)→ R1(g∗p)∗IY (N).

The last term is zero by the flatness of IY and since H i(Pnk , Ik) = 0 for i ≥ 1 and for any

fiber. By the N−regularity, we know that h0(Yk,O(N)) = p(N) and hi(Yk,O(N)) = 0

for i ≥ 1. Then we obtain qY = [(g∗p)∗OPnS → (g∗p)∗OY (N) → 0], where (g∗p)∗OPnS is

a locally free sheaf of rank p(N). So we define

φZ : HilbpPnS
(Z)→ GrassS(Q(N), p∗OPnS)(Z)

by

Y → qY .

Since the number N and the polynomial Q depend only of the Hilbert polynomial p,

φZ is well defined.

3. Existence of HilbpPnS .

Call E = p∗OPnS(N), and denote by Grass := GrassS(Q(N), E). Consider the following

diagram:

Grass×S PnS PnS

Grass S

π2

π1

f

p

(4)

Let Q be the universal rank d quotient of f ∗E and K := Ker(f ∗E → Q). consider the

map

π∗1K → π∗1f
∗p∗OPnS(N) = π∗2p

∗p∗OPnS(N)→ π∗2OPnS(N),
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and call G its kernel.

By 1.55, there is a flattening strata of Grass for G(−N). Let Hp
ι→ Grass the locally

closed subscheme corresponding to the Hilbert polynomial p. i.e. For any sheaf on

Hp ×Grass Grass ×S PnS = Hp ×S PnS is such that i∗G(−N) is flat over Hp and all its

fibers have Hilbert polynomial p.

Since G = π∗2OP∗S(N)/ image, then i∗G(−N) is a quotient on i∗π∗2OPnS(N)(−N) =

i∗π∗2OPnS = OHp×SPnS .

Then we can consider the exact sequence [0 → I → OHp×SPnS → i∗G(−N) → 0],

therefore exist a closed subscheme Vp of HP ×S PnS associated to the sheaf I.

We claim that (Hp, Vp) represents HilbpPnS .
In fact; Let Y ∈ HilbPPnS(Z), by the second

step there is an element qY ∈ GrassS(Q(N), E)(Z), so using the representability of

GrassS(Q(N), E) there exist a map ϕ : Z → Grass such that ϕ∗(f ∗E → Q) = g∗E →

(g∗p)∗OY (N). Since Q is universal then ϕ∗Q ∼= (g∗p)∗OY (N) as quotients of g∗E , so

(1PnS × ϕ)∗G ∼= OY (N). Then (1PnS × ϕ)∗G(−N) is flat over Z with Hilbert polynomial

p, but Hp is such that ϕ factor through ι : Hp → Grass, then Y 7→ ϕ|Z : Z → Hp is a

functorial map from HilbpPnS
(Z) to hom(Z,Hp). ∴ Hp represents HilbpPnS

.

1.8 Quot Schemes

Definition 1.57. Let S be a noetherian scheme, X be a projective S−scheme and E a

coherent sheaf on X. We define the Quot scheme associated to X, E as the representing

object of the following functor:

QuotE,X/S : schS → Set
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T 7→

[0→ I → ET
q→ Q→ 0]

∣∣∣∣∣∣∣∣∣
Q sheaf on XT = X ×S T flat over T,

ET is the pullback of E over the projection

p : XT → X.


/

isomorph.

Where two sequences [0→ I → ET
q→ Q→ 0] and [0→ I ′ → ET

q′→ Q′ → 0] are isomorphic

if I = I ′ as submodules sheaves of ET .

Theorem 1.58. The functor QuotE,X/S is a representable functor by a projective scheme.

Remark 1.59. When E = OX , the Quot functor (scheme) is the Hilbert functor (scheme),

if E = OrX the Quot scheme is the natural generalization for the Hilbert scheme and its

closed points are in correspondence with quotients sheaves of OrX . Furthermore the Grassman

functor (scheme) is a particular of some Quot functor (scheme). In fact for any 1 ≤ d ≤ r

the Grassmannian scheme Grass(r, d) is the representing object of Quotd,O
rOZ

OrOZ
= Grass(r, d).

1.9 Bialynicki-Birula’s Theorem

The Bialynicki-Birula Theorem is an important tool in algebraic geometry which give a de-

composition of a smooth projective variety X over C with some Gm−action or an C∗−action.

In the especial case where the set of fixed points of the action is finite this decomposition

it allows us to calculate the Betti number and the topological Euler characteristic of X.

For some similar results on these topics and the proof of the Bialynicki-Birula’s theorem see

[BB73b],[BB76].

Definition 1.60. Let xi be a fixed point of the Gm−action on X, then set

X+
i := {x ∈ X| lim

t→0
t.x = xi}

the Plus cell associated to xi, and denote by T+
i the Gm−submodule where Gm acts with

positive weights.
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Remark 1.61. Let x be an element of X, and suppose that there exist some C∗−action on X.

Define the map (−).x : C∗ → X, t 7→ t.x. By the evaluation criterion there exist a morphism

φ : P1 → X such that, for any t ∈ C∗, φ(t) = t, φ(0) := limt→0 t.x and φ(∞) := limt→∞ t.x.

Theorem 1.62 (Bialynicki-Birula). Let X be an smooth projective variety over C with a

Gm−action, and suppose that the set of fixed point XGm := {x1, . . . , xn} is finite.

1. The collection {X+
i } form a locally closed filtrable decomposition of X, i.e., X is filtered

by closed subsets ∅ = F−1 ⊆ F1 ⊆ · · · ⊆ Fp−1 ⊆ Fp = X such that Fj − Fj−1 = Xi for

some i.

2. Each Xi is isomorphic to Ani for some n1 ∈ {0, 1 . . . , dim(X)}, and Txi(Xi) ∼= T+
i

as subspace of Txi(X). In particular X equal to some union of affine spaces, so X is

rational.

3. The Chow ring A(X) is the free abelian group generated by the classes of X+
i , and

numerical and rational equivalence of cycles on X coincide.

Definition 1.63. Let k ∈ {0, 1 . . . , dim(X)}, the 2k−Betti number ofX denoted by b2k(X) =

dim(H2k(X;Q)), these numbers here match with the number of i ∈ {1, . . . , p} such that

dimC T
+
i = k. In particular this counts the numbers of Plus cells of dimension k on the

decomposition.

As corollary we get the following important result for our work.

Corollary 1.64. 1. b2k(X) = rankZA
k(X).

2. χtop(X) =
∑dim(X)

k=0 b2k(X) = number of fixed points.

The second part of the last corollary is given by the equality over C,

Ak(X) = H2k(Xh,Z),

and the odd cohomology are zero. Xh denote the complex manifold associated to the algebraic

variety over C.
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Remark 1.65. The second statement of the last corollary still happens if X is not necessarily

a smooth variety, this is proved by A. Bialynicky-Birula on [BB73a] Corollary 2.

1.10 Some topics on Deformation theory

Deformation theory typically studies the "infinitesimal" changes of flat families X f→ B

around neighborhoods of any point b ∈ B. These infinitesimal changes are given by extensions

over rings of the type Dn := k[t]/tn+1.

Here we are only interested in the basic case of deformations as say Hartshorne in his

book [Har09]. It is : Deformations of some kind of subschemes of a given scheme X. (The

notation in this book say case type A.)

Tangent space of Hilbert schemes.

Definition 1.66. • Given any field k, we define the ring of dual numbers as the quotient

D := D1 = k[t]/t2.

• If X is any closed scheme over k and Y ⊆ X is a closed subcheme flat over k, we define

the first order deformation of Y as a closed subscheme Y ′ ⊆ X ′ := X ×k D such that

is flat over D and Y ′ ×D k = Y.

We want to classify the first order deformation as above, this is basically because this

describes the first order deformation of any subscheme inside the Hilbert scheme. We study

the affine case.

LetB be a k−algebra andX = Spec(B), then give some subscheme Y ⊆ X is equivalent to

taking some ideal I ⊆ B. So we are looking for giving ideals I ′ ⊆ B⊗k k[t]/t2 = B[t]/t2 := B′

such that I ′ inside B′/tB′ = B is exactly I and is flat over K[t]/t2. By the flatness condition

of B′/I ′ over D we get the exact sequence

0→ B/I
t→ B′/I ′ → B/I → 0,
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now suppose I ′ is one of these ideals and consider the following diagram

0 0 0

0 I I ′ I 0

0 B B′ B 0

0 B/I B′/I ′ B/I 0

0 0 0

t

t

t

Since the last two rows are exact then the top row is exact.

Proposition 1.67. To give some ideal I ′ ⊆ B′ with all the properties required is equivalent

to giving some ϕ ∈ HomB(I, B/I). In particular if ϕ = 0 this correspond to the trivial

deformation given by I ′ = I ⊕ tI inside B′ ∼= B ⊕ tB.

Proof. Let π : B ⊕ tB → B be the usual projection to B and let σ : B → B′ be the section

map σ(b) = b + t.0, so B′ is a B−module with the product induce by σ. Let I ′ ⊆ B′ be

some ideal with all the properties required. Given an element x ∈ I, let x′ = x + ty for

some y ∈ B be an element lifting x. If x has another lifting x′′ = x + ty′ with y′ ∈ B, then

x′ − x′′ = (y − y′)t = zt ∈ tI, therefore we can define a map ϕ : I → B/I by ϕ(x) = ymodI,

where x′ = x+ ty ∈ B′; so ϕ ∈ HomB(I, B/I).

For the other side, let ψ ∈ HomB(I, B/I) be a morphism and define the set

I ′ := {x+ ty|x ∈ I, y ∈ B,ψ(x) = ymodI}.

Consider the diagram

0 I I ×B/I B I 0

0 I B B/I 0

ϕ

π

37



where π is the projection, so I ′ = I ×B/I B, then given (x+ ty) ∈ I and (x′+ ty′) ∈ B′, then

(x+ty)(x′+ty′) = x′x+t(x′y+xy′), and the difference ϕ(x′x)−(x′y+xy′) = x′(ϕ(x)−y)+xy′ ∈

I ′ since ϕ(x)− y ∈ I ′ and x ∈ I ′, therefore I ′ is an ideal.

If π denotes the usual projection from B′ to B, we have that π(I ′) = I ⊆ B, so the image

of I ′ inside B is I and then π|′I (I
′) = I with Ker(π|′I ) = I therefore the next sequence is exact

0→ I
t→ I ′ → I → 0,

so considering the diagram above we get the exact sequence

0→ B/I
t→ B′/I ′ → B/I → 0,

then B′/I ′ is flat over D by the local criterion of flatness, [Har09, cap.I, Proposition 2.2].

Finally note that given any ideal I ′ as before the map ψ : I → B/I is exactly ϕ; then

these constructions are inverse, and the case ϕ = 0 implies I ′ = I.

Now remembering that any Y ⊆ X which is closed and flat over k, define an exact

sequence

0→ I → OX → OX/I → 0,

then locally we have that any morphism ψ ∈ Hom(I,OX/I) correspond to some deformation

I ′ of I over the dual numbers D,i.e a deformation of first order Y ′ of Y. Then by the last

discussion and [Har77, cap.II, Theorem 2.8] we get the following important proposition.

Proposition 1.68. Let X be any projective scheme over a field k, and let [Y ] ∈ HilbX/k .

Then the Zariski tangent space of HilbX/k at a point [Y ] is isomorphic to HomOX (I,OX/I) =

Γ(NY , X) where I is the ideal sheaf defined by Y,
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2 Hilbert scheme of points

Given any projective scheme X and for any constant numerical polynomial P of value n, the

Hilbert scheme Hilbn(X) is called the Hilbert scheme of n points of X. This name make

sense because every [z] ∈ Hilbn(X) is a collection of n points of X, formally;

Let Hilbn : SchS → Set be the functor that associates to every S−scheme T the set of

all closed flat families Z ⊆ XT with a Hilbert polynomial constant equal n. If we denoted

Hilbn(X) by X [n] as the representing scheme of the last functor, we get a one-to-one corre-

spondence between the geometric points of X [n] and the closed subschemes of X with Hilbert

polynomial n. Let Z be one of these closed subschemes, then its Hilbert polynomial is the

same as the Hilbert polynomial of its sheaf of ideal IZ and therefore PIZ (k) = n. This says

that Supp IZ = {z1 . . . , zk} is such that n =
∑

i length(Zi) and so Z can be thought as a set

of n points of X with multiplicities.

The study of the Hilbert scheme, X [n], which parametrizes the 0−dimensional subschemes

of X is difficult in general. Here we focus on the cases X is a smooth curve or a smooth

surface using the methods in [ES87].

Now we turn to study the general case with base S for varieties over the complex number.

These cases motivated by the use of Bialynicki-Birula’s theorem.

2.1 Hilbert scheme of points over smooth curves and smooth sur-

faces.

The easiest case of study is when X is a smooth projective curve C. In this case it is not

difficult to see that C [n] = Symn(C) = C × · · · × C/Σn, where Σn is the symmetric group

in n letters. In particular (P1)[n] ∼= Pn. The case of projective smooth surface S is more

complicated and we show some properties of S[n] following the treatment of Fogarty presented

in [Fog68].

To give some results it is necessary to define unipotent algebraic groups G and look at

how the fixed locus of X by some G−actions can be.
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For more information about unipotent affine groups see [Mil].

Definition 2.1. 1. A group G is said unipotent if it is a subgroup of a unitary ring and

for any element g ∈ G, there is some n ∈ N such that (r − 1)n = 1.

2. A group G is called an unipotent affine group if every nonzero representation of G has

a nonzero fixed vector.

If we denote by U(n) the set of all upper triangular matrices of dimension n2 with diagonal

entries equal to 1, then U(n) ⊆ PGL(n). There exist a characterization of unipotent affine

groups given by the next theorem.

Theorem 2.2. A group G is unipotent if and only if G is isomorphic to an algebraic subgroup

of U(n) for some n.

Remark 2.3. For any unipotent group G there is a morphism σ : G→ PGL(n).

Corollary 2.4. Subgroups, quotients and extension of unipotent group are unipotent.

With the last description of unipotent groups we can start to work in geometry.

Given any closed connected subscheme X of Pn over a closed algebraic field k, and given

a unipotent algebraic group G, if f : G→ PGLn is any k−homorphism, it induces a natural

action of G in Pn given by g.[x0, . . . , xn] = [f(g)ij]
n
i,j=0.[x0, . . . , xn] = [x′0 . . . , x

′
n], where

x′i =
∑n

j=0 f(g)i−1,jxj. Then if X is stable under this action, f induces an action of G on X,

and we have the following result.

Proposition 2.5. Let G be a unipotent group acting on X. If XG denote the set of fixed

points of X under this action, then XG is connected.

Proof. The proof is given by induction on the dimension of X. If dim(X) = 0, then there is

nothing to prove because X = XG.

If X is a curve C, we use induction on the numbers of irreducible components. If C is

irreducible then the G−action is trivial or C only have one fixed point, this because every
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simple G−module is trivial. Let C be a reducible curve and write C =
n⋃
i=1

Ci, where every

Ci is an irreducible component of C, and denote by C ′ =
n⋃
i=1

Ci, (see the picture 5).

(5)

The intersection C0 ∩ C ′ has only fixed points, let CG
i be the fixed locus of Ci, by induction

this is connected, so if C0 has some point c /∈ CG
0 , then C0 only has one fixed point and

therefore the fixed locus of C0 intersect the fixed locus of C ′ which is connected and therefore

so is CG.

Let X be a projective scheme with dim(X) ≥ 2. Suppose that XG is disconnected. Then

there exist two points x0, x1 living in different components of XG, since X is projective there

exists a curve C intersecting x0 and x1. Denote by Q the Hilbert polynomial of C, and call

G′ the action on HilbQX induced by f. Let z ∈ HilbQX be the point corresponding to the curve

C, denote by U the isotropy group of z, then U ∼= G or U ∼= {z}. In the first case, there is

a point z0 ∈ U, and then z0 is a fixed point. Let C0 be the curve associated to z0. For any

point z′ ∈ U, its corresponding curve C ′ is connected (Hilbert polynomial Q) and intersect

the points x0, x1. Then C0 is a limit of connected curves intersecting x0 and x1 so this is

connected and intersect x0 and x1, but these points are fixed, then CG
0 is not connected.

This finished the proof.

Proposition 2.6. For any finite dimensional local k−algebra A, the Hilbert scheme HilbnX/k

is connected where X = Spec(A).

Proof. Let G be the Grassmanian scheme GrassA/k(d, d − n) where d = dimk A. By con-

struction HilbnX/k is a closed subscheme of G. IfM is the maximal ideal of A, we will induce

a (1+M)−action on G using Plücker coordinates as follows. We consider the multiplicative

action of (1 +M) by multiplication on A, which give us a representation ρ : (1 +M)→ Sd,

similarly (1 +M) act on the exterior product ∧nA, for that reason we find a representation
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∧nρ : (1 +M) → S(dn). We know that G is a closed subscheme of P(∧nA) by the Plücker

embedding, and moving the columns of the matrices on PGL(
(
d
n

)
− 1) by elements of S(dn),

we induce a (1 +M)−action on P(∧nA) such that G is invariant. So (1 +M) act on

G. Then any quotient A/V on G is invariant if (1 +M)V = V therefore by Nakayama’s

Lemma V is an ideal of A, then any invariant element by the action induce an exact se-

quence 0 → V → A → A/V → 0. Therefore the fixed locus of this action on G is HilbX/k

then by 2.5 HilbX/k is connected.

In what follows, we will see some results in the case X = S is a smooth projective surface.

Proposition 2.7. S[d] is irreducible

Proof. Consider the Chow morphism

ch : S[n] → Symn(S),

given by ch(Z = {x1, . . . , xn}) =
k∑
i=1

length(Oxi)xi. It is enough to show that every fiber of

this morphism is irreducible. Any point on Symn(S) has the form
k∑
i=1

nixi, where
∑

i ni = n

and xi ∈ S. Then ch−1(
∑k

i=1 nixi) =
k∏
i=1

HilbniXi/k, whereXi = Spec(OX,xi/M
ni
X,xi

) withMX,xi

the maximal ideal of the local ring OX,xi .But the algebra A = OX,xi/M
ni
X,xi

is local therefore

for any ni the Hilbert scheme HilbniXi/k is connected by 2.6. Then S[n] is irreducible.

The following important propositions will be presented without proof but the idea of these

are to use Proposition 2.7 and compare the dimension using Proposition 1.68 to express the

tangent space as Hom(I, O/I) where O is a two dimensional local ring and I is an ideal of

O, and finally use the following algebraic lemma:

Lemma 2.8. Let O be a two dimensional regular local ring and let I be an O ideal primary

for the maximal ideal,M. If the length of O/I is n, then length(O/A) ≤ 2n. (Geometrically

this says that dim(TxHilb[n]) is lest than or equal to 2n.)
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Proof. See [Fog68] or [Eis13].

Proposition 2.9. S[d] is a smooth and projective variety.

Proposition 2.10. dim(S[d]) = 2d

2.2 Euler characteristic and Betti numbers of Hilbd(P2)

At first we described a C∗ action on Hilbd(P2) and the following step is to show that this

action only has finitely many fixed points morder to use Bialynicki-Birula 1.62, and then use

the Young tableaux to count the number of fixed point and get the Euler characteristic of

(P2)[d]. Finally, using the cellular decomposition we find its Betti numbers. For this we follow

[ES87].

Let G ⊂ SL(3,C) be the subgroup of diagonal matrices, and let w0, w1, w2 be integers such

that w0 < w1 < w2 and w0 + w1 + w2 = 0. For any element t ∈ C∗ denote by ∆(tw0 , tw1 , tw2)

the diagonal matrix with entries nonzero tw0 , tw1 , tw2 . Denoted by x0, x1, x2 the homogeneous

coordinates of P2. Given any element g ∈ G, it acts on the point [x0 : x1 : x2] by multiplication

that is g.[x0 : x1 : x2] = [g11x0 : g22x1 : g33x2], and then C∗ acts on P2 with weights w0, w1, w2

by t.[x0 : x1 : x2] = [tw0x0 : tw1x1 : tw2x2], this action only has as a set of fixed points the

set of ’corners’ [1 : 0 : 0] = p0, [0 : 1 : 0] = p1, [0 : 0 : 1] = p2 of P2 and this induce a cellular

decomposition of P2,given by F0 = p0, F1 = L − p0 and F2 = P2 − L, where L is the line

x2 = 0. Then Fi ∼= Ai. See 6

p0 p2

p1

F0

p1

F1

p2

F2

p2 (6)

This action induce an action on Hilbn(P2), as follow. Given any g ∈ G and any point

z = [0 → I → O φ→ Q → 0], we define g.z = [0 → I ′ → O φ◦g∗→ Q → 0] where g∗ is the
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pullback of functions from O to O.

Given any closed subscheme Z of d points of P2 which is fixed by this action, it is clear

that Supp(Z) ⊆ {p0, p1, p2}. Then we can decompose Z as a union of Z0, Z1, Z,2 where

Supp(Zi) = pi with length(OZi) = di and d0 + d1 + d2 = n.

In orders to use 1.62 we only need to prove the next lemma, since Hilbn(P2) is projective

and smooth as we showed in 2.9

Lemma 2.11. The number of fixed points of Hilbn(P2) under the C∗−action described above

is finite.

Proof. Let z = [0 → I → O → Q → 0] be an element of Hilbn(P2). Locally this looks

like a chain of modules of the type [0 → I → C[x0, x1, x2] → Q → 0]. Then z is fixed

by the C∗− action if and only if I is fixed by the action on the coordinates x0, x1, x2, and

since the action on any polynomial p(x0, x1, x2) ∈ C[x0, x1, x2] is of the form t.p(x0, x1, x2) =

p(tw0x0, t
w1x1, t

w2x2), then I is fixed under the action if and only if it is generated by mono-

mials and the set of monomials of degree n is a finite set, therefore the set of fixed points

((P2)[n])C
∗ is a finite set.

Our next goal is to count the number of fixed points.

Let U0 = {x0 6= 0} be an affine neighborhood of the point p0, calling x = x1
x0

and

y = x2
x0

in U, then we have that any fixed point on (P2)[n] supported only on p0 has the form

z = [0 → I → C[x, y] → Q → 0] where Q = C[x, y]/I =
n⊕
k=1

Cxikyjk . On the corner p0 we

put boxes with the elements xjyj that appear in the decomposition of Q following the next

rules: on the first row put only powers of x growing to the right, in the first column put only

powers of y growing up, and the other letters xjyj put as a multiplicative table, for example

if Q = C⊕ Cx⊕ Cx2 ⊕ Cy ⊕ Cy2 ⊕ Cxy then we draw the figure 7 :

y2

y xy

1 x x2

(7)
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We claim that the Young tableaux of length n and the fixed points supported only in p0 are

in 1 − 1 correspondence. In fact, if Q = C[x, y]/I =
n⊕
k=1

Cxikyjk , the letter x0y0 = 1 must

appear since I is a proper ideal, and if xjyi is one of the letters on the decomposition of Q

but xj′yi′ is not one of these, with i′ < i or j′ < j, then multiplying by an appropriated power

of x and y the expression xj′yi′ we get that xjyi is in the ideal I. But this can not happen.

Then every fixed point induces a Young tableaux and obviously every Young tableaux induce

a fixed point. This enables us to state the following theorem.

Theorem 2.12. If χ(X) denotes the Euler characteristic of a given topological space X, then

χ(Hilbn(P2)) =
∑

d0+d1+d2=n

p(d0)p(d1)p(d2),

where p(d) denotes the number of partitions of d.

Proof. Let Z ∈ (Hilbn(P2))C
∗ . Then Z = Z0∪Z1∪Z2, where Supp(Zi) = pi and length(OZi) =

di with d0 + d1 + d2 = n. Then from the last discussion, the set of fixed points of type Zi

is in correspondence with the set of Young tableaux of length di which count the number of

partitions of di. Then

#(Hilbn(P2))C
∗

=
∑

d0+d1+d2=n

p(d0)p(d1)p(d2).

Finally by 1.62 we get the result.

Given any Z ∈ Hilbn(P2), this can be decomposed as the union Z0 ∪ Z1 ∪ Z2 where

Supp(Zi) ⊆ Fi and length(OZi) = di and writing W (d0, d1, d2) as the set of all subschemes

of Hilbn(P2) of length(OZi) = di. We can write the Hilbert scheme of d points of P2 as the

following union:

Hilbd(P2) =
⋃

d0+d1+d2=d

W (d0, d1, d2).

If Z is expressed as Z0∪Z1∪Z2, each of these pieces are such that limt→0 Supp(t.Z1) = pi.

Then W (d0, d1, d2) is a union of elements of the cellular decomposition of Hilbn(P2). i.e.

W (d0, d1, d2) = W (d0, 0, 0) ×W (0, d1, 0) ×W (0, 0, d2) To calculate the 2k−Betti number of
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Hilbn(P2) we have to count the number of pieces in the decomposition of dimension k, but

this is the same as counting the number of these pieces that appear on W (d0, d1, d2). Then

we have the next lemma:

Lemma 2.13.

b2k(Hilbn(P2)) =
∑

d0+d1+d2=n

∑
p+q+r=k

b2p(W (d0, 0, 0))b2q(W (0, d1, 0))b2r(W (0, 0, d2)).

For giving a more explicit formula we need to calculate the Betti numbers

b2k(W (d, 0, 0)), b2k(W (0, d, 0)) and b2k(W (0, 0, d)).

For this we need to count the number of cells of the cellular decomposition of dimension k,

but D is some cell inside W (d, 0, 0) (resp.W(0,d,0),W(0,0,d)) if and only if Supp(D) = p0.

Therefore we are interested in subschemes of P2 with only one fixed point by G. Each of

these subschemes are inside an appropriate affine plane Ui = {xi 6= 0}. As we see above,

any subscheme of P2 which is fixed by the torus action supported only in a point pi, is in

correspondence with some ideal I of C[x, y] (x and y appropriated quotients), and fixed by

the maximal torus of diagonal matrices Γ ⊆ SL(2,C), but this action can be seen from C∗

using a 1−parameter subgroup t 7→ ∆(tλ, tµ) where λ and µ are some weights. Then each of

these ideals are fixed by the C∗−action t.p(x, y) = p(tλx, tµy), which says that I is generated

by monomials in the coordinates x, y and colength(I) is finite.

Let I be a monomial ideal and let YI its Young tableaux, the set {yb0 , xyb1 , . . . , xiybi , . . . , xr},

where bj = inf{k ∈ N|xjyk ∈ I} = inf{k ∈ N|xjyk /∈ YI} is a non−minimal set of generators

for I. The following re clear properties:

• br = 0 for r � 0

• {bj}j∈N is a non-increasing sequence

•
r∑
j=0

length(YI) = length(C[x, y]/I).
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The proof of these properties is given by the properties of the Young tableaux and the

correspondence between I and YI .

Example 2.14. Suppose YI isthe Young tableaux 7;

y2

y xy

1 x x2

(8)

Then, b0 = 3, b1 = 2, b2 = 1, b3 = 0 and I = 〈y3, xy2, x2y, x3〉.

In [ES87] they introduce the following notation: Denote C[x, y] as R and for any pair

a = (α, β) ∈ Z2, let R[a] = R[α, β] : = C[x, y][α, β]. i.e. the double-graded module with

(R[α, β])d = Rd+a, given by the action t.xmyn = t−λ(m−α)xt−µ(n−β)y. The symbols λ and µ

can be interpreted as characters of the C∗−action (by diagonal matrix). Then we can write

R[α, β] =
∑
p≥−α,
q≥−β

λpµq, in the case where p = −α and q = −β we find the elements of degree 0.

We want to find some expression of the tangent space T+
i for computing the Betti numbers,

using deformation theory we know that T ∼= HomR(I, R/I). Using some facts of homological

algebra we can compute HomR(I, R/I) in the representation ring of C∗. Ellingsrud and

Stromme in [ES87] prove the following lemmas.

Lemma 2.15. There is a C∗−equivariant resolution

0→
r⊕
i=1

R[−ni]
M→

r⊕
i=0

R[−di]
ϕ→ I → 0

where ni = (i, bi−1) and di = (i, bi) and the map ϕ is defined by

ϕ(P0(x, y), . . . , Pr(x, y)) = (yb0 , xyb1 , . . . , xr).(P0(x, y), . . . , Pr(x, y))T ∈ I.
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If ei = bi−1 − bi for 1 ≤ i ≤ r then

M =



x 0 . . . . . . 0

ye1 x 0 . . .

0 ye2 x . . .

0
...

...
... . . . ...

0 . . . . . . . . . ye
r


Proof. It is enough to show the maximal minors of M are precisely yb0 , xyb1 , . . . , xr and that

easy to check.

For the example 2.14 we have:

d0 = (0, 3), d1 = (1, 2), d2 = (2, 1), d3 = (3, 0),

ϕ : C[x, y](0, 3)⊕ C[x, y](1, 2)⊕ C[x, y](2, 1)⊕ C[x, y](3, 0)→ I = 〈x3, x2y, xy2, y3〉

is given by

ϕ(P0(x, y), P1(x, y), P2(x, y), P3(x, y)) 7→ y3P0(x, y) + xy2P1(x, y) + x2yP2(x, y) + x3P3(x, y)

and

M =


x 0 0

y1 x 0

0 y1 x

0 0 y1

 ,

for this matrix M the maximal minors are y3, xy2, x2y and x3. The map ϕ is given by


x 0 0

y1 x 0

0 y1 x

0 0 y1

 .

P1(x, y)

P2(x, y)

P3(x, y)

 =


xP1(x, y)

yP1(x, y) + xP2(x, y)

yP2(x, y) + xP3(x, y)

yP3(x, y)

 .
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The following lemma will be useful to compute the Betti numbers and for the last part

of this work it will be used to calculate some Chern roots as will be shown with an example.

Lemma 2.16. In the representation ring of Γ = C∗ we have the identity

HomR(I, R/I) =
∑

1≤i≤j≤r

bj−1−1∑
s=bj

(λi−j−1µbi−1−s−1 + λj−1µs−bi−1).

Example 2.17. Let y

1 x
= YI , then I = 〈y2, xy, x2〉, the numbers bi are b0 = 2, b1 =

1, b2 = 0. So by the Lemma 2.16 we can compute the tangent space T = HomR(I, R/I) as:

∑
1≤i≤j≤2

bj−1−1∑
s=bj

(λi−j−1µbi−1−s−1 + λj−1µs−bi−1) = T,

if we call E(i, j, s) the expression (λi−j−1µbi−1−s−1 + λj−1µs−bi−1), then we have

T =
2∑
j=1

bj−1−1∑
s=bj

E(i = 1, j, s) +

b1−1∑
s=b2

E(i = 2, j = 2, s)

=

b0−1∑
s=b1

E(i = 1, j = 1, s) +

b1−1∑
s=b2

E(i = 1, j = 2, s) + E(i = 2, j = 2, s = 0)

= E(i = 1, j = 1, s = 1) + E(i = 1, j = 2, s = 0) + E(i = 2, j = 2, s = 0)

= (λ−1µ0 + λ0µ−1) + (λ−2µ1 + λ1µ−2) + (λ−1µ0 + λ1µ−1),

therefore

T ∼= (Cλ−1⊗Cµ0)⊕(Cλ0⊗Cµ−1)⊕(Cλ−2⊗Cµ1)⊕(Cλ1⊗Cµ−2)⊕(Cλ−1⊗Cµ0)⊕(Cλ1⊗Cµ−1),

so T has dimension 6 as we hope and its Chern roots are −λh,−µh, (−2λ + µ)h, (λ −

2µ)h,−λh, and (λ − µ)h, where h is the generator of the C∗−equivariant cohomology, see

section 4.1.

In the next propositions we compute the Betti numbers.

Proposition 2.18.

b2k(W (d, 0, 0)) = p(k, d− k).

Where p(n,m) := partitions of n using only positive integers that are less than or equal to m.
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Proof. Every z ∈ W ((d, 0, 0)) is such that Supp(z) = p0, then z is inside U0 = Spec(C[x, y]),

where x =
x1

x0

, y =
x2

x0

, and the action is induced by λ = w1 − w0 and µ = w2 − w0 with

w0 < w1 < w2. If we denote T the tangent space of Hilbn(P2) at point z, then

T+ =
∑

1≤i<j≤r

bj−1−1∑
s=bj

λj−iµs−bi−1,

and dim(T+) =
r∑
i=1

r∑
j=i+1

(bj−1−bj) =
r∑
i=1

bi = d−b0, and b0+b1+· · ·+br = d. If z ∈ W (d, 0, 0)

has dimension k, this implies that k = d − b0, then b1 + b2 + · · · + br = k. This proves the

proposition.

Proposition 2.19.

b2k(W (0, d, 0)) =

0, if k 6= d

p(d), if k = d.

Proof. If z ∈ W (0, d, 0) this is inside U1 = Spec(C[x, y]), where x =
x0

x1

, y =
x2

x1

, the

C∗−action is given by λ = w0 − w1 < 0 and µ = w2 − w1 > 0. Then the positive part

of the tangent space T at the point z is:

T+ =
∑

1≤i≤j≤r

bj−1−1∑
s=bj

λi−j−1µbi−s−1,

and so dim(T+) =
∑r

j=1

∑r
bj

(bj−1 − bj) =
∑r

i=1 bi−1 = d. This implies that

#{z ∈ W (0, d, 0)| z is a cell with dimension k} =

0, if k 6= d

p(d), if k = d.

Proposition 2.20.

b2k(W (0, 0, d)) = p(2d− k, k − d).

Proof. The idea is the same as the last two proof, but the weights are λ = w0 − w1 < 0 and

µ = w1 − w2 < 0, then

T+ =
∑

1≤i≤j≤r

bj−1−1∑
s=bj

λi−j−1µbi−s−1 +
r∑
j=1

bj−1−1∑
s=bj

µs−bj−1,
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so dim(T+) = d + b0. Then if z is inside W (0, 0, d) is a cel of dimension k, we have the

equality b0 = d− k and hence b1 + b2 · · ·+ br = 2d− k.

This give us a better formula for the Betti number:

b2k(Hilbn(P2)) =
∑

d0+d1+d2=n

∑
q+r−k=−d1

p(q, d0 − q)p(d1)p(2d2 − r, r − d2).

Finally we present the next tables with some values of the Euler characteristic for various

parameters n.
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d = length χ(Hilb[d](P2))

1 3

2 9

3 22

4 51

5 108

6 221

7 429

8 810

9 1479

10 2640

11 4599

12 7868

13 13209

14 21843

15 35581

16 57222

17 90585

18 142175

19 220425

20 338679

Table 1: Some Euler characteristic for Hilb[d]
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3 Quot scheme of points

3.1 Over smooth Surfaces

Let S be a smooth and projective surface, denote by M(S, E)(n, q, d) the Quot scheme

Quot(S,E)(n, q, d) =

[0→ K → E → Q → 0]

∣∣∣∣∣∣ E is a fixed locally free sheaf on S of rank n,

rank(Q) = q, c1(Q) = 0 and c2(Q) = d

 .

The purpose of this chapter is the study of geometric properties of M(S,E)(n, q, d) such

as smoothness, ireducibility, dimension, Betti numbers and Euler characteristic for different

values of parameters n, q, d.

Some of these properties have been studied before in different papers such as [EL99],[ES98]

and [Str81]. We present a generalization of theorems about irreducibility and prove some

new results on smoothness.

3.2 Irreducibility

Ellingsrud and Lehn in [EL99] prove Theorem 3.1, calculate the dimension of the scheme

M(S,E)(n, 0, d) and show its irreducibility. We give a generalization of this result, compute

the dimension of the scheme M(S,E)(n, q, d) and show its irreducibility. The technique for the

proof is the same of Ellingsrud and Lenh, are the elementary modifications, calculation of

size of fibers for some specials morphism and induction.

Theorem 3.1. The scheme M(S,E)(n, 0, d) is an irreducible scheme of dimension d(n+ 1).

The last theorem is a generalization of Propositions 2.10 and 2.7, because when n = 1

the scheme M(S,E)(1, 0, d) is precisely the Hilbert scheme S[d] with dimension 2d.

Let p = [0 → K → E → Q → 0] ∈ M(S,E)(n, q, d). We will construct an element

p′ ∈M(S,E)(n, q, d+ 1) via push-out and pullback diagram.

Let s ∈ S, and suppose there exists a morphism K λ→ k(S) → 0, then we have the

following commutative diagram:
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0 0

0 k(s) Q′ Q 0

0 K E Q 0

K′ K′

0 0

µ

λ

(9)

p′ = [0 → K′ → E → Q′ → 0] ∈ M(S,E)(n, q, d + 1), since c2(Q′) = c2(k(s)) + c2(Q) =

1 + c2(Q). We say that p′ is an elementary modification of p or simply Q′ is an elementary

modification of Q. This new element will be very important for the induction step on d.

Definition 3.2. 1. Let K be a coherent OS−sheaf, we denote by e(Ks) := homS(K, k(s))

the dimension of the fiber K(s) = Ks ⊗Os k(s).

By Nakayama’s Lemma e(Ks) is the minimal numbers of generators of the stalk Ks.

2. Let Q be a coherent sheaf with zero-dimensional support, we denote by i(Qs) :=

homS(k(s),Q) the socle dimension of Qs.

Lemma 3.3. Given any closed point p = [0→ K → E → Q → 0] of M(S,E)(n, q, d). We have

the relation:

e(Ks) = i(Qs) + (n− q).

For a proof of see [EL99]

Lemma 3.4. |i(Qs)− i(Q′s)| ≤ 1, for any s ∈ S.

Proof. Applying the functor Hom(k(s), •) to the top row of diagram (9) we obtain the exact

sequence

0→ k(s)→ Hom(k(s),Q′)→ Hom(k(s),Q)→ Ext1(k(s), k(s)) ∼= k(s)⊕2,
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We verify by looking at the dimensions.

Now we describe a global version of the elementary modifications.

Let n, q be fixed parameters, consider the sequence of schemes {Yd}d where every Yd is

equal to MS(n, q, d)× S = Md × S and consider the universal sequence

0→ K → OMd
⊗ E → Q → 0.

Denote by Z the projectivization of K, then we have a the natural projection ϕ = (ϕ1, ϕ2) :

Z → Yd, where ϕ1 : Z →Md and ϕ2 : Z → S.

On the scheme Z ×S there exist a natural epimorphism Λ which is the composition map

(ϕ1, 1S)∗K → (1Z , ϕ2)∗(1Z , ϕ2)∗(ϕ1, 1S)∗K → (1Z , ϕ2)∗ϕ
∗K → (1Z , ϕ2)∗OZ(1) := K.

Then given the familyQ on Yd we can obtained a familyQ′ on Yd+1 by push-out and pull-back

the following diagram :

0 K Q′ (ϕ1, 1S)∗Q 0

0 (ϕ1, 1S)∗K OZ ⊗ E (ϕ1, 1S)∗Q 0

Λ

(10)

For every i ≥ 0 we define the closed subscheme

Yd,i = {(p, s) ∈ Yd|i(Qs) = i, and p = [0→ K → E → Q → 0]}.

These sets form an stratification of Yd.

Now we are ready to prove the main theorem of this section.

Theorem 3.5. For any d the scheme Yd is irreducible with dimension equal to (d + q)(n −

q) + d+ 2 and for any i ≥ 0 we have that codim(Yd,i, Yd) ≥ 2i.

As immediately corollary we have:
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Corollary 3.6. For any smooth projective surface S and parameters n, q, d the Quot scheme

M(S,E)(n, q, d) is irreducible with dimension (d+ q)(n− q) + d, unless if the Yd is empty.

Proof of theorem 3.5. We do induction on d.

Case d = 0. If d = 0 then every p ∈ M(S,E)(n, q, 0) is an exact sequence of the form

p = [0→ K → E → Q → 0] where rank(Q) = q and length(Tor(Q)) = 0, then MS(n, q, d) ∼=

Grass(q, E), so dim(Y0) = dim(Grass(q, n)× S) = (n− q)q + 2.

Case d+ 1. Consider ψ1 : Z →M(S,E)(n, q, d+ 1) the classifying morphism for the family

Q′ on the diagram (10) and define ψ = (ψ1, ϕ2) : Z →M(S,E)(n, q, d+ 1)× S = Yd+1. Then

ψ(Z) =

(p, s) ∈ Yd+1

∣∣∣∣∣∣ there exists j ≥ 1 such that i(Qs) = j, where

p = [0→ K → E → Q → 0] ∈MS(n, q, d+ 1)

 =
⋃
j≥1

Yd+1,j.

Let (p, s) be an element of Yd,i, then by Lemma 3.3 the fiber of ϕ over (p, s) is P(Ks)

where p = [0→ K → E → Q → 0], and so dim(P(Ks)) = i(Qs)+(n−q)−1 = i+(n−q)−1.

in a similar way for any element (p′, s) ∈ Yd+1,j the fiber via the morphism ψ is P(Soc(K′s′)∨)

and then dim(ψ−1(p′, s)) = j − 1. Now if p′ = [0 → K′ → E → Q′ → 0] is obtained by

elementary modifications of p = [0→ K → E → Q → 0]. Then by 3.4 |i(Q′s)− i(Qs)| ≤ 1. It

can be expressed in terms of the fibers of ψ and φ as:

ψ−1(Yd+1,j) ⊂
⋃
|i−j|≤1

ϕ−1(Yd,i).

Now using the induction step and the dimension of the fibers we find the relation

dim(Yd+1,j) ≤ max|i−j|≤1{(d+ q)(n− q) + d+ 2− 2j + (n− q + i− 1)}+ 1− j

≤ max|i−j|≤1{(d+ q)(n− q) + d+ 1 + 2− 2j + (n− q) + i− j + 1}

≤ dim(Yd+1)− 2j −min|i−j|≤1{i− j + 1}

≤ dim(Yd+1)− 2j.

The last inequality holds because min|i−j|≤1{i−j+1} ≥ 0, and then cod(Yd+1,j, Yd+1) ≥ 2j.
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To prove the irreducibility of Yd+1 it is enough to show that Zd = P(K) is irreducible,

where K is the kernel of the universal sequence associated to Yd+1. Since S is smooth and

projective, we can consider the finite resolution of locally free sheaves

0→ A→ B → OMS(n,q,d+1) ⊗ E → Q → 0,

with rank(A) = m and rank(B) = m + (n − q) for some m ∈ N. Then Z ⊂ P(B) is

defined as the zero-locus of the composition map b ◦ a : ϕ∗(A)
a→ ϕ∗B b→ OPB(1), and, by

induction, Yd is irreducible and Z is locally defined by an irreducible variety of dimension

(n− q)(d+ q) + d+ 2 + (n− q+m− 1) using m equations. In others words, every irreducible

subvariety of Z has dimension greater than or equal to (n − q)(d + q + 1) + d + 1. On the

other hand, the dimension of the fibers of Yd,i via ϕ is

dim(ϕ−1(Yd,i)) ≤ (n− q)(d+ q) + d+ 2− 2i+ (n− q) + i− 1

= (n− q)(d+ q) + d+ 1 + (n− q)− i

= (n− q)(d+ q + 1) + d+ 1− i.

Then, if i ≥ 1 the dimension of the fiber of Yd,i is less than the dimension of the irreducible

components of Z, so ϕ−1(Yd,0) ⊂ Z is dense. Finally, since we know the dimension of the

fiber of Yd+1,i, we get that dim(Yd+1) = dim(Yd+1,i) + 2 = dim(Z) + 2 = (d+ 1 + q)(n− q) +

(d+ 1) + 2.

Finally we present a table with some dimensions for M(n, q, d).
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n q d dim(M(n, q, d))

1 0 1 2

1 0 2 4

1 0 3 6

1 1 2 2

1 1 3 3

2 0 1 3

2 0 2 6

2 0 3 9

2 1 1 3

2 1 2 5

2 1 3 7

2 2 2 2

2 2 3 3

3 0 1 4

3 0 2 8

3 0 3 12

3 1 1 5

3 1 2 8

3 1 3 11

3 2 1 4

3 2 2 6

3 2 3 8

3 3 2 2

Table 2: Dimension
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Euler characteristic of M(n,q,d) and torus action

Here we are interested in obtaining a formula for the topological Euler characteristic of

M(P2,On
P2

)(n, q, d) = M(n, q, d).

For that we show how to construct a C∗−action on it with finitely many fixed points, of

course at this moment we do not know if M(n, q, d) is smooth or not but by Remark 1.65 in

any case we can compute the Euler characteristic as the number of fixed points by a torus

action.

Torus action

Let T1 be the diagonal action of C∗ on Cn, t.(a1, . . . , an) = (tu1a1, . . . , t
unan) for some weights

u1, u2, . . . , un ∈ Z. Let w0, w1 and w2 be integers such that w0 +w1 +w2 = 0. Then we define

the torus action T2 (as before) on P2 by t[a0 : a1 : a2] = [tw0a0 : tw1a1 : tw2a2]. This action

can be extended to OP2 and called the extension T ′2.

Let T be the product action T1 × T ′2 on M(n, q, d), given any p ∈ M(n, q, d) and for any

t ∈ C∗, the action is t.p = t.[0→ K → Cn ⊗O f→ Q → 0] = [0→ K → Cn ⊗O f◦t∗→ Q → 0],

where the function t∗ locally (U0 = {x0 6= 0}) looks like t∗ : Cn⊗C[x, y]→ Cn⊗C[x, y], (ai)i⊗

p(x, y) 7→ (tuiai)i ⊗ p(tw1−w0x, tw2−w0y).

The fixed locus of M(n, q, d) by T are the collection of short exact sequences p = [0 →

K → Cn ⊗O f→ Q→ 0], where

K = Is1 ⊕ · · · ⊕ Isk ⊕On−q−k,

the support of every Isi is contained in one of the corners of P2, p0, p1, p2. Every ideal sheaf

Isi is a monomial ideal and
k∑
i=1

length(Osi) = d, this is for k in the set {1, 2, . . . , n− q}.

Note that every possible permutation of the ideal sheaf Isi of K gives us a new fixed

point, because we count different submodules of On, and not simply abstract isomorphic

ideal sheaves.

By simplicity we denote the fixed locus M(n, q, d)T by Λ.
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Lemma 3.7. The set

Λ =

[0→ Is1 ⊕ · · · ⊕ Isk ⊕On−q−k → On → Q→ 0]

∣∣∣∣∣∣∣∣∣
s1, . . . , sk ∈ P2, d =

∑k
i=1 length si,

Supp si ⊆ p0, p1, p2,

k = 1, . . . n− q.


Is finite.

We have seen in the last chapters that the monomial ideals Isi are in correspondence with

the Young tableaux with length equal to lengthOsi = Li.

Our purpose is to find some formula for the cardinality of Λ and with this get a way to

compute the Euler characteristic of M(n, q, d).

First we fix some k ∈ {1, . . . , n− q}, and let x = [0→ Is1 ⊕ · · · ⊕ Isk ⊕On−q−k → On →

Q→ 0] be an element in Λ with a fixed immersion. This has to be such that
∑k

i=1 Li = d−k

because if some ideal sheaf Isi appears then its length is at least 1. Now suppose that

L1 + · · ·+ Lk = d− k is one of these possibles configurations, since every ideal sheaf can be

supported in p0, p1, p2 each Li will be distributed in triples of non-negative integers (d0
i , d

1
i , d

2
i )

such that Li = d0
i +d1

i +d2
i . By the discussion given before to present Theorem 2.12 we know

that we have P (dji ) possibilities to organize the support of the ideal Isi at the point pj, so we

obtain the formula
∑

L1+···+Lk=d−k

k∏
i=1

∑
Li=d0i+d

1
i+d

2
i

2∏
t=0

P (dji ). Until now, we only have to count

the possibles elements x with a fixed immersion of Is1⊕· · ·⊕Isk⊕On−q−k → On to On, then

we can vary these immersions of
(
n
k

)(
n−k
n−k−q

)
forms. The first combinatorial number says the

possibilities to choose the k immersions of the ideal Isi on one of the n copies of O, similarly

the second combinatorial number counts the possibilities to send the n − k − q copies of O

on the n− k free copies. Finally we vary k we get the formula :

χ(M(n, q, d)) =

n−q∑
k=1

(
n

k

)(
n− k

n− k − q

) ∑
L1+···+Lk=d−k

k∏
i=1

∑
Li=d0i+d

1
i+d

2
i

2∏
t=0

P (dji ) (11)

Let P be the set of all homogeneous polynomials over C of degree d−k in k variables. They

are in correspondence one-to one with the set of all k−tuples such that L1 + · · ·+Lk = d−k,

60



then denoting by ηp,i =
∑

Li=d0i+d
1
i+d

2
i

2∏
t=0

P (dpi ) and ηp =
∏
ηp,i we reorganize the formula 11 as

in the following theorem.

Theorem 3.8.

χ(M(n, q, d)) =

n−q∑
k=1

(
n

k

)(
n− k

n− k − q

)∑
p∈P

ηp.

where P is the set of all homogeneous polynomials over C of degree d− k in k variables.

Remark 3.9.

The case χ(M(1, 0, d)) = χ(Hilbd(P2)) =
∑

d0+d1+d2=d

p(d0)p(d1)p(d2) shown in Theorem 2.12

is a particular case where k = 1 is the unique possibility for numbers of points si.

Smoothness of M(P2,On)(n, q, d) = M(n, q, d)

In general the scheme M(n, q, d) is singular for various parameters n, q, d. Here we find some

conditions on the parameters to get smoothness and show an example of the singular case.

For these we use the techniques of deformation theory presented on the chapter 1 section

1.10.

Lemma 3.10. Let x be an element of the singular locus of M(n, q, d). Then x̃ = lim
t→0

t.x is a

fixed point.

Proof. Since the singular locus of M is a closed subscheme, then x̃ ∈ Sing(M). Define the

the map (−) · x : C∗ → M by t 7→ t · x, by the valuation criterion there exist a morphism

φ : C→M , such that for any t ∈ C∗, φ(t) = t · x and φ(0) = x̃. (As in Remark 1.61.)

Now define ψ : C∗ × φ(C) → M by (t, y) 7→ t.y, then ψ(C∗ × φ(C)) ⊆ ψ(C∗ × φ(C)) =

φ(C∗) = φ(C), so φ(C) is a union of orbits, then φ(C∗) is a whole orbit, therefore x̃ is a fixed

point.

By the last lemma all the possible singular points on M(n, q, d) are fixed points by the

C∗−action. We are ready to present the next result of this work.
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Theorem 3.11. For any parameters n, d the scheme M(n, n− 1, d) is smooth.

Proof. Let p be a fixed point by the C∗−action T , then by the last discussion p is of the form

p = [0→ IZ → Cn ⊗O → OZ ⊕O(n−1) → 0, ]

where Z is a subscheme of P2 of length d supported on torus fixed points of P2. And by

Proposition 1.68 we know that the tangent space of M(n, n− 1, q) at a point p is isomorphic

to

Hom(IZ ,OZ ⊕O(n−1)) ∼= Hom(IZ ,OZ)⊕ Hom(IZ ,O)(n−1).

Then dim(TpM) = 2d + (n − 1), the number 2d is the dimension of the smooth scheme

Hilbd(P2) (proposition 2.10). On the other hand we know by Theorem 3.5 that dim(M(n, n−

1, d) = (n − 1 + d)(n − n + 1) + d = 2d + (n − 1). Then for any point the dimension of the

tangent space at this point is the same of the dimension of the scheme M(n, n − 1, d).

Therefore M(n, n− 1, d) is smooth.

As a counterpart of the previous theorem we have that for any 0 ≤ q ≤ n− 2 the scheme

M(n, q, d) is singular.

Example 3.12. Consider the schemeM = M(2, 0, 2). Then by 3.6 we that see dim(M(2, 0, 2)) =

2(2 + 1) = 6. On the other hand every point p is the form [0 → K → O2 → Q → 0] where

rank(Q) = 0 and c2(Q) = 2. These can be classified in three types, since Q is a sheaf

supported in some subscheme Z of P2 of length 2.

Types:

1. p = [O2 → Q→ 0], where Q = Os1 ⊕Os2 and s1 6= s2;

2. p = [O2 → Q→ 0], where Q = OZ and Supp(Z) = ξ and length(ξ) = 2.

3. p = [O2 → Q→ 0], where Q = Os1 ⊕Os1 ;

For any of these kind of points we compute the tangent space of M at these points.
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1. Let p = [0→ Is1 ⊕ Is2 → O2 → Os1 ⊕Os2 → 0] be any point of the first type. Then

TpM ∼=Hom(Is1 ⊕ Is2 ,Os1 ⊕Os2)

∼= Hom(Is1 ,Os1)⊕ Hom(Is1 ,Os2)⊕ Hom(Is2 ,Os1)⊕ Hom(Is2 ,Os2),

so dim(TpM) = 2 + 1 + 1 + 2 = 6.

2. Let p = [0→ IZOZ → O2 → OZ → 0], where Supp(Z) = ξ and length(ξ) = 2. Then

TpM ∼= Hom(IZ ⊕OZ ,O) ∼= Hom(IZ ,O)⊕ Hom(OZ ,O),

so dim(TpM) = 2(2) + 2 = 6.

3. Let p = [0→ Is1 ⊕ Is1 → O2 → Q→ 0] be some point of the third type. Then

TpM ∼= Hom(Is1 ⊕ Is1 ,Os1 ⊕Os1) ∼= Hom(Is1 ,Os1)4,

so dim(TpM) = 2(4) = 8 6= 6.

Then the points of the third type are the singulars points on M, and clearly this imply

that M is not smooth.

In the proof of Theorem 3.11 we see that the Hilbert scheme Hilbd(P2) appears in the

computation of the dimension of the tangent space, this is not a coincidence since we can

show that M(n, n− 1, d) is a Pn−1−bundle of Hilbd(P2).

Let p = [0 → K → On → Q → 0] be an element of M(n, n − 1, d), at least one of

the compositions K ι→ On πi→ O is not the zero map. Then K πi◦ι→ O is an inclusion for

some i ∈ {1, 2, . . . , n}, because K is a torsion-free sheaf of rank 1, and so it is isomorphic

to some ideal sheaf IZ where Z ⊆ P2 is a closed subscheme of length d. We define the map

π : M(n, n− 1, d)→ Hilbd(P2) by:

0 IZ O⊕n Q 0 ∈ M(n,n−1,d)

0 IZ I∨∨Z = O OZ 0 ∈Hilb[d](P2),

π
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where K∨ denote the dual sheaf Hom(K,OX).

Remark 3.13. The map π is such that every fiber is isomorphic to Pn. Then we can show

that M(n.n− 1, d) is connected because the base of π and every fiber is connected.
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4 Atiyah-Bott formulas and virtual Atiyah-Bott formulas

4.1 Equivariant cohomology

For the understanding of the geometry of quotient spaces X/G of schemes X by an algebraic

group G action, i the equivariant cohomology H∗G(X) is defined. The trick is to exchange the

space X for a new space XG and relate the cohomology of these two spaces.

Definition 4.1. Let G be reductive algebraic group. We call X a G−space if there exists

some action of G on X.

Not every G−space X is such that G acts freely. However G can be made to act ” freely

p to homotopy”. We explain how this is done.

Definition 4.2. A scheme E is called a universal G−space if it is a G−space with free action

of G and is contractible.

It is not difficult to see that when this universal space exists, it is unique up to homotopy,

for that reason we write it as EG and refer to it as the universal G−space of G.

Definition 4.3. TheG−equivariant cohomology of theG−spaceX is simply the cohomology

of the space XG = (X × EG)/G i.e.

H∗G(X) := H∗(XG).

The quotient space EG/G := BG is called the Classifying G−space. This space classifies the

principal G-bundles, that is BG is the moduli space associated to the functor BunG(•).

Example 4.4 (Classical example). Let T : C∗ be the 1−dimensional torus. The space

C∞−{0} = lim
→

Cn−0 is contracible and T acts freely on it, then ET = C∞−{0}. Furthermore

BT = ET/T = lim
→

Cn − {0}/C∗ = lim
→

Pn := P∞. The T−equivariant cohomology for a point

pt can be compute as:

H∗T (pt) = H∗((pt× ET )/T ) = H∗(BT ) = H∗(P∞) = Q[λ],

where λ = −c1(ET ) ∈ H2(BT ), in other words is the polynomial ring with coefficients in the

rational number with indeterminate λ of degree 2.
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Here are some facts above equivariant cohomology:

1. Given any G−space X, the equivariant cohomology H∗G(X) is a H∗G(pt)−module and

there exist a map σ∗ : H∗(X/G)→ H∗G(X).

2. If the action of G on X is free, then H∗G(X) = H∗((X × EG)/G) = H∗(X/G× EG) =

H∗(X/G).

3. The map π : XG → BG is a fibration with fiber X.

4. Let V a G−equivariant vector bundle over the G−space X. Then VG = (V × EG)/G

is vector bundle over XG. We define the define the G−equivariant chern classes of V

as cGi (V ) := ci(VG) ∈ H2i(XG) = H2i
G (X).

4.2 Localization and integration Atiyah-Bott formulas

The group G will be a torus T at this moment. Let X be a T−space, and suppose that the

fixed locus XT can be written as
⋃
i

Xi, where every Xi is irreducible.

Th inclusion maps ιXi : Xi → X allows us to define the pull- back and push-forward

maps:

ι∗XT
i

: H∗T (X)→ H∗T (Xi) = H∗(X)⊗H∗T (pt),

and

ιXT
i ,∗ : Hk

T (X)→ Hk+r
T (X),

with r = cod(Xi, X).

We do not say anything about the proof of the following important formula which can be

found in [Hus66, cap.II, Theorem 2.8].

Proposition 4.5. The composition map

ι∗XT
i
◦ ιXT

i ,∗ : Hk
T (X)→ Hk+r

T (X)
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is exactly the cup product with the T−equivariant Euler class of the normal bundle of X at

Xi, i.e.

ι∗XT
i
◦ ιXT

i ,∗(α) = α ∪ eT (NXi(X)).

The example 4.4 can be extend, changing T = C∗ by (C∗)n, and then the T−equivariant

cohomology of a point is HT := H∗T (pt) = Q[λ0, . . . , λn].

Notation 4.6. We denote by FT the function field of HT .

Proposition 4.7 (Atiyah-Bott). The class eT (NXi(X)) ∈ H∗(Xi) ⊗ HT , has inverse on

HT (Xi)⊗Q FT .

Sketch of proof. We can write the normal bundle as the direct sum of tensor of eingensub-

bunbles Vρ with line bundles Lρ associated to characters ρ,

N T
Xi

(X) =
⊕

ρ∈Hom(T,C∗)

Vρ ⊗ Lp.

Denote by xρ,j the j−th Chern roots of Vρ, then

eT (NXi(X)) =
∏
ρ

∏
j

(xρ,j + λρ),

therefore

(eT (NXi(X)))−1 =
∏
ρ

λ− rankVρ
ρ

∏
j

(∑
i

(−1)i
(
xρ,j
λρ

)i)
∈ H∗T (Xi)⊗Q FT .

Proposition 4.8. The association map φ :
⊕
i

H(Xi) ⊗ FT → HT (X) ⊗HT FT , given by

φ({ai}) =
∑
i

ιXT
i ,∗(ai) is an isomorphism of FT−modules.

Proof. Use directly the proposition 4.7.

Finally we present two important formulas to evaluate integral of the form
∫
X

α :=

[α] ∪ µX , where µX is the fundamental class of X, in terms of irreducible components Xi of

the fixed locus and the class (eT (NXi(X)))−1.
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Definition 4.9. A class α ∈ H∗(X) has an equivariant extension if it is the image of some

α̃ ∈ H∗T (X) via the pull-back map ι∗. i.e. ι∗(α̃) = α.

Theorem 4.10. 1. Atiyah-Bott localization formula. Given any α̃ ∈ H∗T (X), then:

α̃ =
∑
i

ιXT
i ,∗

(
ι∗
XT
i

eT (NXi(X))

)

2. Atiyah-Bott integration formula. For any α ∈ H∗(X) with a equivariant extension α̃

we have: ∫
X

α =

∫
XT /BT

α̃ =
∑
i

∫
XT
i /BT

(
ι∗
XT
i

eT (NXi(X))

)
.

Theorem 4.10 is proving by calculation using Propositions 4.5 and 4.7.

As example of the use of the theorem 4.10 we show how compute the topological Euler

characteristic of some T−space X.

Proposition 4.11. Let X be a T−space, and suppose that XT =
⋃
i

Xi. Then

χ(X) =
∑
i

χ(Xi).

Proof. Recall that χ(X) =

∫
X

e(T X). Then by 4.10 we have

χ(X) =

∫
X

e(T X) =

∫
XT /BT

eT (T X)

=
∑
i

∫
XT
i /BT

ι∗
XT
i
eT (T X)

eT (NFiX)

=
∑
i

∫
Xi

e(T Xi)

=
∑
i

χ(Xi).

Remark 4.12. Note that 4.11 give a proof of 1.62, because under the hypothesis that every

Xi is a point, we have χ(Xi) = 1 and then χ(X) =
∑

fixed points

1 = # Fixed points.
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4.3 Virtual Fundamental class.

The virtual fundamental class of some scheme X is the substitute of the fundamental class

for singular schemes. The virtual fundamental class [X]Vir ∈ H∗(X)dVir(X), where dVir(X)

is the virtual dimension of X, thus the virtual fundamental class a cohomology class in the

expected dimension of X. If X is such that its real and virtual dimension are the same we say

that X has correct dimension and in this case the [X] = [X]Vir. To have a correct definition of

virtual dimension it is necessary to introduce a perfect obstruction theory for X. See [GP99].

Suppose here that X can be embedding in Y , where Y is a smooth variety over C.

Definition 4.13. A perfect obstruction Theory for X is a map φ : [E−1 → E0]→ L•X , where

Ei is a sheaf on X and L•X = [N ∨X/Y → ΩY |M ] the 2−truncated cotangent complex, such

that φ induce a isomorphism on 0−cohomology and a surjection on (−1)−cohomology.

Definition 4.14. Given a Perfect obstruction E for X. The Virtual dimension of X

(depending of E) is defined by dVir(X) = rank[E0]− rank[E−1].

Proposition 4.15. The virtual dimension is independent of the perfect obstruction for X

and only depends on the cohomology of L•X .

Definition 4.16. Using the last proposition we can define the Virtual dimension of X as:

rankh0 − rankh−1.

Proposition 4.17. With the conditions above the following inequality holds:

dVir(X) ≤ dim(X).

Definition 4.18. We say that X has the correct dimension if the inequality in 4.17 is an

equality, and we say that X is unobstructed if the (−1)−cohomology is trivial, i.e. h−1 = 0.

To construct a perfect obstruction theory we will assume that a group G is acting in X, Y

and the embedding from X to Y is G−equivariant. Since we always use C∗−actions, in this

work we can assume G = C∗.
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Under these hypothesis the cotangent complex of X is L•X = [I/I2 → ΩY ], where I is the

ideal sheaf of X as closed subscheme of Y. Using the fact there are enough locally-fee sheaves

[Har77][ex.6.8, cap III], it can be how hat there is an equivariant perfect obstruction theory

φ : E• → [I/I2 → ΩY ], where φ is a map of 2−terms complexes.

Using the commutative diagram

E−1 E0

I/I2 ΩY

δ

φ−1

φ0

d

(12)

We get the exact sequence of sheaves

E−1 (φ−1,δ)−→ I/I2 ⊕ E0 γ→ ΩY → 0,

where γ(i, e) = d(i)− φ0(e).

Let Q = ker(γ). Taking cones there, exists an exact sequence 0→ TY → C(I/I2)×XE0 →

(Q)→ 0, (Ei = E∨i ). Note that C(Q) is a closed sub-cone of E1.

Definition 4.19. Let D = C(X)|Y ×X E0 this is a closed subcone of C(I/I2)×X E0. With

the notation above we define the virtual fundamental class of D by [D]Vir := D/TY , this is

a subcone of C(Q) and hence of E1, and the Virtual fundamental class of X as the refined

intersection [D]Vir ∩ [0E1 ], where 0E1 , is the zero section of the vector bundle E1.

Notation 4.20. The notation XG denote the scheme theoretic fixed point locus, i.e. If

X = Spec(A), then XG = Z(I), where I = 〈C∗ − eigenfunction with nontirvial characters〉.

Is easy to see that XG = Y G ∩ X and if Y G =
⋃
i Yi irreducible decomposition then

Xi = X ∩ Yi form a decomposition of X.
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Given any coherent sheaf S on Xi, this can write as S =
⊕
k∈Z

Sk, where Sk = C∗ −

eigensheaf of degree k. Then S0 = SG is the fixed part of S and Smov =
⊕
k 6=0

Sk, is the

moving part of S.

With the last notation we have that if ΩY |GYi = ΩYi then ΩX |GXi = ΩXi .

Proposition 4.21. Let E•i = E•|Xi , we have a map ϕi : E•,Gi → L•Xi , given by

E•,Gi
φGi→ L•|GXi

can→ L•Xi .

Then ϕi is a perfect obstruction theory on Xi.

By the last proposition 4.21, we can construct a virtual structure over every Xi.

Definition 4.22. The virtual normal class is by definition NVir
i : (E•, i)

mov.

Definition 4.23. Let [B0 → B1] be a 2−complex, the top Chern class is given by ctop([B0 →

B1]) = e([B0 → B1]) : = e(B0)/e(B1), in the cases where it can be defined.

4.4 Localization and integration virtual Atiyah-Bott formulas

With all the terminology given above we have a natural structure to give a virtual general-

ization of theorem 4.10. In fact

Theorem 4.24. Let ι : X → Y the C∗−equivariant embedding of X into a smooth scheme

Y . Then

[X]Vir = ι∗
∑
i

[Xi]
Vir

e(NVir
i )

,

and ∫
[X]Vir

e(A) =
∑
i

∫
[Xi]Vir

e(Ai)

e(NVir
i )

,

where A is bundle of rank equal to dVir(X).
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Remark 4.25. • Since NVir
i is a complex with nonzero C∗−weights, e(NVir

i ) is invertible

in

H∗C∗,t(X) : = H∗C∗(X)⊗Q[t] Q[t, 1/t]

• The second formula should be a consequence of a localization formula in equivariant

H∗(X)−groups. The key result on a nonsingular Y is the formula given in 4.10

[Y ] = ι∗
∑
i

[Yi]

e(Ni)
∈ H∗C∗,t(X).

• Here we only present a proof of 4.24 in the most basic case, i.e. when Y is a nonsingular

variety with a C∗−action, and given any C∗−bundle V on Y we take some equivariant

section v ∈ Γ(Y, V )C
∗ and define X as the zero section Z(v) of v inside Y. The general

proof can be found in [GP99].

• In the final section of this work we will go to present a concrete example of the use of

these results.

Proof of 4.24. First considering the diagram

E• = [V ∨|X ΩY |X ]

L• = [I/I2 ΩY |X ],

d(.v)

(.v) 1ΩY |X

We have a perfect obstruction theory for X. In this case the virtual class of X is just the

refined Euler class of V , so

[X]Vir = eref (V ), (13)

where the expression of the right hand is the refined product between the graph of v and

the zero section,i.e. Γv ∩ 0v.

72



Now observe that since v is a C∗−invariant section then v ∈ Γ(Yi, V
G
i ) and Xi = Z(v)∩Yi,

and by the proposition 4.21 we obtain a perfect obstruction theory for the pair V G
i and

v ∈ H0(Yi, V
G
i ):

[(V G
i )∨ → ΩYi ]

and therefore

[Xi]
Vir = eref (V

G
i ). (14)

The virtual normal bundle is by definition the moving part of the complex [TYi → Vi], but

the moving part TYi is just the normal bundle of Yi, i.e. NVir
i = [NYi|Y → V mov

i ], thus

e(NVir
i ) : =

e(NYi|Y )

e(V mov
i )

(15)

Now substituting in the expression

[X]Vir = ι∗
∑
i

[Xi]
Vir

e(NVir
i )

the expressions given by 13,14 and 15 we are reduced to proving

eref (V ) = ι∗
∑
i

eref (V G
i ) ∩ e(V mov

i )

e(NYi |Y )
= i∗

∑ eref(Vi)

e(NYi |Y )

But by the localization formula on Y we have that

[Y ] = ι∗
∑
i

[Yi]

e(NYi |Y )

and capping with eref (V ) we obtain

eref (V ) = ι∗
∑
i

eref (V ) ∩ [Yi]

e(NYi |Y )
(16)

this because pullback commutes with take eref (.).

But, Vi = V G
i ⊕ V mov

i , and since the section is entirely in V G
i , hence

eref (Vi) = eref (V
G
i ) ∩ eref (V mov

i ),

finally substituting the last equality in the equation 16 we obtain the theorem.
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5 Final example

Finally in this thesis we show an example of how to use the Atiyah-Bott’s formulas for

compute the virtual Euler characteristic of M = M(3, 2, 2).

Example 5.1. ∫
[M ]V ir

1 = 270.

The rest of this chapter is devoted to proof this statement. Let w0 < w1 < w2 the weights

of the action of C∗ on P2, we call µ = w2 −w0; λ = w0 −w1 and γ = w1 −w2 the weights of

this action around the corners of P2. We have the following picture:

−λ, µ −µ, γ

−γ, λ,

(17)

and µ + λ + γ = 0. Then the C∗−action T on M depend of the weights u1, . . . , un given by

the C∗−action on Cn and λ, µ since γ = −(µ+ λ).

Using the virtual Atiyah-Bott’s formulas we can write

Y =

∫
[M ]V ir

1 =
∑

fixed points

∫
[pt]

1

eT (N vir)
.

Now recall that

[N ]V ir = ⊕si=1⊕sj=1Ext•(Izi ,Ozi)⊕si=1Ext•(Izi ,Oq)⊕j=1Ext•(On−q−k,Ozj)⊕Ext•(On−q−k,O),

and the fixed points of M are short exact sequences of the form [0 → Iz ⊕ O0 → O3 →

Oz ⊕O2 → 0], in our case n− q − k = 0 and so

[N ]V ir = Ext•(Iz,Oz)⊕ Ext•(Iz,O2).

Then

Y =
∑∫

[pt]

1

eT (Ext•(Iz,Oz))eT (Ext•(Iz,O))eT (Ext•(Iz,O))
. (18)
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The last formula shows us that we have to do three things to compute the integral:

(1) compute the dimensions of all different Ext group involved, (2) find all the pictorial

configurations of the possibles fixed points and (3) calculate the Chern roots of the Ext

groups depending of the type of points in the configurations.

For (1), we identify Ext0(Iz,Oz) as the tangent space of (P2)[2] at point Iz and Ext1(Iz,Oz)

as the obstruction space at the same point, so dim(Ext0(Iz,Oz)) = 4 and dim(Ext1(Iz,Oz)) =

2.

The group Ext0(Iz,Oz) has dimension 1; in fact, let f : Iz → O any homomorphism,

then f : Iz|P2−{z} → OP2−{z} ∼= O, is such that f(1) = σ ∈ Γ(P2 − {z},O), but since

codP2({z}) = 2 the section σ can be extended to Γ(P2,O) ∼= C, call such extension c.

Let 0 = f − c : Iz|P2−{z} → OP2−{z}, then f − c = 0 everywhere but no one morphism from Iz

to O has kernel because Iz is torsion free, therefore f is give by scalar multiplication.

Finally we use the Grothendieck −Hirzebruch−Riemann−Roch′s theorem G-H-R-R

(see [Har77], Appendix A.) The Euler characteristic by definition is

χ(Iz,O) =
2∑
i=0

(−1)i dim(Exti(Iz,O)) = dim(Ext0(Iz,O))− dim(Ext1(Iz,O)),

and by G-H-R-R we have

χ(Iz,O) =

∫
[P2]

ch(Iz)td(T ) =

∫
[P2]

(1− 2ω)(1 + ω) = −1,

where ω is the virtual class of a point in P2, then dim Ext1(Iz,O) = 2.

Given these dimensions, we have:

Y =
∑

Fixed locus

∫
[pt]

c2(Ext1(Iz,Oz))
c4(Ext0(Iz,Oz))

.
c2(Ext1(Iz,O))

c1(Ext0(Iz,O))
.
c2(Ext1(Iz,O))

c1(Ext0(Iz,O))
. (19)

Step (2) configurations. The unique ways to distribute 2 boxes (in Young Tableaux) in

three corners are:

1. On p0 : .

.
and
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2. . . ,

3. On p1 : .

.
and

4. . . ,

5. On p2 : .

.
and

6. . . ,

7. On p0 and p1 : . ; . ,

8. On p0 and p2 : . ; . ,

9. On p1 and p2 : . ; . .

Each of these nine configurations of fixed points can be injected in three different copies

of O, so the number of fixed points is 27.

Step (3) Chern roots. First we will compute the top Chern class c4(Ext0(Iz,Oz)), for this

we use lemma 2.16 as in the Example 2.17.

• On p0 the configuration . . has Chern roots are −2µh, λh,−µh, (µ + λ)h, then

c4(Ext0(Iz,Oz)) = 2µ2λ(µ + λ)h4 and .

.
has Chern roots −µh, 2λh, λh,−(µ + λ)h,

then c4(Ext0(Iz,Oz)) = 2µλ2(µ+ λ)h4.

• On p1 the configuration . . has Chern roots are 2(µ + λ)h, µh, (µ + λ)h,−λh,

then c4(Ext0(Iz,Oz)) = 2(µ + λ)2µλh4 and .

.
has Chern roots (µ + λ)h, 2µh,−(µ +

λ)h, λh,then c4(Ext0(Iz,Oz)) = 2(µ+ λ)µ2λh4.

• On p2 the configuration . . has Chern roots are −2λh,−(µ+ λ)h,−λh,−µh, then

c4(Ext0(Iz,Oz)) = 2λ2(µ + λ)µh4 and .

.
has Chern roots −λh,−2(µ + λ)h,−(µ +

λ)h, µh, then c4(Ext0(Iz,Oz)) = −2λ(µ+ λ)2µh4.

• At the different points p0, p1 and p2 the Chern roots of . are −µh, λh;−(µ+λ)h,−µh

and −λh, (µ + λ)h respectively and then for the configuration 7. c4(Ext0(Iz,Oz)) =

−µλh2, for 8. c4(Ext0(Iz,Oz)) = µ2 +λµh2 and for 9, c4(Ext0(Iz,Oz)) = −(λµ+λ2)h2.

We can use without lost of generality that Iz injects on the i− th copy of O, then we

have some relations between the weights u′is and λ, µ on the Ext groups and its top Chern
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classes. The Group Ext(A,B) depends on the u′is if and only if A and B are subsheaves

and quotients of different copies of O, because if they are in the same copy we only act with

weight uiu−1
i = 1; furthermore Ext(A,B) does not depend on µ and λ if and only if the

morphisim are given by scalar multiplications.

By the last discussion we see that c1(Ext(Iz,O)) only depend on u′is. Then c1(Ext(Iz,O)) =

(uk − ui)h.

Now to find c2(Ext1(Iz,O)) we consider the short exact sequence

0→ Iz → O → Oz → 0,

and apply the functor the functor Hom(Iz, •) to get the long exact sequence

0→ Hom(Iz, Iz)→ Hom(Iz,O)→ Hom(Iz,Oz)→

→ Ext1(Iz, Iz)→ Ext1(Iz,O)→ Ext1(Iz,Oz)→

→ Ext2(Iz, Iz)→ Ext2(Iz,O)→ Ext2(Iz,Oz)→ 0.

Since dim(Ext0(Iz,O)) = 1, then dim(Ext0(Iz, Iz)) = 1. Considering Ext0(Iz,Oz) and

Ext1(Iz, Iz) as tangents spaces they both have dimension 4. By G-H-R-R Ext1(Iz,O) has

dimension 2 and dim(Ext1(Iz,Oz)) = 2 because is an obstruction space.

Finally since Ext2(Iz, Iz) ∼= Ext2(Iz,Oz) ∼= Ext2(Iz,O) ∼= 0, by Serre Duality we obtain

the isomorphism

Ext1(Iz,O) ∼= Ext1(Iz,Oz) ∼= Ext2(Oz,Oz) ∼= Ext0(Oz,Oz ⊗K),

where K is the canonical sheaf.

This show us that we have to compute the Chern rooots of K, for the different points

p0, p1 and p2 and for all of the nine configuration of fixed points. In the next tables we present

these Chern roots.
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Sheaves over p0 Chern Roots

T λh,−µh

T∨ −λh, µh

K = ∧2T∨ (µ− λ)h

Table 3: Chern roots.

Sheaves over p1 Chern Roots

T −(µ+ λ)h, µh

T∨ (µ+ λ)h,−µh

K = ∧2T∨ −(2µ+ λ)h

Table 4: Chern roots.

Sheaves over p2 Chern Roots

T −λh,−(µ+ λ)h

T∨ λh, (µ+ λ)h

K = ∧2T∨ (µ+ 2λ)h

Table 5: Chern roots.

Then;

78



Points Sheaf Chern roots.

K (µ− λ)h

Oz ⊗K (µ− λ)h, (2µ− λ)h

p0 Hom(Oz,Oz ⊗K) (µ− λ)h, (2µ− λ)h

Ext1(Iz,O) ∼= Ext0(Oz,Oz ⊗K)∨ (−µ+ λ)h, (λ− 2µ)h

K −(2µ+ λ)h

Oz ⊗K −(2µ+ λ)h,−(3µ+ 2λ)h

p1 Hom(Oz,Oz ⊗K) −(2µ+ λ)h,−(3µ+ 2λ)h

Ext1(Iz,O) ∼= Ext0(Oz,Oz ⊗K)∨ (2µ+ λ)h, (3µ+ 2λ)h

K (2λ+ µ)h

p2 Oz ⊗K (2λ+ µ)h, (3λ+ µ)h

Hom(Oz,Oz ⊗K) (2λ+ µ)h, (3λ+ µ)h

Ext1(Iz,O) ∼= Ext0(Oz,Oz ⊗K)∨ −(2λ+ µ)h,−(3λ+ µ)h

Table 6: Chern roots of Ext1(Iz,O).

Since the groups Ext1(Iz,O) depend on the u′is we have three possibles top Chern classes

which are summarized in the next table:

Points c2(Ext1(Iz,O))

p0 (uk − ui − µ+ λ)(uk − ui − 2µ+ λ)h2

p1 (uk − ui + 2µ+ λ)(uk − ui − µ+ 2λ)h2

p2 (uk − ui − µ− 2λ)(uk − ui + λ+ 2µ)h2

Table 7: top Chern Classes of Ext1(Iz,O).

Note that in the expression (19) the variable h has degree 6 in the denominator and

the enumerator, so this shows that the value of (18) is in fact a number. Putting all the

information together in (19) we get nine integrals because we have precisely nine possible

configurations of points. The result of this computation have to be multiplied by 3 ( number
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of possible injections). Then

Y =3
(∫

(1)

H(E1, E0) +

∫
(2)

H(E1, E0) +

∫
(3)

H(E1, E0) +

∫
(4)

H(E1, E0)+∫
(5)

H(E1, E0) +

∫
(6)

H(E1, E0) +

∫
(7)

H(E1, E0) +

∫
(8)

H(E1, E0) +

∫
(9)

H(E1, E0)
)
,

where every integral is computed over the configurations of points indicated within parenthe-

sis H(E1, E0) is the expression
c2(Ext1(Iz,Oz))
c4(Ext0(Iz,Oz))

.
c2(Ext1(Iz,O)

c1(Ext0(Iz,O))
.
c2(Ext1(Iz,O))

c1(Ext0(Iz,O))
. We com-

pute the first of these integrals to demonstrate how the calculation is performed.

A computation shows that Y = 3(90) = 270.

Example of computation: ∫
(1)

H(E1, E0) =

∫
,p0

H(E1, E0) (20)

For the data , p0 we have:

• c1(Ext0(Iz,O)) = (uk − ui)h

• c2(Ext1(Iz,O)) = (uk − ui − µ+ λ)(uk − ui − 2µ+ λ)h2

• c2(Ext1(Iz,Oz)) = (−µ+ λ)(−2µ+ λ)h2

• c4(Ext0(Iz,Oz)) = 2µλ2(µ+ λ)h4.

So ∫
,p0

H(E1, E0) = (21)∫
,p0

(−µ+ λ)(−2µ+ λ)(uk − ui − 2µ+ λ)2h6

2µλ2(µ+ λ)(uk − ui)2h6
= (22)∫

,p0

(−µ+ λ)(−2µ+ λ)(uk − ui − 2µ+ λ)2

2µλ2(µ+ λ)(uk − ui)2
(23)

(24)
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If we take weights w0 = −1, w1 = 0, w2 = 1 and u1 = 1, u2 = 2, u3 = 3, the expression (24)

become in:
3∑

k=1

∑
i 6=k

∫
p0

−15(k − i− 5)

4(k − i)2
= −15

4

3∑
k=1

∑
i 6=k

(k − i− 5)

(k − i)2

∫
p0

1 =
585

4
. (25)

This is one of the 9× 3 = 27 computations which are necessary to get the value Y = 270.
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