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Abstract 
Got ‘Big Data’? Not sure how best to use it? Big Data is becoming an important facet 
of aquatic ecology, and researchers must learn to harness it to reap the rewards of 
using it. The benefits of using Big Data are many, and include advancements in 
scientific understanding at larger scales and higher resolution, applications to 
improving environmental management and policy, and public engagement. We aim 
to demystify the use of Big Data for individual scientists, and provide some food for 
thought for the aquatic ecology community on how to develop this sphere. To 
achieve this, we highlight six key challenges: 1) how to recognize if you have Big 
Data, 2) handling Big Data, 3) issues with classical analytical techniques, 4) 
verification of Big Data, 5) considerations for data sharing, and 6) community 
development of knowledge infrastructures. We then present approaches and tools 
which have been successfully applied to these challenges in aquatic ecology and 
other scientific fields. 

Introduction 
The words “Big Data” elicit a variety of responses from aquatic ecologists, from glee 
at the possibilities for ecological understanding at a wide range of spatiotemporal 
scales, to dread at the daunting task of data management. Big Data spans scales 
from climate science to molecular biology, and has facilitated discoveries from 
‘macrosystems ecology’ at regional scales (Soranno and Schimel 2014) to the 
molecular underpinnings of competition between plankton (Alexander et al. 2015). 
The integration of Big Data into aquatic ecology has the potential to change its 
foundational theories, as it has in other areas of research (Kitchin 2014). Other 
benefits of using Big Data include advancements in scientific understanding at larger 
scales and higher resolution, multi- and cross-scale analysis of patterns (Soranno 
and Schimel 2014), applications to improving environmental management and policy, 
and public engagement (e.g. through crowd sourcing, Matabos et al. 2017). 
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Despite these benefits, barriers to using Big Data often prevent its optimal use. A 
primary issue is that data management problems for the user are real (Borgman 
2015a; Boyle 2013; Hampton et al. 2013). The challenge of amassing, storing, 
analysing, and preserving large volumes of diverse data types is not a minor one. For 
example, collecting Big Data using new technology may present challenges with data 
velocity, while compiling disparate datasets from others to form Big Data presents 
challenges of standardization (Soranno et al. 2015a). Cultural barriers to data sharing 
exist, and developing infrastructures to facilitate sharing is a related challenge 
(Borgman 2015a; Borgman et al. 2015). Furthermore, traditional approaches to 
analysis may not be appropriate, and new methods must be developed (e.g. Fei et al. 
2016; Hooten and Hobbs 2015). 

Optimists should take heart – Big Data has been wrangled in the past, producing a 
step change in the field of biology with the production of the Linnaeus classification 
system (Müller-Wille and Charmantier 2012), and in the management and distribution 
of data generated by the Large Hadron Collider at CERN (Allcock et al. 2002). So, 
how can we best move forward, as individual users and as a research community? 

Big Data is used in other scientific disciplines, such as astrophysics, economics, and 
material sciences, and we can learn from their approaches. Aquatic scientists have 
an opportunity to bridge gaps between disciplines with similar techniques, such as 
atmospheric or terrestrial sciences. However, the application of Big Data presents 
some particular challenges, which are common but not exclusive to aquatic ecology: 

• Aquatic ecology involves diverse types of data (high data “variety”). These 
include data associated with many methods of measurement (e.g. instrument-
specific, continuous / discrete / qualitative). 

• These data exist at a wide range of scales, in terms of both resolution and 
extent. 

• Ecological datasets also include environmental variables, such as physical, 
chemical, and geological data on the physical environment or habitat.  

• These data are increasing in multiple dimensions (horizontal, vertical, time), 
and the resolution in different dimensions may vary. 

Here, we highlight six key challenges in using Big Data in aquatic ecology and 
provide practical solutions for the user and the community. 

1 Recognizing Big Data 
How do you know when you have Big Data? It is a relative concept; for example, in 
deep-sea ecology, hundreds of thousands of seabed photographs constitute Big 
Data (e.g. Morris et al. 2014), while in ‘omics research, hundreds of millions of data 
points are involved (e.g. Alexander et al. 2015). Thus, we recommend that aquatic 
scientists consider their data in the context of other similar aquatic ecology data. 

‘Big science’ groups, such as large collaborations that share instruments and 
infrastructure across institutions, are more obvious generators of Big Data than 
researchers that comprise small groups using local resources (Borgman 2015a). 
Ecology has previously been described as ‘little science’, in which ‘artisanal’ data are 
acquired using locally-made tools and tailored methods, with little replication due to 
ecosystem dynamics (Bowen and Roth 2007). However, developments in technology 
are increasing automated data collection over artisanal data, with accompanying 
increases in the velocity and volume of data collected (see Fig. 1). Examples of 
aquatic ecology methods that are moving data collection from artisanal to more 
automated include: underwater photography using autonomous vehicles with some 
automated annotation for benthic community estimation (Durden et al. 2016; Morris 
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et al. 2014; Schoening et al. 2012); a sedimentation event sensor used to quantify 
organic matter deposition in lieu of sediment traps (McGill et al. 2016); optical and 
acoustic sensors for identifying seabed habitats as opposed to interpolating physical 
point samples (Costa et al. 2009; Flanagan 2016); and underway continuous flow 
cytometric samplers (Swalwell et al. 2011) and the Scripps Plankton Camera 
(spc.ucsd.edu). Large interdisciplinary sampling efforts in aquatic ecology, such as 
ocean observatories (Favali et al. 2015), components of the US Large Ecological 
Time Series (Hobbie et al. 2003) and oceanic expeditions such as Tara Oceans,  
(Hobbie et al. 2003), are also contributing to Big Data generation, and large-scale 
comparisons. Small datasets can also be aggregated or accumulated to form Big 
Data, for example from long-term time series (e.g. Hampton et al. 2008; Smith et al. 
2013), or the aggregation of of regional monitoring datasets into sub-continental 
scale water quality databases (Soranno et al. 2015a). 

 
Figure 1. Examples of data used by aquatic ecologists, defined by their method of 
collection. Automatically-captured data is more likely to become Big Data than 
artisanally-captured data. 

2 Data handling 
To begin analyzing and interpreting Big Data, scientists must first overcome the 
hurdles associated with the handling, management, and manipulation of these large 
datasets (Mattmann 2013).  While gathering data used to be the limiting step in data 
analysis, it has now been supplanted by the storage, transfer, and processing of 
these large data types. Computing is being recognized as a keystone step in the 
scientific process. This recognition highlights the need for computational savvy 
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aquatic scientists, better access to computational platforms, improved software tools 
and development, and database/archival management. We suggest that the following 
areas be considered: 

1. Computational preparedness: Now, more than ever, aquatic scientists must 
be computationally literate. Soranno et al. (2015a) noted that this must go beyond 
training in quantitative analysis, and include skills to engage in data-intensive 
science, including interacting with large databases. An increased emphasis should 
be placed on computational and statistical training not only at the graduate level, but 
at the undergraduate level, weaving computational and statistical components into 
aquatic science curricula. Emphasis should be placed on learning scientific 
computing (e.g. R, Python, C++) at earlier stages in a research career. Additionally, 
active scientists and graduate students should be encouraged and supported in the 
pursuit of ongoing computational training through programs such as Software 
Carpentry and Data Carpentry (Wilson et al. 2014). Collaboration between ecologists 
and computer scientists and engineers should also be encouraged to tackle complex 
projects. 

2. Scientific software and pipeline creation: Emphasis should be placed upon 
the computational methods used in the analysis of aquatic datasets. As data analysis 
becomes increasingly complex, integrated processing pipelines (a set of scripts for 
automating data analysis) become essential for reproducibility and efficiency 
(Goodman et al. 2014). Documentation of such pipelines and processes should be as 
transparent as laboratory-based manipulations. Best practices, such as the use of 
version control (e.g., Git, SVN; Perez-Riverol et al. 2016) and documentation of the 
design and purpose of code (Wilson et al. 2014), should become common practice 
and required for publication. Tools, such as protocols.io, promise user-friendly means 
of generating and publishing such workflows (Teytelman et al. 2016). 

3. Computational platforms: Access to high-performance computational (HPC) 
resources is central to the analysis of Big Data. Different types of data, analytical 
software, and algorithms have different limitations. For example, bioinformatics 
analysis is often memory-bound while image analysis or modeling is more typically 
input/output or central processing unit-bound. As such, they are optimized on 
different computational architectures. While access to a well-managed high-
performance computing system may be ideal in many circumstances, access is often 
institution-specific and may be limited in size or scope. Cloud computation, such as 
Amazon Web Service or Google Cloud Platform, provides a viable, if more 
expensive, alternative to high performance computing that is often more flexible than 
other options. 

4. Data transfer: Big Data is now generated during field campaigns (e.g. digital 
photographs/video, acoustic data, automated sensor data), presenting a challenge in 
transferring this data from the field storage platform to facilities with HPC resources 
for processing analysis. While wireless data transfers from sensors are increasingly 
used in shallow water or moored instrument applications, physical hard drives or 
RAID disks are still used in transferring data acquired from field campaigns 
undertaken far from land. Transferring data from a single hard drive to an HPC array 
becomes resource intensive as data scales up in volume, particularly if storage types 
and transfer modes are not completely compatible. No single solution exists in this 
case, but explicit consideration of this process should be included in data 
management plans. Important factors to consider up-front are the compatibility of 
operating systems and hard drives, and the often-limiting machine input/output 
performance. Consulting with a HPC / data management expert prior to initiating a 
large field campaign may assist in the development of unique solutions to an often 
overlooked, but potentially limiting, problem in Big Data. 
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3 Analytical Techniques 
Aquatic ecologists who have been catapulted into the ‘Big Data era’ cannot rely on 
testing hypotheses with classical frequentist statistics, such as analysis of variance, t-
tests, and linear regression. Big Data presents statistical challenges including 
enormous sample sizes, spurious correlation among explanatory variables, zero-
inflated datasets, non-normality, and spatial/temporal autocorrelation (e.g. Dray et al. 
2012; Fan et al. 2014; Legendre 1993). These statistical challenges mean that 
classical frequentist statistics are inadequate for Big Data ecology. Fortunately, there 
are solutions. Here we highlight some aspects of data analysis that are particularly 
relevant to Big Data. 

1. Significance: One of the primary issues with large sample sizes is that many 
standard statistical test can be declared “significant” if the sample size is large 
enough (e.g., Sullivan and Feinn 2012). This happens because even minute 
differences from 0 (the null hypothesis) can be detected, leading to spurious yet 
statistically significant results. Ultimately, this leads to an increased risk of Type I 
Error (a ‘false positive’), a big problem in Big Data ecology. Solutions involve moving 
beyond the use of classical frequentist statistics (p-value testing) to more advanced 
analyses (see point 3 below). 

2. Normality: Ecological data tend to be non-normally distributed, and require 
transformation (e.g. logarithm or square root) for datasets to conform to assumptions 
of normality (Sokal and Rohlf 1995). This is exacerbated with Big Data, as datasets 
with extensive spatiotemporal coverage also typically contain large numbers of zeros; 
therefore, standard transformations are typically insufficient. Zero-inflated datasets 
can be transformed prior to multivariate analysis (Legendre and Gallagher 2001), or 
analyzed using hurdle models with zero-inflated Poisson or negative binomial 
distributions (Potts and Elith 2006; Seiler et al. 2012; Ver Hoef and Jansen 2007). 

3. Independence and autocorrelation: Independence is a key criterion for many 
statistics, and violating this assumption can give misleading results. For a given 
location in time, it is unlikely that any two biotic or environmental measurements are 
truly “independent”, and aquatic ecologists should be wary of spurious correlations 
between variables. Spatiotemporal autocorrelation (Legendre 1993) is another major 
statistical challenge with large ecological datasets that must be addressed when 
analysing Big Data. 

Multivariate ordination techniques (e.g., canonical correspondence, redundancy 
analysis) and spatial statistics (e.g., multiscale ordination; Wagner 2003; Wagner 
2004) provide new ways of analyzing large datasets that allow us to address 
challenges such as enormous sample sizes, spurious correlation among explanatory 
variables, zero-inflation, non-normality, and autocorrelation. Mixed effect models 
(generalized linear and general additive mixed models) may circumvent 
autocorrelation by incorporating random effects, including those that are common in 
hierarchical nested sampling designs. Explicitly incorporating the analysis of 
autocorrelation (in residuals) using multiscale ordination has been suggested as an 
opportunity for directly incorporating spatial structure of biotic-environmental 
relationships as a proxy for abiotic factors that are difficult or essentially impossible to 
measure (Dray et al. 2012). Multiple testing corrections, such as Bonferroni 
(Bonferroni 1935) and Benjamini-Hochberg (Benjamini and Hochberg 1995), are 
used to address statistical issues in multiple comparisons of Big Data, in addition to 
resampling methods, such as bootstrapping and Monte-Carlo simulations. 

4. Bayesian approaches: Analysis of ecological data using Bayesian 
approaches, rather than using frequentist statistics, has increased substantially with 
the advent of Big Data. Since these approaches assess the probability of a 
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hypothesis being true, they are advantageous in quantifying uncertainty, in gaining 
understanding from ‘noisy’ observational data, and in assessing cross-scale 
interactions (Levy et al. 2014). However, Bayesian inference should not be 
interpreted similarly to inductive inference (Gelman and Shalizi 2013). Hooten and 
Hobbs (2015) reviewed Bayesian approaches to model selection particularly for 
ecologists, including the advantages and disadvantages of each. Methods for using 
Bayesian approaches that may be of interest to aquatic ecologists include 
applications to large datasets of animal movement in state-space modelling (Jonsen 
et al. 2003), use in predictive habitat distribution modelling (Guisan and Zimmermann 
2000), application to the hierarchical analysis of spatial data (Banerjee et al. 2014) 
and to gene interactions (Friedman et al. 2004). Bayesian approaches are often 
combined with machine learning. 

5. Use of machine learning: Machine learning techniques are also emerging as 
alternative methods for analyzing Big Data. Combining machine learning with 
statistical methods has yielded a new branch termed ‘statistical learning’ (Hastie et 
al. 2009). Supervised machine learning techniques are similar to traditional models 
(e.g. linear and logistic regression), which are based on predicting ecological 
phenomena (e.g., presence-absence of species, community-environment 
relationships, etc.) using quantifiable relationships generated from known data. 
Unsupervised machine learning techniques are designed to describe relationships in 
a manner similar to traditional clustering methods. Some supervised machine 
learning techniques, such as random forests (Breiman 2001) or boosted regression 
trees (Elith et al. 2008), have emerged as popular, viable alternatives to linear or 
additive mixed models. Regression tree-based methods can accommodate data that 
are autocorrelated, zero-inflated, non-monotonic, or otherwise difficult to fit into 
traditional modeling frameworks. Neural networks and support vector machines are 
also increasingly being used for statistical analyses (Folmer et al. 2016; O’Brien et al. 
2016). Support vector machines have also been applied to automating the 
recognition of objects in huge sets of marine imagery (e.g. Beijbom et al. 2015). 
Deep machine learning methods, such as convolutional neural networks, are now 
also being used for this analysis (e.g. Luo et al. 2017). However, statistical and 
machine learning methods are often like a black box, and determining which method 
is most appropriate is often difficult. 

These challenges highlight the importance of collaborations among ecologists, 
statisticians, and computer scientists. Advances in statistical computing have made 
computationally intensive machine learning models more accessible, allowing 
ecologists to spend less time on transforming and manipulating data and focus their 
attention on modeling complex ecological relationships. 

4 Verification 
Big Data is highly valued for its use in verifying and validating research, and 
improving confidence in ecological conclusions. It can be used to provide additional 
replicates, thereby improving the level of certainty in ecological conclusions, 
providing unprecedented opportunities in taxonomic surveys, co-occurrence studies, 
and habitat modeling. However, Big Data can be difficult to verify. Here we describe 
some methods for doing so, using examples from across aquatic ecology. 

1. Amplicon sequencing for diversity assessment 

Increasingly in microbiology, community composition and diversity are through the 
sequencing of highly conserved genes, such as 16S or 18S, a process that is also 
known as amplicon sequencing. However, methods used in the analysis of amplicon 
sequence data has the potential to lead to vastly different conclusions. These 
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differences largely stem from the clustering of sequences based on sequence 
similarity which is required for the identification of ‘consensus sequences’. Traditional 
methods have clustered sequences based on a set cut-off value which is provided by 
the researcher. Such approaches limit the ability of scientists to repeat the same 
results for a given sample, because the results are biased by the arbitrary starting 
point of the algorithm and the cut off set. Two new approaches address such a 
problem. First, the Swarm clustering algorithm addresses this problem by combining 
sequences using flexible cut offs to ensure that sequences are grouped 
appropriately, making results repeatable (Mahé et al. 2014). Second, there is a more 
recent push to move away from arbitrarily determined Operational Taxonomic Units 
and towards the use of Amplicon Sequence Variants (Callahan et al. 2017). 

2. Remote sensing 

Big Data acquired using remote sensing can provide large-scale coverage of the 
area surveyed in space and/or time. Verification is done by ground-truthing. For 
instance, seafloor maps generated by sonar can be ground-truthed by taking 
biogeophysical measurements (e.g., using cores) or by underwater imaging 
techniques such as sediment profile cameras or surficial benthic videos, which 
confirm sedimentary characteristics and provide information about the biological 
features of the area surveyed (Diaz et al. 2004). The level of certainty of such a 
seafloor map could be assessed by testing the level of agreement between classified 
areas of presumably homogeneous substrate types (e.g., muddy versus sandy 
areas) and co-occurring ground-truthed samples (e.g. cores).Techniques such as 
Cohen’s Kappa analysis (Cohen 1960) can be used to quantify the level of certainty 
in the classified map. 

3. Statistical models using Big Data 

It is essential to determine whether estimates of the variance explained by a given 
statistical model are realistic or “honest”. This concept goes beyond simply analyzing 
a dataset and estimating explained variance (r2) to include cross-validation. Cross-
validation uses an independent dataset to test whether a model produces results that 
are consistent if repeated (i.e., when applied to a different dataset or set of samples; 
Breiman et al. 1984; Flanagan and Cerrato 2015). Thus, cross-validation provides 
more realistic or “honest” estimates of the prediction error (uncertainty) of Big Data 
models. 

4. Aquatic photography 

The use of photography in aquatic ecology is rapidly increasing, and the task of 
detecting and classifying organisms in photographs is now being automated. Very 
large sets of images are difficult to verify manually, so a randomly chosen, 
representative, subset of data may be selected and validated to provide a measure of 
confidence in the whole dataset. A confusion matrix may be employed in this 
verification; it provides a tabular representation of the accuracy of automated versus 
manual classification, where mislabeling errors are easy to spot. This has been 
successfully applied in verifying the automated classification of plankton (Hu and 
Davis 2005) and fish (Shafait et al. 2016) in images. 

5 Data sharing 
Data sharing is a two-fold challenge for Big Data projects: (1) sharing large datasets 
once created and (2) sharing small datasets to be aggregated into Big Data. In 
aquatic ecology, it commonly involves the merging of environmental and biological 
datasets, often from different sources. Some suggest that ecologists already 
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collectively have sufficient data to tackle large-scale questions, if the data were 
aggregated (Hampton et al. 2013). 

Data sharing culture is central to successful data sharing. Soranno et al. (2015b) 
notes that a culture for sharing publicly is lacking in the environmental sciences, and 
that a cultural shift towards data sharing must occur before it becomes common. 
They identify three current cultural barriers: a lack of rewards and incentives to share, 
greater risk in sharing for some groups of researchers (including early career 
researchers), and no ethical impetus for sharing in the culture. They also argue that 
this final barrier is the greatest to surmount, but that there is an ethical imperative to 
make data publicly accessible to make research inclusionary, and to facilitate good 
environmental policy development. Trust is central to the sharing culture, and it is 
often different between established colleagues than between unknown parties.  

Barriers to data sharing still outweigh the benefits for many researchers (Soranno et 
al. 2015b), despite a multitude of benefits, including collaboration (Goring et al. 
2014), increased citation, and discovery at larger scales. Reichman et al. (2011) 
found that just 1% of ecological data are accessible after the results have been 
published, while Nelson (2009) lamented the lack of data archived in repositories. 
Concerns about data sharing fall under three themes: ownership, control, and 
access. Borgman (2015a) describes the specific barriers as: “risks such as misuse, 
misinterpretation, liability, lack of experience, lack of tools and resources, lack of 
credit, loss of control, pollution of common pools of data, and the daunting challenges 
of sustainability”. Overcoming these barriers requires reflection and action at the 
individual researcher, institutional, and aquatic ecology community levels. 

Another barrier to data sharing and reuse is the inability of researchers to see how 
their data may be useful to others, or valuable in the future (Borgman 2015a). Only a 
small proportion of aquatic ecologists use Big Data currently, but many, if not most, 
are collecting data that could be aggregated to form larger datasets. Thus, the 
consideration of potential future use is important for planning, collecting, and 
conserving data. However, this poses some challenges, including recognizing what 
constitutes data to other users. For example, what is considered to be metadata by 
one researcher may be primary data to another, so each researcher should curate 
their metadata as rigorously as their data. Some subgroups in aquatic ecology have 
used multidisciplinary discussion to posit the potential future uses of their data, and 
encourage data sharing even if such uses are currently unknown (e.g., Schoening et 
al. 2017). Nelson (2009) argued that data must be valued in equal measure to 
publications for sharing to occur; data publications may go some way to promoting 
data sharing without knowledge of its future use. We encourage researchers to 
consider the reuse of their data, for which Goodman et al. (2014) and Hart et al. 
(2016) present some practical advice, and to engage in such community discussions. 
Goodman et al. (2014) also provide a short guide to steps for data management that 
scientists can take to ensure their data continue to have value, such as making raw 
data available, publish methods/workflows, stating how credit should be given, and 
use of data repositories. 

Challenges associated with the practicalities of data sharing are similar to those of 
data management, with the added challenge of multiple parties. Even in scientific 
domains where Big Data and the aggregation of data are common, data is commonly 
bartered (Wallis et al. 2013) and shared by email (Borgman 2015a). Such methods of 
data transfer are unsuitable for large datasets. If data is combined from several 
sources, all users need to trust it and its provenance before use; the increase in the 
velocity and volume of data generated with new technologies may exacerbate 
scepticism in data generated by others. Practically, the harmonization of data from 
different sources, and subsequent quality control requires computational skills and 
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substantial collaboration between parties, and is not an insignificant task (Soranno et 
al. 2015a). 

We recommend that aquatic ecologists consider their data sharing culture, and the 
incentives and barriers associated with data sharing related to their own work – are 
they justified, and how could they be overcome? We suggest discussing possible 
future uses for data with colleagues both before and after the data are generated. 

6 Developing knowledge infrastructure 
Data management and sharing are facilitated by “knowledge infrastructure”, a 
framework for interaction between researchers. Data repositories are the most-
discussed type of knowledge infrastructure (Table 1). They are hubs of information, 
reducing the cost and effort of data maintenance for the individual researcher, and 
providing equitable and merit-based access to data (Borgman 2015a). They may be 
institutional or national, rather than domain-based (Goodman et al. 2014). Incentives 
to deposit data in repositories include requirements by funding agencies (e.g. 
European Commission 2017; National Science Foundation 2017), requirements for 
publication or encouragement by journals (e.g. Association for the Sciences of 
Limnology and Oceanography 2017; Ecological Society of America 2017; 
SpringerNature 2017), or precedent setting by societies (e.g. ASLO), as finding 
infrastructure funding for the common good is difficult (Nelson 2009). We recommend 
that aquatic ecologists consider depositing their data in a suitable repository, if 
possible. 

Table 1. Examples of data repositories for aquatic ecology  
 
Name Acronym/ 

Short name 
Web page 

British Oceanographic Data 
Centre 

BODC bodc.ac.uk 

Biological and Chemical 
Oceanography Data Management 
Office 

BCO-DMO bco-dmo.org 
 

Dryad Digital Repository  datadryad.org 
Environmental Data Initiative Data 
Portal 

EDI Data 
Portal 

portal.edirepository.org/nis/home.jsp 

European Nucleotide Archive  ebi.ac.uk/ena 
GenBank  ncbi.nlm.nih.gov/genbank 
NOAA Environmental Research 
Division's Data Access Program 

ERDDAP coastwatch.pfeg.noaa.gov/erddap/ 

Ocean Biogeographic Information 
System 

 iobis.org 

Publishing Network for 
Geoscientific and Environmental 
Data 

PANGAEA pangaea.de 

 
 

Less discussed are the knowledge infrastructures related to data policy and culture. 
Data policies required for sharing or aggregation of data include decisions about 
what data is valuable, and how it should be shared, saved, curated, or maintained 
(Borgman 2015a). These data policies are initially made at the individual scientist 
level, but may be dictated by government, funding agencies, institutions, journal data 
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policies, or repositories. Such data policy is developed as a product of data culture, 
present at all levels. The development of a collective data policy in aquatic ecology 
may be challenging because of its interdisciplinary nature (Boyle 2013); researchers 
in different domains have different cultures around the collection, use, management, 
and sharing of data. It will require increased interdisciplinary collaboration within the 
community, for example exchange between biologists, engineers, and computer 
scientists. Knowledge infrastructures yet to be developed across the aquatic ecology 
community include an ontology, recognition of data and metadata diversity, 
structures for organising data, and defining the boundaries of data, which could be 
used to create policies, standards, and practises. 

Knowledge infrastructures are difficult to design and maintain, particularly because of 
a lack of awareness about scientists’ dependence on such infrastructure, and 
because maintenance involves invisible and undervalued work (Borgman 2015a). 
Furthermore, knowledge infrastructure development requires input and agreement by 
varied stakeholder groups, with failure likely if differences in theory, practice, and 
culture of data scholarship are not recognised. As such, creating infrastructure for 
research data sharing is a monumental task, and some suggest that it should be 
done at the research community level, rather than by non-profit organizations or 
universities (Nelson 2009). The development of a complex astronomical knowledge 
infrastructure involves long-term planning, regular coordination, and social, political 
and economic investment over decades and across continents (Borgman 2015a). 
Similar infrastructure has been developed for climate science, with the added 
incentive of the timeliness of data in this domain. The development of knowledge 
infrastructure to a similar degree in aquatic ecology is not a simple task, but 
individual researchers should consider the existing knowledge infrastructures and 
data culture within their research groups, institutions, and the broader aquatic 
ecology community, and be prepared to contribute to their development. 

Conclusion 
The six challenges and tools presented here highlight both practical and theoretical 
aspects of using Big Data in aquatic ecology, and include considerations for 
individual scientists and the wider community. We hope that these highlights provide 
some straightforward ideas to make interacting with Big Data more manageable, and 
to help readers reap the benefits offered by it. We also hope that they provide some 
topics for discussion between researchers and between research groups, not just on 
the culture necessary to foster the use of Big Data, but on collective initiatives and 
who should invest in them (Borgman 2015b). If we can overcome these challenges, 
aquatic ecology stands to benefit greatly from using Big Data, particularly in solving 
some of the largest environmental challenges facing our society. 
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