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Staley, Kevin J., Jaideep S. Bains, Audrey Yee, Jennifer Hellier, outputs of all neurons in the network are so similar that to a
and J. Mark Longacher. Statistical model relating CA3 burst prob-first approximation they can be considered identical (Traub and

ability to recovery from burst-induced depression at recurrent collgyjjeg 1991). Further, the network activit imnlifi
> . , y can be simplified to

eral synapsesl NeurophysioB6: 2736-2747, 2001. When neuronaTﬂ . - . . :

excitability is increased in area CA3 of the hippocampus in vitro, t o states: all neurons firing at high frequencies during the

pyramidal cells generate periodic bursts of action potentials that &Hér'St versus no or low-frequency firing between bursts (Cohen
synchronized across the network. We have previously provided e@i2d Miles 2000).

dence that synaptic depression at the excitatory recurrent collateralhe analysis of network bursts is further simplified because
synapses in the CA3 network terminates each population burst so tifdé mode of network operation does not depend on intact
the next burst cannot begin until these synapses have recovered. Thiggmitory conductances. Blockade of postsynaptic inhibition is

findings raise the possibility that burst timing can be described §he of the most robust ways to initiate burst activity in the CA3

terms of the probability of recovery of this population of synapses; ; :
Here we demonstrate that when neuronal excitability is changed in heetWOrk of the adult hippocampus (Traub and Miles 1991), and

CA3 network, the mean and variance of the interburst interval chan go_ntaneoys bur_sts occur in CA3 QUrlng_ the developmental
in a manner that is consistent with a timing mechanism comprisedR#0d during which the postsynaptic actions of GABA are
a pool of exponentially relaxing pacemakers. The relaxation tinfXcitatory (Leinekugel et al. 1997). In bursting networks stud-
constant of these pacemakers is the same as the time constant ded@bto date, bursts appear to be terminated by activity-depen-
ing the recovery from activity-dependent depression of recurrefient depression at recurrent excitatory synapses (reviewed in
collateral synapses. Recovery was estimated from the rate of spofeller 1999; O’Donovan and Rinzel 1997) rather than postsyn-
neous transmitter release versus time elapsed since the last CA3 bajstic feedback inhibition or calcium-activated potassium con-
Pharmacological and long-term alterations of synaptic strength agfctances (Robinson et al. 1993; Staley et al. 1998). Although

network excitability affected CA3 burst timing as predicted by thghe gissipation of inhibitory conductances can modulate the

cumulative binomial distribution if the burst pace-maker consists Ofiﬁterburst interval, the period between discharges is primarily

pool of recovering recurrent synapses. These findings indicate that%r%ermined by the time required for the synapses to recover

recovery of a pool of synapses from burst-induced depression i : , . )
sufficient explanation for burst timing in the in vitro CA3 neurona rom depression (as proposed by O'Donovan and Rinzel 1997

network. These findings also demonstrate how information regardirégl€y et al. 1998; modeled in Tabak et al. 2000; Tsodyks et al.
the nature of a pacemaker can be derived from the temporal patter@8£0). Thus burst timing should reflect synaptic recovery in the
synchronous network activity. This information could also be exetwork.
tracted from less accessible networks such as those generating intetn this paper, we consider whether the recovery of a network
ictal epileptiform discharges in vivo. of recurrent collateral synapses from burst-induced depression
(Selig et al. 1999) could be a sufficient explanation for the
timing of synchronous CA3 bursts. Periodic CA3 network
INTRODUCTION bursts are readily elicited in the CA3 hippocampal network
One goal of synaptic physiology is to understand the workvhen neuronal excitability is increased (Johnston and Brown
ing of neural networks in terms of the properties of the syrl-986; Traub and Wong 1982) due to the degree of positive
apses that connect the member neurons. However, the cderdback mediated by recurrent collateral glutamatergic syn-
plexity of real neural networks (Churchland and Sejnowskipses (King et al. 1999; Miles and Wong 1986; Traub and
1992; Hampson et al. 1999; Marder 1998) makes it difficult tdliles 1991). The next CA3 burst begins when synapses re-
determine how various synaptic properties (Bains et al. 199%yver sufficiently to generate spontaneous excitatory postsyn-
King et al. 1999; Malenka and Nicoll 1999; Markram et alaptic potentials (EPSPs) at a rate that triggers action potentials
1998; Martin et al. 2000) affect network ouput. One approadéh some neurons (Chamberlin et al. 1990; Traub and Dingle-
to the complexity problem is to analyze synaptic influences atine 1990). With each CA3 cell that reaches action potential
very simple modes of network behavior, such as the periodtbyeshold, the probability of recruiting subsequent CA3 cells
synchronous discharge of all neurons in the network. Thiscreases due to additional action potential-dependent gluta-
“bursting” mode of activity is amenable to analysis because theate release. It follows that the probability of recruiting addi-
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tional pyramidal cells must be at a minimum when the numbgrior to initiation of pe_riodiq_ disch_arges. Excitatory postsynaptic_
of pyramidal cells firing synchronous action potentials is at@rrents (EPSCs) were identified using a rectangular window (ampli-
minimum; thus the time dependence of this probability shoutgde X< QUratlon), with amplltudg set by eye to exclude basgllne noise.
determine the timing of the next burst. Recordings were performed with an Axoclamp 2B amplifier (Axon

i~ S : . Instruments, Foster City, CA) and digitized at 2-kHz using a PCI-
The probability of initiating and propagating the first syng 1™ ¢5 /16 (Computer Boards, Middleboro, MA) and software

chronous action potentials should be highest at strong SYffitten in visual basic 6.0. Drugs were obtained from Sigma (St.

apses, synapses whose postsynaptic neurons are close to ac§gil, Mo) and applied by bath.

potential threshold, and synapses with high release probabilisome of the experimental data in Figs. 4, 9, 10, and 11 have been

ties (Bains et al. 1999; Dobrunz and Stevens 1997; Markrampeéviously published in aggregate form (Bains et al. 1999; Staley et al.

al. 1998; Martin et al. 2000). If there akesuch synapses, then1998).

the “depression recovery” hypothesis predicts that a burst will

be initiated only when a sufficient number of thééeynapses Data analvsis

have recovered from the depression induced by the last buref Y

If K represents this sufficient number of synapses, then therhe cumulative probability of recovery from short-term depression

probability of a network discharge at any point in time shoulat an individual synapse() has been derived in a number of prep

be directly linked to the probability tha¢ of N synapses have arations by fitting the response to evoked transmitter release to an

recovered from synaptic depression. Because the time cougseonential function (Dittman et al. 2000; Markram et al. 1998;

of synaptic recovery can be measured (Dittman et al. 2008evens and Wesseling 1998)

Markram et al. 1998; Stevens and Wesseling 1998), compatri-

son of the time course of synaptic recovery to the mean and

variance of the burst interval permits estimations of bNth wherer is the time constant describing the recovery rate, tsisthe

andK. time since the onset of depression. The same expression has also been
In this paper, we derive expressions relathigndK to burst derived by considering that the rate of recovery is proportional to the

timing. It was not possible to test these expressions directly [gmaining number of empty release sites (Staley et al. 1998). Because

independent measurementsdandK. Instead, we tested thethe fat?_ of fig%\gry_ attﬁ?ICh tS):jnapse mﬁtl_y nC:t ge |dent|cialt(Stevens and

utility of these expressions by pharmacologically manipulating ©SS€''N9 , In IS study we estimateéd a population-average

the strength of recurrent synapses, measuring the conseqUgij/e"y rate from the rate of spontaneous EPSCs. HBoer can be

: . e : . : nsidered to be the probability that a synapse has recovered suffi-
changes in CA3 burst timing, fitting the interburst time interv iently, if the averag£ recover{, rate isﬁang synaptic recovery

distributions to the expressions fbrandK and determining proceeds as a Poisson process (Bethea et al. 1995: the cumulative
whether the changes N andK predicted by the expressionspoisson probability is also described By. 1). For Poisson recovery,
are consistent with the pharmacological effects on synaptie probability of recovery is constant during a given interval of time
function. so that as more time intervals elapse, the probability that a synapse has
recovered increases with time constant
The number of synapses that are capable of participating in burst
initiation is denoted by, and the number that must recover to initiate
Recordings a burst is denoted bi. We assumed that @l synapses are uniformly
depressed at the end of each burst, which seems reasonable given the
Hippocampal slices were prepared from adult rats as descriliigh probability of transmitter release during action potential bursts
previously (Staley et al. 1998). Recordings were performed in arti{iSelig et al. 1999). This uniform postburst depression implies that the
cial cerebrospinal fluid (ACSF) at 35°C. ACSF was saturated witturrent interburst interval is independent of prior intervals. If khe
95% O,5% CO, and included (in mM) 126 NacCl, 2.5 KCI, 26 synapses recover from depression as describeglbyl, then we can
NaHCG;, 2 CaCl, 2 MgCl,, 1.25 NaHPQ,, and 10 glucose. Whole greatly simplify the calculation of the probability of recoverylobf
cell pipette solutions contained (in mM) 123 cesium methylsulfonatl, synapses during the interburst interval by using the binomial dis-
2 MgCl,, 8 NaCl, 1 potassium ethylene glycol-bis(b-aminoethyribution to estimate the probability thitsynapses from a candidate
ether) N, N,N,N'-tetraacteic acid (EGTA), 4 potassium ATP, 0.300l of sizeN have recovered
sodium GTP, and 1 N-(2,6-dimethylphenylcarbamoylmethyl) trieth-
ylammonium bromide (QX314) (for current-clamp experiments, Cs B N! K Nk
was replaced by K and QX314 was omitted). Whole cell solutions PIN. K. p) = {7 (N— K)! (p)"(1 = py) )
were buffered with 16 mM KHCQand saturated with 95% 5%
CO,. Extracellular recordings were performed using ACSF-fille@he binomial distribution applies to binary (true/false) variables; we
whole cell pipettes placed in stratum pyramidale. Bursting in CA3 wase considering synapses to be in two states, either recovered suffi-
induced by either increasing theikto between 4.5 and 8.5 mM asciently to be capable of releasing transmitter during burst initiation, or
noted in the text, or by one-time tetanic stimulation (100 Hz for 1 sjot (Debanne et al. 1996).
of the recurrent collateral system using a bipolar electrode placed in sWe are interested in the probability th&tor more synapses have
pyramidale (Staley et al. 1998). When bursts were induced by tetarécovered. The cumulative binomial probability distribution gives the
stimulation, final ACSF ionic concentrations were as described Ipyobability that less thailk synapses have recovered. The survival
Stasheff et al. (1989): (in mM) 1.3 €4 0.9 Mg*, and 3.3 K. function, which is equal to one minus the cumulative binomial dis-
Long-term depression (LTD) of the recurrent synapses was indudeithution (Hastings and Peacock 1975), therefore gives the probability
by temporary partial block of théN-methyl-o-aspartate (NMDA) thatK or more of theN synapses have recovered. Thus the cumulative
receptor during spontaneous network discharges using 40000 probability of a burst in the interval (Q) is given by
pL-amino-5-phosphonovaleric acid (APV) (Bains et al. 1999). Evoked

p=1-¢€" @

METHODS

network discharges (Fig. A andB) were triggered after every third X=K-1
spontaneous discharge by electrical stimulation in the pyramidal cell Pascrarge= PN, =K, p) =1— > P(N, X, py) 3)
layer at an intensity that was sufficient to trigger a population spike x=1
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This is the probability thaK or more ofN synapses have recovered. A
The value ofp, increases with timeEq. 1), so the probability thak & ¥
of N synapses have recovered also changes with time (Fig. 1). = 0B
How unique are the solutions provided by particular valueKk of § ’ K10
andN? At any one point in time, for examP s after the last burst, g 06| N20
many different values ol andK might provide a reasonable burst 2 04
probability. However, to fit the experimental dakg. 3must be fit 3 0.2
to the burst probability using the same valued\o&AndK at every % '
time mter_val using the corre_spondlng valuemfcalculated from 0.0 10000 20000
Eq. 1. This severely constrains the acceptable valuesl @hd K Jeksryall e
because the rate at whidhg. 3 changes with time (which corre-
sponds to the variance of the burst interval) depends on the B
difference betweei andN (Fig. 2B), while the point at which the 5 1.0
probability becomes significant (which corresponds to the mean £ 08
burst interval) depends on the ratio iéfto N (Fig. 2A). Lg 06
Equation 3was fit to the cumulative probability plots of the &
interburst intervals using 50—100 time increments and least- 2 04
squares estimates of goodness of fit to the cumulative probability S 0.2
of the burst interval. The incomplete beta function was used to 5 0.0
calculate the cumulative binomial distribution (Press et al. 1997). 5000 110000 15000
Equation 1was fit to EPSC rates at postburst intervals before the iterval, s
probability of a subsequent discharge became significant (Hyp. 6 C 0
and the EPSC rate became unstable (FigB&nd C), using the :_: ’
least-squares methoBquation 1was also used to fit the length of Z 08 = 1000ms
bursts evoked at variable intervals after a spontaneous burst to § -
assay the degree of synaptic recovery (Staley et al. 1998), amethod &5
analogous to compound EPSC amplitude measurements in paired £ o4
pulse paradigms (Markram et al. 1998). This fit was only relevant &
5 0.2 + = 8000ms
1.0 7 0.0
Cumulative probability of 0 5090 10000 15000
recovery of 9 of 30 synapses inkaryal, me
05 (Equation 3: K =9, N = 30) FIG. 2. Behavior of the survival function. A time constarfit8os isused in
these exampleg\: the difference betweeN andK determines the slope of the
survival function. WhenN — K) is constant, variations dfl andK shift the
curve to the left or right without changing the sloji.the ratio ofK to N
0.0 - determines the position of the curve on the ordinate. WiNgK)(is constant,

./‘ p=et/s
0.0 ~ RESULTS

Probability distribution of interburst intervals

varyingN andK changes the slope but has minor effects on the position of the
rising portion curveC: changingr affects both the position of the survival

g 1.0 7 function on the ordinate and the shape of the survival functiamas fixed at

j: ’/'/./0/'/’,. 8 s in all fits of experimental data.

[=]

; 0.5 | Cumulative probability of when the stimulus was sufficiently large to preclude burst initiation
§ recovery of any one synapse: failure (Fig. ).

=

3

.0 7
We induced stable periodic population bursts in hippocam-
Cumulative probability of pal area CA3 in vitro by either long-term potentiation (LTP) of
057 recovery of 20 of 30 synapses recurrent collateral synapses (Bains et al. 1999) or by increas-
(Equation 3: K =20, N = 30) ing the concentration of extracellular potassiung jKabove
4.5 mM (Fig. 3,A and B; n = 145 slices). The intervals
0.0 @ l w . ' between bursts were normally distributed for all conditions
0 5 10 15 20 (Fig. 3,C andD) (Robinson et al. 1993). Increasing network
seconds since last discharge excitability by increasing K from 5.5 to 10.5 mM altered the

Fic. 1. Relationship between probability of recovery of 1 synapse vs. the

frequency of bursts by over 6 octaves, fren®.05 Hz in 5.5

+ : -
probability of recovery of a pool of synapsesliddle: the probability of mM K, _to 1 Hzin 10.5 mM K: (Flg. 43 A and B)' For each
recovery of one synapse based Ba. 1 Top and bottom the probability of Cchange in K, the corresponding burst intervals were normally
recovery of a fraction of a pool of 30 such synapses. Fortdpepanel,the  distributed about the mean (FigBj#and the variance of the
cumulative probability of recovery of 9 of 30 synapses is illustrated UBmg jntervals increased with the third power of the mean (F@) 4

3. The bottom panelillustrates the cumulative probability that 20 of 30
synapses have recovered. - - -, for a given probility of recovery at an individual

The nonlinear relationship between the variance and the

synapse, the probability that a fraction of a pool of such synapses has recovéR@an of the discharge interval (FigCyis not easy to reconcile

is strongly dependent on the size of the fraction.

with a single pacemaking mechanism whose probability
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A

(Fig. 6, A andB). Although the postburst spontaneous EPSC
o %T:mv rate should reflect a variety of processes such as diminishing
20 mV MWMW ec1my  facilitation (Dittman et al. 2000), the monoexponential increase
BC suggests that the EPSC rate is dominated by recovery from
depression. At short postdischarge intervals, the frequency of
EPSCs increased with a time constant of 8.3 (SD) s ( =
8 cells; Fig. B). The measured EPSC recovery rate is similar
to the rate of recovery in single-synapse studies of these
neurons (Stevens and Wesseling 1998) and is of the same order
of magnitude as the intervals between spontaneous bursts (e.g.,
seconds Fig. 4B). The EPSC rates at longer intervals from the last burst
discharge fluctuated widely, consistent with action-potential-
dependent transmitter release (Fig.Band C) as a conse-
guence of the positive feedback mediated by the recurrent
collateral synapses (Traub and Dingledine 1990; Traub and
0.04 Miles 1991). There was no correlation between the EPSC
0.00 - ‘ * recovery rate measured from a single cell recording and the
2000 2500 3000 3500 4000 4500 5000 5500 interburst interval in the slice from which the cell was re-
burst interval, ms corded, consistent with the idea that synaptic recovery does not
1.0 vary from slice to slice so that the variation in the measured
0.8 EPSC recovery rate represented sampling error (1 pyramidal
g'i cell of the thousands in the slice) rather than a systematic
0.2 difference in synaptic recovery rates between slices. We used
0.0 ' ' : a fixed recovery time constanf & s to fit the data in all

2000 8000 4000 5000 subsequent experiments.
burst interval, ms

ed o c

interval, sec

burst

T
0 500 1000 1500

0.12
0.08

probability ()

density

T [ S

cumulatve [J)

probability

FIc. 3. The intervals between CA3 population bursts are normally distrib- . . .
uted.A, left a whole cell recording from a pyramidal cell demonstrating théhorter time constant obtained by measuring evoked release

temporal pattern of spontaneous CA3 discharges in 8.5 njMRight paired . .
recordings from a pyramidal cell (IC) and the pyramidal cell layer (EC) The 8-s time constant for synaptic recovery assayed by
demonstrating that the CA3 network discharges are a synchronous, all-or-ngifeSC frequency is longer than the time constant of recovery
oorsvais e e oo et 3 v e sayed sing osmotcally and electically evoked uansmiter
normally distributed: a histogram of intervals binned at 100-ms intervals {glgase .(Stal.ey et al. 1993)' When bursts were evoked .at
well fit by the normal distribution (—)D: unbinned cumulative probability Various time intervals following a spontaneous burst, synaptic
plot of the data shown i€ and the cumulative normal distribution (—). ~ recovery as assayed by the evoked burst length was too rapid
to explain the interval between discharges: evoked burst length
changes with network excitability. Neither a Poisson nor was already maximal when the probability of a spontaneous
binomial distribution can describe the observed relationshijurst was still negligible (Fig. &). It has recently been dem-
between the mean and the variance of the burst intervalsstrated that during recovery from synaptic depression, large
(Bethea et al. 1995; cf. Reid and Clements 1999). Rather, tBtimuli can evoke transmitter release when small stimuli cannot
relationship supports the idea that a process such as recoStgvens and Wesseling 1998; Wu et al. 1999; modeled in
from synaptic depressioeq. 1) of a population of synapses isMateev and Wang 2000). Thus one explanation for the differ-
the primary determinant of the burst interval: because thk@ce in spontaneous versus evoked recovery may be the size of
probability of recovery of a single synapséq( 1) increases the depolarization and the number of cells that are synchro-
rapidly at short time intervals and more slowly at longer timgously depolarized by the electrical stimulus versus a sponta-
intervals (Fig. 3V, the survival functioniq. 3 has a very tight neous EPSP. If this was true, then it would be expected that
time distribution for short time intervals and a much broademaller external stimuli should be less effective at triggering
distribution at longer intervals for any givéMiandK (Fig. 5, bursts at short postburst time intervals. This effect is illustrated
B and C). In fact, the probability of recovery ok synapses in Fig. 7B: stimuli of two different amplitudes were delivered
from among a candidate pool of sikehas the same relation-through the same electrode using the same protocol as for the
ship between the variance and the mean as the experimental{geriment illustrated in Fig. & The large stimulus was
observed probability of a burst (FigB4/s. 5C; the data in Fig. sufficient to evoke the maximum-amplitude population spike
4B are fit by Eq. 3in Fig. 11A). before the induction of bursting. The smaller stimulus was
sufficient to evoke a just-detectable population spike. The
Estimating the time constant for recovery from synaptic durat|on_of the burst evol_<ed by either of these two stimuli, _
depression each dgllvgred at random mterv_als after a quntaneous_burst, is
plotted in Fig. B. The smaller stimuli resulted in more failures
To determine the time constant for recovery from depressiohburst initiation when delivered at short intervals following a
at individual synapses(q. 1), we measured the rate of sponspontaneous burst. The resulting sigmoidal, rather than expo-
taneous transmitter release (Liu and Tsien 1995; Otis et méntial, relationship between evoked burst length and the in-
1996; Stevens and Wesseling 1998). The frequency of spaerval since the last burst resembled the cumulative probability
taneous EPSCs was measured as a function of time after a bdistribution of spontaneous burst initiation (Fig A’7andB; see

J Neurophysiof vOL 86 « DECEMBER 2001 WWW.jn.org



2740 STALEY, BAINS, YEE, HELLIER, AND LONGACHER

A 1-e”

1.0

also Figs. ® and 48), as well as the probability of evoking a
burst when a single neuron is stimulated (Miles and Wong

1983). Thus the rate of recovery from depression varies as a o8

function of the stimulus used to measure it as demonstrated in .

other systems (Stevens and Wesseling 1998; Wu et al. 1999;

modeled in Mateev and Wang 2000). Because spontaneous %*

bursts are initiated by EPSPs (Chamberlin et al. 1990; Traub 02 slope

and Dingledine 1990), we used the 8-s time constant estab- ¢

lished by the experiments shown in Fig. 6 for our calculations. 0 1 2 imex > 4 5
Fitting interburst interval probability distributions to the B K=10 K=40 K=70 K=95

survival function

1.0

Once the time course of synaptic recovery is known (Fg). 6 § 08
andEq. 1), it should be possible to predict the probability of a <2 0.6
burst from the probability of recovery of the appropriate num- 2 04
ber of synapses (i.e., the probability tHatsynapses from a 3 o2

pool of N candidate synapses have recovekaql, 3. The best 0.0
test of this idea would be to experimentally determine the value 0 1 2 3 4 5
of K and N and then use these values to predict the burst

probability. In the absence of a means to deternkner N C
. - - . . K=10
directly, we tested the validity dtq. 3by fitting it to the burst 06
probability, thereby deriving the values KfandN. Although ‘g 05
there is no direct method to test whether these fitted values$ ¢4 K=40
correspond to the actual numbers of synapses involved in burstZ ¢ 5
initiation, we can test two predictions that follow from the idea g o2 K=70 keos
g 0.1 -
A 0.0
I 0 1 2 3 4 5
§ 40 1 45 time, 1
g 30 7 L —— - 6.0 E FIG. 5. The survival function has the same relationship between the mean
220 ,.,:a_:".a; H 75 5 and the variance as the CA3 burst interval distributiénplot of Eq. 1, the
= R S S 90 & cumulative probability of recovery from depression at a single synapse. The
7 P RLY —_— - L b - : .
5 10° oy S s - rate of recovery (time derivative &q. 1) is maximal for small time intervals.
F Sy o 10.5 N ! 1 ° ! !
5 0 Time is plotted as multiples of the time constanB: plot of survival function
£ \ T T \ T (= 1 — cumulative probability distributiorEq. 3 for a population oh = 100
0 1000 2000 3000 4000 5000 and the values oK noted in the figureC: the mean and variance of the
time, sec probability density of the survival function (derived by differentiation from the
B 06 cumulative probability distributions shown B) change in a manner similar to
’ Lk asmm the network discharge probability density (Fid3)4
4 o oo m
> 05 | £z K, 5.5 mM ..
£ 04 1 — 65 mM that CA3 bursts occur when a sufficient number of the pool of
2 it T K75 mM initiating synapses have recovered from depression. First, the
S 0.3 1 | - K',85mM . A . h
s | e osmm size of the initiating pool should be directly reflected in the
0.2 ) K105 mM probability of a CA3 discharge. Second, manipulations of
— Normalfis either neuronal excitability or synaptic strength should change
o N, the number of synapses at which transmitter release signif-

5 10 15 20 25 30 35 40
CA3 interburst interval, sec

icantly increases the probability of successful initiation of a
burst. Manipulations of either neuronal excitability or synaptic

C 2 strength should also produce a corresponding change time
15 number of synapses whose recovery is necessary to initiate a
g burst.
g 10 To test these predictions, synaptic strength was decreased up

T T T T 1

5 10 15 20 25

mean CA3 interburst interval, sec

to 50% using either low concentrations of the competitive
non-NMDA antagonist 6,7-dinitroquinoxaline-2,3(1H,4H)-di-
one (DNQX) (Andreason et al. 1989; Chamberlin et al. 1990)
(n = 7; Fig. 8,A andB), decreasing release probability with
baclofen (Scanziani et al. 1992; Swartzwelder et al. 1987 (

Fic. 4. The mean vs. variance of the interburst intendainterval between 8; Fig. 9,A andB), or by long-term depression (LTD) of the

CA3 network discharges vs.;K(—). The level of neuronal excitability alters recyrrent synapses (Bains et al. 1999; Cummings et al. 1996;
the interval. B: intervals from the experiment shown iB are normally : A ; ’
distributed for each level of K. —, fit normal distributionsC: variance of the Lisman et al. 1989.) r( = 4 Flg'.lo’ A and.B)' All three
discharge intervals shown BandC increase with the 3rd power of the meanmM€thods of decreasing the synaptic strength increased the mean

(—: variance= 0.007 X mear#?). and variance of the burst interval. These changes were well-fit
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by Eq. 3(— in Figs. 8,AandB; 9, AandB; and 10 AandB). A 10 1.0
The fit values olN andK are shown in Figs.®, 9C, and 1.

Baclofen and DNQX both decreased the average synaptie g L o8
strength and thus decreagedthe number of synapses capableﬁa 5
of participating in burst initiation. These agents had different , . los 2
effects onK, however. One way to interpret the differential§ ' 8 £
effect onK is in terms of the effects of baclofen and DNQX on g 04 04 g 2
inter-burst depression. Depression should be similar at the ergl ™ "2 8
of a burst for both agents due to the degree of facilitation o% 3 §
release during a burst (Selig et al. 1999). However, betweed 0.2 0.2 § 2
bursts baclofen decreases the probability of release (Debange
et al. 1996) and thus the degree of ongoing depression from 00 200'0
spontaneous EPSCs; thus the network may be more able to
respond to an initiating EPSP, which would be reflected i% 10 10
decreased values &f.

Neuronal excitability was altered by changing KFig. 11,
A andB; n = 7). Decreasing the network excitability produced . 0.8 1 0.8
a corresponding decrease in the size of the pool of synapses -
that were capable of initiating a burst and increased the fractign > 5
of the pool that needed to recover (Fig.B)1When network 5 °8 6= 3
excitability is increased, bursts are more likely to be initiated & e amal S é
shorter interburst intervals (Fig. 1A,andB) when the degree § g4 { ¢ ,us simulus no stimulus (spontaneous) 0.4 § 3
of synaptic recovery is less complete. This decreased recovety 5 §
should be reflected in the burst duration, as is the case f@r § §
evoked bursts (Fig. 7). Figure Clplots the duration of spon- § 021 02 ° @
taneous bursts versus the interval since the last burst for tBe
experiment in which K was varied. The burst duration-in & 00 ] £ 00

0 5 10 15 20 25
seconds since last burst

cumulative probability of a spontaneous burst. The degree of synaptic recovery
l was assayed by the length of a burst evoked at various time intervals after a
spontaneous burse), and fit toEq. 1(—; 7 = 1.2 s). The synaptic recovery
assayed in this way was essentially complete when the probability of a
0% oo spontaneous CA3 bursb) was still minimal.B: the time course of synaptic
o) o . " A
) recovery approaches the cumulative probability of spontaneous burst intervals
o) QO as the stimulus strength is decreased. Synaptic recovery was assayed by the
T 9 duration of evoked bursts as . @, duration of bursts evoked at random
210 1 i intervals following the last burst by a large stimulus. Line fit to large stimulus
é data usingeq. 1, 7 = 500 ms.©, duration of bursts evoked at random intervals
o following the last burst by a smaller stimulus: , SEs. The SE for the smaller
: stimulus is maximal on the rising portion of the curve due to the mixture of
20 - L burst initiation failures and successes. Small stimulus burst lengths were fit
using a polynomial, because neittieg. 1nor 3 was appropriate to fit evoked
burst lengths with failureso, cumulative probability of intervals between
spontaneous bursts. -Eq. 3fit to the interval data witik = 10,n = 11. (The
0 5 10 15 20 0 5 10 15 20 stimulation protocol cannot be accurately extended to intervals that overlap
seconds since last discharge seconds since last discharge with the spontaneous burst interval because under such conditions a second

. . » spontaneous burst may occur in the interval between the initial burst and the
FIG. 6. Synaptic recovery assayed by spontaneous synaptic achvian evpked burst, resulting in additional synaptic depression.)

example of excitatory postsynaptic currents (EPSCs) recorded between ne
work discharges at a holding potential-e60 mV after induction of discharges . . .
by a single tetanization. Clusters of EPSCs occur near the start of a netwéheases with a time constant of 6 s, close to the rate of synaptic
discharge (Traub and Dingledine 1990). Afterhyperpolarizations were antgecovery measured from the EPSC rates (FR) &here is no

onized by 20uM norepinephrine in these experiments (Staley et al. 1998), al ; ; ;
GABA , receptors were blocked with 1Q€M picrotoxin. B: the frequency of ’F%Iatlonshlp between spontaneous burst length and interburst

EPSCs is plotted vs. the time elapsed since the end of the last dischargel0terval for any given K (Fig. 11C, inset3. This indicates that

a fit of Eq. 1to the initial 12 s of data withr = 6 s. The EPSC frequency recovery from depression is the timing mechanism for burst
behcorr]nes unpredictr?ble at intervals closer to thg gverage dischgr?e intefiyflervals: if burst duration were determined by the degree of
which was 20 s in this experiment. EPSCs recorded at a potentiab0fmV . : . :

after induction of CA3 discharges using a tetanic stimulationthe charge syna_\ptl_c re_cover)_/, bUt '_an mdePenqent tlmmg_ mechanism (SUCh
transfer (area) of the EPSCs plottedBrshows a greater increase with time@s dissipation of inhibition) determined burst intervals, then for

than the EPSC frequency, consistent with action potential-dependent ampffily given experimental condition the burst duration versus

cation [the increase in EPSC amplitude is not due to postburst changeqd'@ervm pIOtS (Fig 1C inset$ would show the same relation-
dendritic space clamp (Staley and Mody 1992) because input resistance [ ) '

turned to within 95% of preburst baseline witl8 s after a burst) = 3 cells ship between burst interval and duration as do the indepen-
(Robinson and Deadwyler 1981; Staley et al. 1998)]. dently timed evoked bursts in Fig. A andB.

A
I "“} AL | RV W/ Fic. 7. Synaptic recovery assayed by evoked network dischafgesm-
! | | parison of the recovery rate assayed by evoked CA3 burst length vs. the
; 10 sec !
U | | h

100 pA

B

EPSC frequency, Hz
EPSC charge transfer / sec, pA O
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DISCUSSION

>

. . 1.0
We conclude that a under a variety of experimental conc ,
tions, the temporal pattern of CA3 network output can b3 %8| baclofen 1 M baclofen 2 uM
accurately fit using a pool of exponentially relaxing pacemal § os
ers. The time constant describing the relaxation of these pa ;
. . o £ 04
makers is the same as the time constant describing the recov g
of recurrent collateral synapses from activity-induced depre g 02
sion. Long and short-term determinants of synaptic streng @ g, |

and the level of network excitability affect the distribution of 0 5 ) 10 15
discharge interval, sec

CA3 interburst intervals as predicted if these manipulatior
affected the total number of synapses in the pacemaking pB
(i.e., N, the synapses capable of participating in burst initie
tion), and the number of synapses in the pacemaking pool g
must recover before another spontaneous burst is poskiple (&

2
%
Physiological significance of the fit parameters 3
&
In the experiment illustrated in FigB7 the calculated num- g
ber of synapses capable of initiating a burst discharge is 11. discharge interval, sec
these 11 synapses could be selectively blocked, bursts mi
continue, but at a somewhat lower frequency. This is becat ~ 260 80
N can only be determined for a specific experimental conditic
and does not reflect the number of intact recurrent collatel 60
z 140 *
40
A 1.0 %
£ o8 20 20
9 Control DNQX 0.2uM DNQX 0.4 uM 0 1 2
| 06 baclofen, uM
; 0.4 FIc. 9. The probability of network output is changed by decreasing the
B ’ probability of transmitter release with baclofef.the cumulative burst inter-
g 02 val probability is plotted for control conditions (8.5 mMZK during bath
3 application of 1uM baclofen and during application of 2V baclofen.B: the
0.0 2 4 6 8 10 corresponding probability densities for the data showA.ir— in A andB are
discharge interval, sec best fits of_Eq. 3to the dataC: the fit values ofK andN vs. the baclofen
concentration.
B . . . . . .
5 0.12 connections in the slice except perhaps as a limit at maximal
G DNQX 0.2uM DNQX 0.4 uM excitability (Fig. 11,B andC). Further N may not represent the
g 0.08 | very strongest synapses or those with the highest probability of
S release: ongoing transmitter release during the interburst inter-
g 0.04 val (Fig. 68) re-depresses the synapses that release transmitter
a po— W, A too far in advance of burst initiation. These synapses could be
"2 4 6 8 10 stronger or have a higher probability of release than the
C discharge Interval, sec synapses that actually participate in burst initiation.
200 - 80 K, the number of synapses that need to recover to initiate a
burst, also changes with experimental conditions. Immediately
| 60 after a burst, synapses are depressed and excitability is corre-
tei « spondingly low, soK is large. For example in Fig.B most
% ) smaller stimuli failed to initiate bursts for the first second after
40 a spontaneous burst. This indicates that during the first second
> after a burst time intervaK was larger than the number of
100 oo e e 20 synapses activated by the smaller stimulus. As synapses re-
' DNQX, uM ' cover and excitability increases, the number of synapses that

. ) are needed to initiate a burst decreases, so the smaller stimulus
FIG. 8. The probability of network output is changed when synapti .. S T .
strength is decreased by low concentrations of an AMPA antagonist. Syna;ﬁﬁcame sufficient to ”:"t'ate a burs_t' Itis mpo_rtant to note in
strength was altered by decreasing the postsynaptic receptor availability we{ms of the assumptions underlying the derivatiorEqf 3
6,7-dinitroquinoxaline-2,3(1H,4H)-dione (DNQXA: the cumulative burst that this decrease i is complete by the time a spontaneous
i”teg_"a'tPVOb?gi'gZ’\iASg"\?gid foé 80“_”0' CO"Iqi“?”S (i-g z&’%\%ﬂng btﬁth burst is likely (in Fig. 7, the postburst time interval at which
application or 0. an uring application or 0. . b the . F H . . .o
corresponding probability densities for the data showA.ir— in A andB are small stimuli trigger bursts as efﬂCIent.ly as Iarg.e stimuli IS.
best fits ofEq. 3to the dataC: the fit values ofk and N vs. the DNQX shorter than the shortest spontaneous interburst interval). This
concentration. result is not an artifact of the choice of stimulus sizes because
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Miles and Wong obtained similar results with single-cell stim- A
ulation (Miles and Wong 1983).
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. - . o
The tendency oK to change in the same direction Bs 2
(Figs. 8—11 and 1&) may seem counterintuitive. As network 2
=1

1.0 9
0.8 4
0.6
0.4
excitability increases, more synapses are capable of initiating@as 0.2 ;
10*

bability

prol

burst, soN increases; it seems that with increasing excitability 0.0 7
there should be a corresponding decrease in the number of 10° discharge interval, ms
synapses needed to initiate a buis).(The fraction of syn-

apses in the initiating pool that need to recover does indeeB 1047 N

decrease with increasing excitability (Fig.B)2However, the

absolute number of synapses required increases due to thé 10°- K
increase in the size of the initiating network of synapses. = .

There are many potential biological correlateshoandK. 10 , ‘ o
For instance, the decay of inhibitory conductances is a candi- " _ . )
date determinant of burst probability (Traub and Miles 1991). 10 discharge interval, ms 10
Because blocking these conductances does not alter burst pro@- i5

ability significantly, we favor the idea that synaptic depression
terminates bursts and recovery from depression limits the probg
ability of burst initiation (Staley et al. 1998). The large impact § 125 -
of small alterations of synaptic strength on the burst probability§
(Figs. 8-10) (Bains et al. 1999) supports the idea that recovery 4,
from synaptic depression is an important determinant of theg
probability of network discharge (modeled in Tabak et al.

disch

2000; Tsodyks et al. 2000). For instance, if a pacemaker® 7°
60

A 50 + 1300 1500 20000 40000

1.0 interval interval
:‘E'l T T T T T
s 08 0 5000 10000 15000 20000 25000
8 06 discharge interval, ms
; 0.4 Fic. 11. Effect of network excitability on burst probabilit: Eq. 3(—) fit
s to the network output intervals plotted in Fig. 4,andB. B: the values oiN
'=E-‘ 0.2 andK for the fits shown inrA. The pool size I{) varies from a few dozen to
3 several thousand, and the number required to recddjevdries from>90 to

00 10 20 30 40 <20% ofN. C: the rate of synaptic recovery can be estir_nated from the duration

discharge interval, sec of the spontaneous bursts (plottedA)vs. the interburst intervalnsets there
is no relationship between the interburst interval and the spontaneous burst

B length for any single level of excitability. The highest (10.5 m\)Kand

lowest (4.5 mM K) network excitabilities are shown.

current was the sole determinant of burst timing, altering
synaptic strength should have a more significant effect on burst
duration (as in Fig. 7) (see also Staley et al. 1998) rather than
the interval between bursts (Fig. @Qlinset$.
How EPSP amplitude, resting membrane potential (RMP),
and action potential threshold influeniseand K is unknown.
C Understanding the number of coincident EPSPs that are nec-
44 essary to trigger an action potential would clarify burst initia-
& tion, but this will require a more detailed knowledge of den-
dritic EPSP algebra (Magee et al. 1998). Such information
would help elucidate how postsynaptic inhibition by increasing

probability density

40
:— the number of EPSPs required to initiate an action potential
. 0 (Miles et al. 1996) modulates the probability of synchronous
* network activity.
36
control LTD

Fie. 10. The probability of network output is changed by long-term de-imitations

pression (LTD), the strength of the recurrent collateral synapses. LTD was . . L .
induced by application of 4QuM of the competitiveN-methyl-o-aspartate The binomial analysis is based on the related assumptions

(NMDA) antagonistp,L-APV during spontaneous CA3 bursting that had beethat the outcome of any one trial does not depend on the others,
induced by tetanization (Bains et al. 1999; Cummings et al. 1996; Lism@qat the probability of succesg,) is the same for alN trials
1989).A: the cumulative burst interval probability is plotted before and afte : : : :

LTD. B: the corresponding probability densities for the data showh ir- in éﬂtrjstﬂ;)?(t)ggbtlr:sio?rgafﬁ E%:eali'nl-:leilnserr:terge(éoazgzﬁﬁgdmtj%tg;

A andB are best fits 0Eq. 3to the dataC: the fit values oK andN before ) : g |
and after LTD. of active neurons in one time interval affects the number of
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>
@

recovery from synaptic depression at a single synapse, as an

1 . explanation for burst timing. Although clearly affectsEgs.

1-3 (Fig. 2C), 7 was fixed & 8 s for two reasons. First, we
o wished to limit the number of free variables in the fits. Second,
the manipulations shown in Figs. 9—-11 affect burst interval but
do not affectr (e.g., Fig. ® of Staley et al. 1998). However,
other experimental manipulations, such as alterations of cal-
cium homeostasis in the synaptic terminal, might affect
(Dittman et al. 2000; Stevens and Wesseling 1999).

The information provided by this model, the burst probabil-
ity as a function of time, is much more limited than information
provided by models that describe the activity of every cell in
) ) ) o the network (Traub and Miles 1991) or the spatial distribution

FiG. 12. Relationship between the size of the initiating pool of synapses natywork activity (Butts et al. 1999). The limited predictions
(N), the number of synapses required to recover to initiate a network outpL? - S
(K), and the probability of network outpu: the range of values df andk O this mOdellaHOW the number of free par"’_‘meters to be limited
computed for the experiments shown in Figs. 8—11: DNQX kaclofen ¢), {0 the experimentally determined synaptic recovery rate and
LTD (#), and K (e). The average ratio df to N was 0.55*= 0.19.B: the the fit parameterd\ and K. More detailed network models

fraction of the pool required to recover to initiate a butiN) increases as the gpoy|d provide additional insights into relationship of network
probability of network output decreases (increased interval between netw:

outputs, corresponding to decreased network excitability). Pooled data frg):éhawor and the degree of synap'glc depressmn and recovery as
the experiments shown in Figs. 8—11; symbols a&.in-fit by Eq. 1with =  Well as the most accurate physiological correlates of these
8s. parameters.

active neurons in the next, trial-to-trial independence impli%s Definitive proof of the depression recovery model of burst

10007

ve

2
« 100¢ %:'%F

3

0

1071

fractional recovery ( K /N )

g

T T T

T T

T 0 T T T
10 100 1000 10000 0 5 10 15 20 25
N discharge interval, sec

that in this modeN does not represent the number of spont ming requires measurement and manipulatioNaindK 1o
neously active neurons (Butts et al. 1999). The assumption t

p, is identical for all trials is strictly true only as a populatio
average because the rate of recovery of individual synap
may vary (Stevens and Wesseling 1998). The assumption t
all trials are identical implies that any combinationtofor N
synapses can initiate bursts. However, there may be circuit
which some synapses are more important than others, wh
would violate this assumption.

This analysis assumes that variation in burst timing is
consequence of variation in the recovery probability Kof
synapses; the variation in the time required for the recovered
synapses to initiate a burst is neglected. If the time betwegdmparison to “recovering pacemaker current” model
recovery and burst initiation is substantial, it would lead to an
inaccurate estimate ok (e.g., Fig. ). The frequency of = Pacemaker currents such lshave been proposed to -un
EPSCs (Fig. 6) and action potentials (Cohen and Miles 200@8rlie several oscillatory network behaviors (McCormick and
in the intervals between bursts suggests that adequate stirRape 1990). This model of burst timing could also be described
for burst initiation are continuously present. The similarity ity Eq. 3 if the pacemaker conductance was inactivated by the
the variance in CA3 burst initiation failures when a knowmembrane depolarization that occurred during the CA3 burst
population of synapses is activated (Miles and Wong 1988hd if the conductance recovered from inactivation with first-
(Fig. 7B) versus the variance of spontaneous intervals (e.grder kinetics during the interburst interval, théh could
Fig. 7,A andB) also suggests that synaptic recovery is the maiepresent the pool of pacemaking neurons, ldrabuld repre-
source of variation, but this needs to be studied systematicallgnt the subset that needed to have their pacemaking conduc-
For instance,Eq. 1 could be modified to a more generatances reach a particular threshold of de-inactivation to trigger
expression of the probability of achieving sufficient interburst burst discharge.
synaptic strength, where synaptic strength is the product of theA disadvantage of the “recovery to noisy threshold” model
degree of depression, the baseline probability of release, awlten applied to pacemaking neurons is that the recovery of the
the postsynaptic effect. The last two terms can be combinedvésole cell pacemaker conductance should not be probabilistic
a term multiplyingEq. - A, X (1 —e ™). Then if synapses are because whole cell recovery is the average of the recovery of
substantially weakened either pre- or postsynaptically, fudlvery large number of stochastically recovering channel pro-
recovery ofp, would still leave the probability of achieving teins. Thus the trick of equating a recovery rate to a probability
full synaptic strength a1 (Fig. 1,middlé becauseéd, would (Eq. 1) is not as easy to support for neurons as it is for
be <1; under those conditions, much longer interburst intervalsdividual synapses, which are known to behave in a stochastic
can be accommodated, but at the cost of another fitted varialm@nner (Fatt and Katz 1952). A physiological disadvantage of
Verification would require dual recordings of synaptically conk, as a pacemaking conductance is thahas a net inhibitory
nected pyramidal cells to ascertaiy. effect in hippocampal pyramidal cells (Magee 1998) and thus

We have not considered variationsrirthe time constant for is not well suited to initiate CA3 bursts; further, CA3 bursts

e(,ﬁt whether the manipulations affect burst timingEg 3
redicts. This could be approached qualitatively by sectioning
g CAS3 network and comparing burst interval distribution to
G size of the remaining network (Miles et al. 1984). This
iIsSue might be studied quantitatively in autaptic cell cultures,
SV\{nere high degrees of synaptic positive feedback produce

charge patterns similar to CA3 bursts (Segal and Furshpan

0). In the autaptic preparation, the number and activity of
feedback synapses can be quantified (Prange and Murphy
99) and manipulated (Liu et al. 2000).
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1.0 synapse (McCormick 1999; Staley 1999), has a central role in
% 08 signaling the recovery from depression and driving network
g 6 output. Thus linking synaptic properties to network behavior is
8 not only important for understanding neural networks but also
2 o4 for understanding the significance of the synaptic properties.
g 0.2 Many neuronal oscillators use membrane conductances for
3 o positive and negative feedback. In the bursting CA3 network,
0.0 10 20 30 40 positive and negative feedback is provided by depressing re-
discharge interval, sec current collateral synapses. Thus a network of depressing pos-

Fi6. 13. The interburst interval distribution can be fit with a model emitiVe feec,jbaCk synapses can comprise a distributed synaptic
ploying relaxation of a first-order proces&d(. 1) to a noisy threshold. If the clock (O’Donovan and Rinzel 1997; Tabak et al. 2000; Tso-
threshold’s probability is normally distributed, the interburst intervals can l@yks et al. 2000). Such an oscillator contains no pacemaker

described byEq. 3with the cumulative normal distribution used instead of the.g||s but rather pacemaker synapses that can be tuned by
cumulative binomial distribution. The LTD data shown in Fig. 9 are fitted her;

by least squares with a relaxation time constant of 8 s. In control conditior@’,ng'term alteration_s in synaptic Strengt,h (Bains et al. 1999;
the threshold= 0.85+ 0.052, and after LTD, the threshold was 0.95®.03 King et al. ]_-999) (Flg-. 10) and.synaptlc Input (FIQ3)7

(means* standard deviaton). One prediction of this analysis is that the smallest increment
in burst probability is effected by the gain or loss of a single

Eg%%e)ed normally aftet,, is blocked (Xiong and Stringer initiating synapse. Adl approacheK (Figs. 8—-10), this should

Instead of a pacemaking conductance, the rate-limiting @9 .reflected in quantizgd values of the (_)bserved m_eans_and
! riances of the burst interval as synaptic strength is varied.

covery process that sets the CA3 interburst interval might E@ | hen burst bability is already | furth
the de-inactivation of a voltage-dependent depolarizing me o examplé, when burst probabiiity IS afready low, Turther
all decreases in synaptic strength produce a complete ces-

brane conductance to a particular threshold value. Examptes: f bursting instead of tional d in the burst
might be dendritic conductances that amplify EPSPs, such lon oT bursting instead ol a proportional decrease in the burs
Fhequency (Bains et al. 1999).

the dendritic sodium conductance or low-threshold calciu The distributi fthe int s bet the bursts of

conductance (Magee et al. 1998). If the threshold to which the '€ dIStribution ot the ntérvals between the bursts or a
conductance needed to recover varied from burst to burst, tgjiodically discharging neural network provides information
the binomial distribution used iEqgs. 2and 3 might be re. about the level of network excitability and the number of

placed by a normal distribution that describes the average Vai[]gia'ting pqsitive feedback Synapses. This method can b.e
and standard deviation of this probabilistic threshold. Argadlly applied to less accessible networks. For example, this

— alysis would allow an estimation of the amount of positive
zhr?g}lgyl?hlr:égs'h%)?d t:éor ?ﬁg\{ﬁ;yé);tg membrane conductance}%’%dbaek in an epileptic focus (Lytton et al. 1998; Prince 1999)

A physiological disadvantage of the recovery to nois%ased on the temporal distribution of electroencepholographic

threshold model is that there are no known pacemaking erictal discharges, which might help predict the risk of

voltage-dependent depolarizing conductances that have anSRontaneous seizures.
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