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Abstract: Nowadays users express their opinions on different 

websites like e-commerce and special review websites. Analyzing 

customers' opinions and their responses is important for decision 

making. So the researchers worked on analyzing these reviews 

automatically using a classical machine learning approach like 

Support Vector Machine (SVM) and various modern deep neural 

networks. For these networks, words are represented by using 

vectors called word embeddings. The required word embeddings 

are taken from pre-trained Word2Vec or learned from a corpus of 

the given main task. But, each method has its demerits. In the case 

of pre-trained word embeddings, embeddings are learned from 

large general corpus so these embeddings are not task specific. 

While in the case of learning words from the corpus of the main 

task, it does not reflect the true semantics. To deal with these 

problems, we have proposed an embedding developer model. This 

model develops task specific word embedding which also reflects 

true semantics. Task specific word embeddings are generated 

from the given corpus using the embedding layer in Keras. It 

builds the embeddings by considering relationships between 

words in the window. While true semantics are taken from 

Word2Vec embeddings. The proposed model combines these two 

embeddings to generate true semantics and task specific word 

embeddings. Result analysis shows that the proposed system 

works better on many benchmark datasets. 

 
Keywords : Deep Learning, Embedding, Pre-trained Model, 

Sentiment Analysis   

I. INTRODUCTION 

In this digital era, a huge amount of information is 

available on the internet. This information needs to be 

analyzed for decision making. Natural language processing 

works on this information, to uncover useful hidden 

information. In this direction, Sentiment Analysis (SA), a 

subpart of natural language processing, works on analyzing 

the information for identifying the sentiment of the writer. It 

identifies whether the given piece of text carries positive, 

negative, or neutral sentiments. Identifying sentiments of 

given text manually is a difficult and time-consuming task. 

So, researchers identified different ways to identify the 

sentiment by using Bay’s classifier [1], Support Vector 

Machine [2][3], the dictionary [4][5], and deep neural 

networks [6][7][8][9][10]. 

Deep neural networks provide accurate results than the 

other classical models [7][8][9]. These models take word 
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embeddings [11] as input. Word embeddings represent words 

in semantic space. Many pre-trained models like Word2Vec 

provides word embedding. But these pre-trained models are 

trained on huge data. Such embeddings are not task-specific. 

Another way is to learn embeddings from the training data 

itself [29]. But most of the time available data is small and 

may not learn the embedding well. In this paper, we have 

developed two different word embeddings for each word 

using pre-trained and locally trained word embeddings for 

sentiment analysis. Result analysis shows that modified 

embedding provides accurate results compared to the 

pre-trained and locally learned embeddings independently. 

The rest of the paper is organized as follows: In section II, 

we elaborated on the background of word embeddings and 

sentiment analysis models. In section III, we describe the 

motivational cases while in section IV we introduce a 

mathematical model. Section V defines the architecture of the 

system. In section VI, we discuss the implementation details 

with result analysis while in section VII we conclude the 

paper with future scope. 

II.  BACKGROUND 

In this section, we describe the different methods used for 

building word embeddings to represent words and models 

used for identifying sentiment analysis using these word 

embeddings. 

In natural language processing, sentiment analysis was 

identified by using a sentiment dictionary [4][12]. If 

sentiment words are present in the text then by using different 

natural language rules, sentiments of text were identified. 

These methods required handcrafted and language rules. To 

remove this problem, researchers introduced machine 

learning models. These models were: probability based Bay’s 

Classifier [1][3], Entropy based classifier [1], and Support 

Vector Machine [13]. While working with these models, there 

was a need for a co-occurrence matrix and mapping of a word 

to a vector. The simplest way to form a vector for a word is by 

using ‘one-hot encoding’. In this method, the size of the word 

vector is equal to the size of the vocabulary. All the vector 

positions are zero, except the word index in vocabulary is set 

to one. But these word vectors are bulky and sparse. It also 

does not represent any semantic meaning through this 

representation. So the researchers [14] used a co-occurrence 

matrix of words along with Pointwise Mutual Information 

(PMI) and single value decomposition to get comparatively 

small-sized, real-valued vector to represent the word. Other 

researchers [11] also came with two models namely 

continuous bag-of-words and skip-gram.  
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The continuous bag-of-words model predicts the next 

word for the given series of words while the skip gram model 

predicts surrounding words for given single context words. 

These models provided semantic oriented word embeddings 

by considering the context of the word. The Skip-gram model 

was trained on a large corpus of Wiki to provide word 

embedding. These pre-trained word embeddings are used by 

different deep learning models comprising of convolutional 

neural network [8], recurrent neural network [10], gated 

recurrent network [7], long short term memory networks [8] 

and their variations to the basic models. These models 

provided better results than classical machine learning 

approaches. 

Since these word embeddings are generated over large 

general corpus, these embeddings are not task-specific. So 

many researchers [15] worked on modifying embeddings 

generated from the pre-trained model. Duyu [16] worked on 

developing sentiment oriented word embeddings for 

sentiment analysis. Also, researchers [17] have developed the 

word embeddings for words in different domains. There are 

some cases where the same word in different domains indicate 

opposite sentiment. In such cases, the developed domain 

knowledge aware word embeddings work better. 

III. MOTIVATIONAL CASES 

In this section, we consider two motivational cases: first 

is with Word2Vec, and the second is with local word 

embeddings learned from training data itself.  

Word2Vec is effective execution of Continuous 

bag-words-vector and skip-gram model which provides dense 

and lower dimensional vectors called word embeddings. 

These word embeddings are learned from a huge corpus. Thus 

these word embeddings represent a word in semantic space. 

But these word embeddings are not task specific. As stated in 

the paper [15], in the case of sentiment analysis, the word 

embeddings for good and bad should be away from each 

other. But word embeddings for these words are close to each 

other. These embeddings need to be refined for a specific task 

like sentiment analysis. 

Another way to generate the embeddings is to learn the 

embedding by considering the given corpus itself. But most of 

the time training data is less and embeddings do not carry true 

semantics between the words. For example, if in a movie 

review, the word ‘good’ occurs with ‘movie’ frequently then it 

will learn the embeddings and will indicate the word 

embeddings for ‘good’ and ‘movie’ close to each other. So if 

in review, we are getting the word ‘movie’ then it will mislead 

to positive. Such embeddings need to be refined. 

In the first case, we need to consider the training data 

itself for building word embeddings so we get local context. 

In the local context, it is less likely that ‘good’ and ‘bad’ will 

occur in the same context or statement. So embeddings 

learned for ‘good’ and ‘bad’ will be away from each other. 

While in the second case we need to consider global context 

so ‘movie’ and ‘good’ should not be close to each other, 

unlike local context. Thus in the proposed system, we have 

used both these embeddings for identifying the sentiment. 

IV. MATHEMATICAL MODELING 

With the above motivational cases, in this section, we 

describe the mathematical model for building the new word 

embeddings and deep neural network. 

Let ELocal be the local word embedding learned from the 

given text corpus. Let k be the number of context words (W) 

considered from the given text for generating the local 

embeddings. ELocal is learned by the following equation 

 

                                (1) 

 

EGlobal is the word embeddings learned from large global 

corpus provided by the Word2Vec. Then the new word 

embeddings ENew are identified by concatenating these 

embeddings as follows: 

 

                                    (2) 

 

Output Ooutput for sentiment model can be given by, 

 

                              (3) 

 

Since we are working with a binary sentiment 

classification problem, we have used the sigmoid activation 

function (σ) in the last layer of Deep Neural Networks. It 

takes transpose of weight matrix (M) for enabling matrix 

multiplication with the embedding matrix of the input text 

( ) generate from ENew . In the equation, b is bias. The M 

and b are the learning parameters. These parameters will be 

learned by Deep Neural Network using an optimization 

algorithm.   

V. ARCHITECTURE 

In this section, we describe the model used for generating 

the modified word embeddings. Fig. 1 shows the architecture 

of the system. 

 
 

Fig. 1 Embedding Developer Model 
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The system takes a text corpus for sentiment analysis. 

After lemmatization, removing punctuation, and spell check; 

vocabulary for a given corpus is created. For each word in the 

vocabulary, the corresponding word embedding from 

Word2Vec is identified. Collection of all these word 

embeddings forms embeddings weight matrix. These 

embeddings are called ‘Global Word Embeddings’. The same 

vocabulary words are used by Embedding Layer for building 

local word embeddings. Embedding Layer learns the word 

embeddings for the words from the given corpus only. It 

generates an embedding matrix. These embeddings are called 

‘Local Word Embeddings’. Now for each word, there is local 

as well as global word embedding. These word embeddings 

are combined to form new word embeddings. Such word 

embeddings are taken as first layer weight by the deep neural 

network. This deep neural network identifies sentiments. 

VI. IMPLEMENTATION AND RESULT ANALYSIS 

In this section, we discuss the implementation details and 

effectiveness of newly introduced word embeddings with 

different models of sentiment analysis. While 

implementation, we have used following algorithm for 

developing new embeddings. 
 

Algorithm: New Embedding Builder 

Input: Corpus, Word2Vec 

Output: New Embeddings  

Steps: 

1. Split text with whitespace to identify word 

2. foreach word in corpus do: 

    if word is NOT alphabets then remove word 

    if word is stop word then remove word 

    if word is NOT base word then convert to base word 

    if word is punctuation then remove word 

    if length(word) <=1 then remove word 

    word <- stemming(word)  

    vocabulary <- add(word)  

3. Assign integer number to each word from vocabulary 

4. Convert corpus to sequence of integer 

5. model <- load pretrained Word2Vec model 

6. global_ embedding <- model(word) 

7. local_ embedding <- Embedding Layer    

(largest_assigned_integer, embedding_dimension, 

max_length)      

8. new_embeddings <- concatenate (global_ embedding, 

local_embedding)   
 

The first step in the proposed system is preprocessing the 

given corpus. We have generated the tokens and removed 

stop words from the corpus. A list of stop words is taken from 

the NLTK library. We have used potter stemming for 

stemming the words. Besides this, we also checked whether 

the available tokens contain only alphabets or not. If not, we 

have removed those token.  

For implementing the proposed model, we have used 

Keras with Tensorflow 1.X as backend. To generate local 

embeddings from the given text, the whole corpus needs to be 

converted in the sequence of numbers. For this, we have used 

the Tokenizer class. The method fit_on_text provides the 

unique mapping between the word and integer. With this 

mapping, the method text_to_sequence converts the corpus 

into a sequence of the integer.  In Keras, the embedding layer 

learns local word embeddings. This is the first layer of the 

model. It takes a sequence of integers generated previously 

which represent the given text. The layer considers these 

integer numbers in windows and learns the relationship 

between the word of the same window. After training the 

network over the given corpus, we get weight for the 

embedding layer. These embeddings are generated by the 

automatic differentiation engine of Tensorflow. In this 

embedding weight matrix, row number corresponds to the 

integer assigned to the word. So internally, each row 

represents a word embedding for word. Thus we get local 

embedding for each word.  For generating these local 

embeddings, we have to provide vocabulary size and word 

embedding size. The size of the word embedding is a 

hyperparameter. While to get global embeddings, we have 

used Google Word2Vec pre-trained model. Gensim library 

loads the Word2Vec model in the key vector format. To get 

word embedding for a specific word, we have to pass the word 

as an input to the loaded Word2Vec model. It provides 

embeddings for that word. After getting these local and global 

word embeddings, new embeddings are formed by combining 

these two embeddings together. All these three word 

embeddings are tested over the following dataset. 

IMDB [31]: IMDB is a famous movie review dataset for 

sentiment analysis. It consists of 25000 training and 25000 

testing reviews.  

Dataset Count Mean Std Min Max 

IMDB 50000 0.5 0.5 0 1 

Amazon Fine 

Food  

525814 4.27 1.31 1 5 

Electronic 

Gadgets 

5649 0.66 0.47 0 1 

Twitter 1599999 0.5 0.5 0 1 

Table 1 Statistical Measures of different datasets 

Amazon Fine Food Review [32]: It includes more than half a 

million food reviews. These reviews are star rated. Reviews 

with one and two stars are treated as negative while reviews 

with four and five are treated as positive reviews. 

Electronic Gadgets Reviews [33]: This dataset consists of 

reviews written by different users for various electronic 

gadgets like mobile, and laptop. The dataset includes 

subjective and objective reviews. For sentiment analysis only 

subjective reviews are important. So from the dataset, we 

have only considered subjective reviews.  

Twitter Dataset [20]: This dataset consists of more than 1.5 

million twits extracted from Twitter for sentiment analysis. 

Table 1 indicates the size of the dataset, mean, standard 

deviation, minimum, and maximum values for different 

datasets. It shows that IMDB and Twitter datasets are evenly 

distributed in sentiment classes while amazon fine food and 

electronic gadgets datasets slightly deviate.   

We have developed deep learning models for identifying 

sentiments of a given text. For comparing the results with 

different embeddings we have used accuracy metrics. It is a 

ratio of the number of correct predictions to the total number 

of predictions. So it indicates a fraction of correct predictions 

our model got right. Same models are used with Global, Local 

Embeddings, and New Embeddings.  
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To start with some random weights, we have used ‘Lecun 

Uniform Initializer’. It assures that the same random weights 

will be generated at each time. So, while using Global, Local, 

and New embeddings, we start from the same location on the 

error surface. Table 2 shows the accuracy of deep learning 

models with global, local, and new word embeddings on 

different datasets. We have used 2 epochs for each model. 

 

Dataset Global 

Embedding 

Local 

Embedding 

New 

Embedding 

IMDB 61.86 87.35 87.60 

Amazon 

Fine Food 

Review 

84.21 94.99 99.52 

Electronic 

gadgets 

Review  

64.40 64.40 64.40 

Twitter  65.79 70.94 73.61 

Table 2 Accuracy of Deep Learning Model with different 

Embeddings on various Benchmark Dataset 

From table 2, it is observed that local embedding 

provides a better result than Word2Vec. Using these local and 

global word embeddings together, the result even improves 

on various benchmark datasets.  

 
Fig. 2 Model Accuracy on IMDB Dataset with Global, Local and 

New embeddings 

Fig. 2 shows the accuracy of global, local, and new 

embeddings for the IMDB dataset. We have taken four 

epochs for the experiment. The graph clearly shows that the 

performance of local and new embedding is better than global 

embedding. While comparing local and new embedding, it is 

observed that new embedding converges quickly than local 

embedding. After some epochs, both lines are close to 

maximum accuracy. 

VII. CONCLUSION AND FUTURE SCOPE 

Natural language processing analyzes the text for taking 

different decisions. Sentiment Analysis also works in the 

same direction to identify the sentiment of a given text. Many 

models identified sentiments of text. These models work on 

word vector called word embeddings. These embeddings are 

obtained from the pre-trained model or developed from local 

training data. But both these methods have their problems. 

Pre-trained word embeddings are trained on large data but it is 

not task specific while local word embeddings learned from 

training data but may not reflect the true semantics. So we 

have created a new model that develops new word embedding 

by using pre-trained as well as local word embedding. Result 

analysis shows that with modified word embeddings we are 

getting better results. In summary, each word carries global 

and local meaning in the text. Local meaning completely 

depends on the context in which word is used while global 

meaning is drawn from the general corpus. In case of 

sentiment analysis, we have to consider both these global and 

local meanings. Consideration of both global and local 

contexts provides a better result than considering each 

individually.  

In this paper, we have worked on identifying new word 

embeddings from global and local word embedding. While 

generating local word embeddings, we have used a given 

domain specific corpus. For each domain, we have to learn 

these local embeddings. In the future, we can modify these 

local word embeddings with a different domain. Further, we 

can modify embeddings by assigning the learnable sentiment 

weight to each word to decide sentiment orientation of word.  
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