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ABSTRACT
The perception of food involves, not just taste, but all senses. We
describe several interactive and novel mixed reality systems de-
signed to enhance or change a dining experience by using computer
generated visual, audio, and tactile stimuli. We describe how ideas
from these playful designs can influence the perception of, and the
interaction with food, and can inform the design of studies into
human-food interaction.

Categories and Subject Descriptors
H.5.1. [Information Interfaces and Presentation (e.g. HCI)]:
Artificial, augmented, and virtual realities

Keywords
Mixed reality technology; Multimodal flavour perception; Techno-
logical Cuisine; Projection mapping

1. INTRODUCTION
Research has shown that all of the senses contribute to the per-

ception of flavour [2, 5, 30, 37]. A clear example of the influence of
other senses on the perception of flavour is the popular maxim ‘we
eat with our eyes first’ [6]. Indeed visual impressions of food drive
expectations of what the food will taste like, and can influence the
actual taste [6, 19, 39]. In addition, the sounds that are audible while
chewing can make a crisp seem either fresh or stale [17], and even
certain musical compositions can affect the perception of certain
tastes, such as sweetness or bitterness, in chocolate [26]. Not only
that, but the weight of a piece of cutlery [11] can affect how people
perceive the food consumed from such a utensil.

The notion that flavour is a multi-sensory percept has been ex-
ploited in modernist restaurants that typically aim to stimulate all the
diners’ senses [33], and has thus inspired creative and novel dishes
by famous chefs. For example, in the ’Sounds of the Sea’ dish,
served at The Fat Duck restaurant, a seafood dish is accompanied
by an MP3-player that plays ocean sounds, purportedly transporting
diners to the seaside [33]. This not only underlines the multi-sensory
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nature of flavour, but also indicates another opportunity: the use of
technology to influence food experiences.

The combination of food and technology can be interesting for
the introduction of stimuli that may be difficult to introduce in a
dining environment otherwise. Here, there are clear opportunities
for the use of mixed reality technology, which can introduce digital
elements into the real world [22]. This combination of mixed reality
technology and food is especially tantalizing because it allows for
digital cues to be presented in combination with actual food items.
The use of digital visual cues, for example, could allow for visual
enhancements of food items in order to make them look more appeal-
ing, tasteful, or interesting [32]. Projection mapping, a technique
where projections are adjusted to exactly fit an area of projection,
can be used to alter the colour of a food item, the colour and shape
of the setting in which the food item is presented [32], and could
even be used to project animations onto the food [16].

Sensor technology combined with computation and various out-
puts, be they visual, auditory, or tactile, can also allow for interesting,
useful, or novel human-food interactions. Technology that monitors
the food intake as well as the eating speed of diners is for example
already being used for monitoring a persons eating habits [12]. Nev-
ertheless, the same technology could be used to for example alter
projections, and music, creating rich multi-modal eating environ-
ments that have the potential to enhance a person’s experience with
food.

In this paper we present a number of student projects that were
created with the idea of introducing multi-modal interfaces into the
dining experience. We will discuss these installations based on a
categorization of approaches to multi-modal interfaces in human-
food interaction that was identified in the literature. We outline
the ideas behind these installations as well as their general design,
and we will discuss public reactions to these installations gathered
during an informal event. We will show how these installations can
not only offer interesting human-food interactions, but could also
serve to inform the design of studies into the perception of flavour.

2. RELATED WORK
The use of multi-modal technology in combination with food,

begs the question of exactly how technology can be used to en-
hance the experience of food. To provide a tentative answer to this
question we conducted a literature study [1] of which a selection is
listed below, and held discussions with experts from leading food
companies. Using these methods, we identified five approaches for
the use of technology to enhance food experiences:

• Technology with food as the medium: with aid of technol-
ogy, food itself can be used as a medium, for example as a
way to display data [15], or for communication purposes [21].



• Technology and cooking/dining rituals: technology can be
introduced into the rituals that surround the preparation and
the consumption of food at the dinner table. For example,
dining together in remote locations using technology for tele-
presence [38], using augmented reality to teach cooking skills
[20], and making the act of cooking more fun and enjoyable
through augmented appliances [9]. Many of the works found
in this area are aimed at existing social structures, such as
family dinner time [29].

• Technology to change eating behaviour: by leveraging the
measurement capabilities and interactive nature of mixed re-
ality technology, interventions can be created with the goal of
changing eating behaviours. Here, there is an almost exclusive
focus on healthier eating behaviours. Three subcategories can
be distinguished, namely: teaching basic good eating habits
to children [7], behaviour change for healthy eating in gen-
eral, such as eating more slowly [14], and technology used to
change eating behaviour in a clinical setting, such as treating
obesity [3].

• Technology to change flavour experiences: inspired by find-
ings from research on cross-modal perception, technology can
be used to augment the way the flavour of actual food items
is experience. For example using top-down projection tech-
niques to enhance colour saturation of food [16], or augment-
ing the sound of chewing the change food texture perceptions
[17], both which can influence the taste of the food.

• Technology to simulate flavour: technology can be used to
fully simulate eating or drinking, without actual consumption
of food items. An example is a digital taste simulator using
electrodes placed on the tongue that can produce mint or
lemon flavours [25].

The approaches listed above should help researchers and profession-
als think about ways in which technology can be used for enhancing
food experiences. Technology can enable food itself to become
an expressive medium, and can help to maintain social structures
surrounding the preparation and consumption of food. Mixed reality
technology can be a powerful tool to help people eat healthier, and
might help to combat food related health issues. Technology can be
used to enhance the flavour of food, making modernist restaurants
an interesting application area, where perhaps in the future we may
experiences flavours without the presence of any actual food!

3. INSTALLATIONS
The installations we will describe in this section were created by

students who followed who followed Media Technology course from
the Human Media Interaction masters program and were demon-
strated to the general public at a food court1. In this section, we will
describe anecdotally the experiences the guests of Fooddock had
with the installations and what implications this has for designing
mixed reality installations for food. These anecdotes are based on
the observations of the authors.

3.1 Experience Dining: Ørbit
The Ørbit installation delivered a unique experience using story-

telling, molecular cooking, and a nice design. It featured a private
darkened room with a rotating platform on a table where two guests
would sit opposite each other and listen to a story. The middle of
the platform had an area where animations were displayed. Several

1http://www.fooddock.nl

cups holding edible ‘orbs’ were placed on the rotating platform,
see Figure 1. The orbs were created with spherification [23], a
molecular cooking technique popularized in 2003 by Ferran Adrià,
the legendary chef of El Bulli restaurant. The orbs are flexible
spherical membranes surrounding a flavoured liquid that release
the flavour at once when pierced in the mouth. When the rotating
platform stopped, a light under the cup facing the guest illuminated
the orb, inviting the guest to consume it.

Guests took place opposite each other at the table and put on head
phones. The setting of the story was a blind date in a bar. Each guest
heard their version of the story through a first person perspective
interior monologue, specifically a stream-of-consciousness narrative
voice. The voice was intended as the guest’s own thoughts. The
voice gave comments about the history leading up to the blind date,
the situation, the restaurant, the food and drinks, and the date (who
is ‘played’ by the other guest). During the story there were moments
where the voice, or the date, ordered food or a beverage and these
moments were synchronised in the story of both guests. At such a
moment the platform stopped rotating and the orb that represents
the food or drink item that fits the story at that moment faced the
guests and was illuminated. The projection on the platform fitted
the food or beverage with an animation of colour and shape [27,
10]. After consumption, the platform restarted rotating and the story
continued. There were two versions of the story: a good date and a
bad date. The progress of the story was driven by the interior voice’s
desire to please the other to get a follow-up date in the good date
condition, or to get out without hurting the other’s feeling in the
bad date condition. Both versions of the story followed a similar
pattern, in ordering food items and provoking guests’ behaviour, but
differed on the mood and frame of mind. Also there were gender
specific versions of the story where the voice actor is male or female
to fit the gender of the guests. The duration of the experience was 6
minutes. The reception of the Ørbit installation was overwhelmingly
positive. Guests recommended it to peers, there was a line, interest
exceeded the amount of orbs that were prepared, and guests often
inquired when and where the installation would be showed again.

Story-telling techniques and using a narrative voice allowed us to
change the mood of the user and to investigate whether the mood of
the user influenced the perception and experience of flavours.

Figure 1: The Ørbit installation. The each cup holds an orb: a
spherified liquid.

3.2 Playful Dining: Hunger Games
The Hunger Games installation featured a dining table that em-

phasised the social aspect of having dinner together by creating a
shared challenge. The plate of each guest was placed in an aperture
in the table in front of the guest, see Figure 2. These apertures
could be covered with an diaphragm making the plate and the food



on the plate inaccessible. Cutlery was placed on conductive areas
next to the aperture, making it possible for the installation to sense
whether the cutlery was picked up. When a guest picked up his or
her cutlery the system closed a diaphragm: the cutlery controlled
the irises that cover the food. The algorithm that determined which
plate was covered was unknown to the guests and the rules could
change. Guests had to work together, using careful observation and
experimentation, to figure out what the relation was between picking
up cutlery and the closing of the irises. The installation emphasised
the social aspect of having dinner together as only by collaborating
all guests could eat.

Introducing a challenge or gaming aspect to a dining installation
created positive social interaction. Having a common goal or a
shared challenge and being dependent on each other is a good recipe
for group creation [34]. Guests who interacted with our Hunger
Games installation engaged in enthusiastic conversation and collab-
oration despite never having met before. This effect was particularly
pronounced in a group of children, who seemed to remain in the
group that formed at the Hunger Games table while they visited the
other installations. Additionally, the installation had an effect on
the eating behaviour of some of the guests. Some guests tried to
beat the system by very quickly taking the food when the diaphragm
started to close.

Figure 2: The Hunger Games installation. The aperture on the
left is closing and the aperture on the right is already closed.
The conductive sensor that can detect the presence of cutlery
can be seen next to the apertures (grey areas).

3.3 Ordering: ‘Tinder’ for Food & Interac-
tive Tables

Systems where restaurant guests could autonomously order from
a digitally presented menu were patented as early as 1985 [18].
This included an entertainment system where patrons could “interac-
tively play a variety of remotely retrievable interactive entertainment
activities using the video monitor while waiting for the food to ar-
rive”[18]. While major improvements were made in the area of
graphics and interactivity, the underlying concept has remained the
same for most systems where guests can autonomously order their
food (e.g. [4]). A next step in the ordering process is a system that
can make an automatic (pre-)selection of the menu items that fit a
guest best. Some items from the menu can be hidden or given a less
prominent spot on the menu based on the profile of the guest. For
example items that a guest cannot consume due to allergies, does
not wish to consume due to convictions, or simply does not like can
be hidden. The Foodroulette ordering system presented such a menu
based on food preference.

Getting the preferences of a guest is another matter. This was

solved by creating an app that followed the interaction paradigm of
popular dating apps like Tinder2. In such apps the user is presented
with a picture of a person of the preferred gender accompanied with
a short description. The user can ‘swipe’ the picture to the right to
show interest and to the left to indicate no interest. This paradigm
was used in the app Foodroulette. Foodroulette was used to obtain a
food preference profile of guests, see Figure 3. A guest could put his
or her smartphone with the app on an NFC enabled touch table to
upload his or her preferences, see Figure 4. The table then showed
a selection of the restaurant’s menu where the dishes that the guest
might like get a prominent place, see Figure 5. The guest could
explore the personalised menu and select a dish through a touch
interface. The preparation of the selected dish could be presented
on the table, which gave a new meaning to an open kitchen, for
example through a live camera feed of the chef preparing the food or
a pre-recorded clip, see Figure 6. Additionally, an indication of the
remaining waiting time was indicated with a picture of the selected
dish that was slowly moving towards the guest on the table.

The ordering process might benefit from interactive tables, es-
pecially when combined with automated adaptation of the menu
to preference and allergies. However, beyond the novelty effect of
flashy designs and smooth interactions with touch tables the added
benefit compared to traditional ordering methods was limited. In our
opinion such technology should not be intended as a replacement
for waiting staff as guests often enjoy the social interaction with the
staff.

Figure 3: The smart-phone app Foodroulette.

Figure 4: Placing a smart-phone that has the Foodroulette app
on an interactive table.

3.4 Behaviour Change Support: Thunder Din-
ner

2www.gotinder.com



Figure 5: Ordering on an interactive table.

Figure 6: Ordering on an interactive table, visualising the time
before the order arrives.

Technology can play an important role in aiding and stimulating
healthy eating behaviours. This can take many forms, for example
helping disabled people consume food autonomously [35], teaching
basic good eating habits to children [7], or eating more slowly [14].

In the Thunder Dinner installation the eating behaviour of the
guest was observed, and auditory, visual, and tactile stimuli were
used to indicate that the guest was eating too quickly. During the
demonstration of the installation guests were invited one at a time in
a private room where they were presented with a bowl of soup and a
spoon. Unbeknownst to them, they were being observed through a
Microsoft Kinect. The Kinect data was combined with the data from
an accelerometer embedded in the handle of the spoon to allow the
installation to guess the eating speed of the guest. When a guest was
eating to fast the illusion of a thunder strike was created by flashing
the lights, playing sound of a thunder strike, and vibrating the spoon
with an actuator embedded in the handle. The initial effect of the
thunder was surprise followed by investigating what triggered the
thunder. Some guests lowered their eating frequency to avoid being
‘Thundered’. Inadvertently sometimes guests started eating faster to
induce the thunder, perhaps to repeat the experience.

The Thunder Dinner is an example of an installation that can be
used to change the eating behaviour of a user in a playful manner.
However, care should be taken that the stimulus, intended to reduce
a behaviour, is not so interesting that it is sought. Alternatively, an
interesting stimulus might be used to promote wanted behaviour.

3.5 Tasty Projections: Projection Mapping on
Food

Research indicates that visual cues, such as colour and shape,

Figure 7: A guest eating soup with the actuated spoon in the
Thunder Dinner installation.

contribute strongly to expectations about taste and taste perception
during consumption [8, 13, 24, 28, 31, 36, 11]. For example, the
colour of drinks showed consistent colour-flavour associations: red
was associated with cherry and strawberry, whereas green was asso-
ciated with mint and lime [28]. In an installation demonstrated to
the general public at ‘The Future of High Tech’3, the guests were
asked to select combinations of visualizations and animations to be
projected on a cup of yoghurt to make it appear as appealing as pos-
sible, see Figure 8. It was suggested guests try to create the sweetest
and the most sour projections. Guests could select the properties of
the projection from three categories, see Figure 9: shape (rounded
or spiked), speed of a pulsating animation (fast, slow, or still), and
colour (red, green, or grey).

This installation allowed guests to show what they thought a sweet
or sour yoghurt should look like by manipulating its appearance.
The yoghurt itself became the medium of this message.

Figure 8: The installation where guests could select their pre-
ferred ‘tasty’ projection.

3.6 Research-based Approach: Projection Map-
ping on Food

Designing recipes, especially in the commercial sector, is a te-
dious process. To investigate small changes in recipe several batches
have to be created and tested in subsequent iterations: a time-
consuming and expensive process. Mixed reality technology can
address this problem by offering structured and easy examination
of effects of colour and animation on certain types of food. In an-
other study we demonstrated associations between taste perceptions
and projections. We showed associations between sweetness and

3www.thefutureofhightech.com



Figure 9: Examples of amorphous shapes that guests could se-
lect.

red rounded shapes, and sourness and green angular shapes with a
fast animation speed [1]. In that study, the visualizations that were
projected around a cup of yoghurt that participants tasted confirmed
that specific combinations of visualizations and animation types
influence taste perceptions of the yoghurt. In particular, while the
colour and shape of the visualizations did not influence taste per-
ception of the yoghurt after tasting, an interaction effect was found
that showed that specific combinations of the visualizations with an-
imation type did influence taste perception of the yoghurt. Yoghurt
that was presented with a red/rounded still visual was rated as more
sour than when presented with a green/angular still, but when the
visualization was animated (i.e. fast motion) this effect reversed:
when yoghurt was presented with a green/angular animated visual
the yoghurt was rated as more sour than when it was presented
with a red/round animated visual, see Figure 10. This indicates that
projected animations can influence the taste perception of yoghurt,
but that the effect depends on the design of the visualizations in
terms of their colour and shape. For more details on this study, refer
to [1].

Figure 10: A photo of a projection of a green angular shape on
a cup of yoghurt.

4. DISCUSSION AND CONCLUSION
In this paper we discussed installations that used technology to

enhance food experience. These installations used technology to
change how guests experienced food: by using the food as a medium;
by changing the rituals of cooking, ordering, or dining; by changing
the eating behaviour; or by changing the flavour experience.

We showed that food can be a medium to display information. In
the Ørbit installation, the food conveyed information about a story
that the guest was experiencing. In the Tasty Projections installation,
the yoghurt became the medium with which guests could convey
their message of what they perceived to be an appearance of sweet
or sour.

The rituals of cooking, ordering, and dining could be influenced
by technology. In the Hunger Games installation the potential awk-
wardness of dining with strangers was mitigated by creating a shared
challenge that required cooperation to solve. Also for familiar diners
the installation created a new dining experience. The Foodroulette
app and interactive tables changed the ritual of ordering food. In
particular, personalised menus based on a guest’s food preference
and allergies could streamline the ordering process. However, it
should be noted that replacing the human waiter with an impersonal
system for placing an order makes ordering a less social process.
To us it seems very unlikely that this would become a trend in a
sector where the difference is made through personal attention and
heartfelt hospitality.

Changing the eating behaviour of guests proved possible as seen
by the Thunder Dinner installation. However, care should be taken
when designing the stimulus that is meant to change the behaviour.
We observed that our stimulus, that was meant to be a deterrent for
fast eating, was sometimes perceived as interesting or fascinating
leading to behaviour intended to trigger the stimulus.

We were able to change the flavour experiences with installa-
tions that create cross-modal stimuli. Projecting a coloured an-
imated shape on a food item, in this case yoghurt, changed the
taste. The taste of yoghurts that were presented with red/rounded
still visuals were rated as more sour than when presented with
green/angular stills, but when the visualizations were animated (i.e.
fast motion) this effect reversed: when yoghurts were presented
with green/angular animated visuals the yoghurts were rated as
more sour than when they were presented with red/round animated
visuals. Results from our lab study, see [1], showed that mixed
reality technology in the form of projection mapping offered unique
ways in which the taste perception of food items could be influenced,
in this case through carefully designed animated visualizations. The
implication is that mixed reality technology can be utilized to sys-
tematically investigate taste associations and taste perceptions. This
multi-modal approach could not only result in fascinating installa-
tions and food experiences, but could also shed further light on the
multi-modal perception of flavour.
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