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ABSTRACT

Objective: The objective was to understand how people respond to COVID-19 screening chatbots.  

Materials and Methods: We conducted an online experiment with 371 participants who viewed 

a COVID-19 screening session between a hotline agent (chatbot or human) and a user with mild 

or severe symptoms.

Results: The primary factor driving user response to screening hotlines (human or chatbot) is 

perceptions of the agent’s ability. When ability is the same, users view chatbots no differently or 

more positively than human agents. The primary factor driving perceptions of ability is the user’s 

trust in the hotline provider, with a slight negative bias against chatbots’ ability. Asians perceived 

higher ability and benevolence than Whites.

Conclusion: Ensuring that COVID-19 screening chatbots provide high quality service is critical, 

but not sufficient for widespread adoption. The key is to emphasize the chatbot’s ability and assure 

users that it delivers the same quality as human agents.

VC The Author(s) 2020. Published by Oxford University Press on behalf of the American Medical Informatics Association.

All rights reserved. For permissions, please email: journals.permissions@oup.com
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INTRODUCTION

Many people are seeking information in response to the COVID-19 pandemic [1]. Individuals with 

various symptoms and conditions are looking for guidance on whether to seek medical attention 

for COVID-19. Providing accurate, timely information is crucial to help those with—as well as 

those without—COVID-19 make good decisions. The sudden unprecedented demand for 

information is overwhelming resources [2, 3]. One solution is the deployment and use of 

technologies such as chatbots [3, 4]. 

Chatbots have the potential to relieve the pressure on contact centers [3, 5]. Chatbots are 

software applications that conduct an online conversation in natural language via typed text or 

voice commands (e.g., Siri) [6]. Chatbots are scalable, so they can meet an unexpected surge in 

demand when there is a shortage of qualified human agents [7]. Chatbots can provide round-the-

clock service at a low operational cost [7]. They are consistent in quality in that they always 

provide the same results in response to the same inputs, and are easily retrained in the face of 

rapidly changing information [8]. Chatbots are also non-judgmental; they make no moral 

judgments about the information provided by the user, so users may be more willing to disclose 

socially undesirable information [9]. 

As chatbots increase in quality, their use is expanding. For example, chatbots are already 

widely deployed in customer service applications to guide users through knowledge bases or well-

structured processes (e.g., technical and customer supports) [9]. Chatbots integrate directly into 

existing web, phone, social media and message channels, and can be launched in many different 

languages [10]. 

Chatbots are increasingly being deployed in healthcare [11, 12]. The COVID-19 pandemic 

has spurred even greater deployment, many for screening of potential patients [3, 13]. COVID-19 

screening is an ideal application for chatbots because it is a well-structured process that involves 
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asking patients a series of clearly-defined questions and determining a risk score [9, 14]. Chatbots 

can help call centers triage patients and advise them on the most appropriate actions to take, which 

may be to do nothing because the patient does not present symptoms that warrant immediate 

medical care [14]. 

Despite all the potential benefits, like any other technology-enabled services, chatbots will 

help only if people use them and follow their advice [11, 15]. In this paper, we examine whether 

people will use high-quality chatbots provided by reputable organizations. We control for chatbot 

quality by examining a chatbot that provides the exact same service as a human agent. COVID-19 

screening is based on a very specific set of criteria, so a well-designed chatbot can perform at close 

to a trained human level [16]. 

Trust is an important factor that influences the use of chatbots [11], as well as patient 

compliance [17, 18]. Users will be reluctant to use chatbots if they do not trust them [11]. Trust in 

humans is influenced by three primary factors [19] that also have parallels for trust in technology 

[20]. The first is ability: the agent—human or chatbot—must be competent within the range of 

actions required of it [19]. The agent must have the knowledge and skills needed to make a correct 

diagnosis. Second, integrity: the agent must do what it says it will do [19]. For example, if the 

agent says the user’s information is private and will not be disclosed, the information must truly 

be private. In the era where data breaches are common [21], do users believe that technology has 

integrity? Finally, benevolence: the agent must have the patient’s best interests in mind, and not 

be guided by ulterior motives, such as increasing profits [19]. 

The underlying trust factors of ability, integrity, and benevolence play important roles in 

the use of technology, and technology providing recommendations in particular [22-24]. Ability 

and integrity are typically more important for instrumental outcomes associated with transactions 

(e.g., purchasing) because users are most concerned with whether the technology will work as 
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intended to complete the transaction [22-24]. Affect and other perceptual outcomes (e.g., 

satisfaction) are often influenced more by benevolence as these are based more on relationship 

aspects of technology use [22-24]. Accordingly, we examine ability, integrity, and benevolence as 

potential factors to drive trust in chatbots and, subsequently, influence patients’ intentions to use 

chatbots and comply with their recommendations. 

METHOD

We conducted a 2×2 between-subjects—two agent types (human vs chatbot) by two patient 

severity levels (mild vs severe)--online experiment where subjects were randomly assigned to view 

a video vignette of COVID-19 screening hotline session between an agent and a patient. The online 

setting is appropriate as screening services can be provided via various online channels [10, 13]. 

Vignettes have been commonly used to study human behavior [25], technology use [26], and trust 

[27] because they provide excellent experimental control [28]. Research shows that reading or 

watching a vignette triggers the same attitudes as actually engaging in the behaviors shown in the 

vignette [25]; meta-analyses have shown no significant differences in conclusions between 

vignette studies and studies of actual behavior, although effect sizes in vignette-based studies tend 

to be slightly lower [25, 26]. 

In April, 2020, we recruited 402 participants from Amazon Mechanical Turk following 

usual protocols to ensure data quality [29]. Participants were paid $2.00. Thirty subjects failed one 

or more of the six attention checks and one did not report gender, and were removed, leaving 371 

participants for analysis. About half were female (188), 83% were White, 8% Asian, 6% Black 

and 3% other (individuals selecting multiple ethnicities and individuals selecting “other”). The 

median age was 40 with most participants aged 25-64 (1%: 18-24; 26%: 25-34; 34%: 35-44; 19%: 

45-54; 15%: 55-64; 5%: 65 or more). There were no significant differences in gender, age or race 
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across the four conditions. The Supplementary Materials provide the detailed demographics by 

condition.

Participants watched a 2½ minute video vignette of a fictitious text chat between an agent 

at a COVID-19 screening hotline and a user with possible COVID-19 symptoms. We designed 

two vignettes in which the users either reported mild or severe symptoms. We developed our 

vignettes based on our experiences using four COVID-19 chatbots [13] and the screening questions 

recommended by the CDC. Participants were informed that the video was either a human agent or 

a chatbot (randomly assigned), but the videos were the same between the two conditions to control 

for quality differences between human and chatbot. Thus, the study compares a chatbot with 

capabilities identical in quality to those of a human agent. Participants were informed that the 

hotline was provided by the Centers for Disease Control and Prevention (CDC) and were informed 

of the deception at the end of the study. Thus, any differences between the chatbot and human 

agent are due to human bias because participants saw the exact same vignette in both conditions. 

We used established measures of ability, integrity, benevolence, trust, and the control 

factors of disposition to trust, and personal innovativeness with information technology. We 

adapted prior measures for satisfaction, persuasiveness, likelihood of use and likelihood of 

following up on the diagnosis of the agent. All measures used 1-7 scales and all scales proved 

reliable (Cronbach alpha > .80). All demographic items were categorical variables. More details 

on the items and reliabilities are provided in the Supplementary Materials. The experimental 

materials were pilot tested with 100 undergraduate students at the first author’s university prior to 

the study.

RESULTS

The first part of our analysis shows that participants perceived the chatbot to have 

significantly less ability, integrity and benevolence (see Table 1). Severity of symptoms influenced 
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the perceptions of ability and integrity, but not benevolence. The effect sizes for the models as a 

whole (R2) were what Cohen [30] calls medium or small to medium. The individual effect sizes of 

the chatbot (partial eta2) for ability and integrity were between what Cohen [30] terms small (.01) 

and medium (.06), while the effect size for benevolence was medium. The primary factor 

influencing perceptions of ability was trust in the provider (i.e., the CDC), with the type of agent 

(human or chatbot) being a secondary factor. For integrity, both the trust in the provider and the 

type of agent were primary factors. For benevolence, the primary factor was the type of agent, with 

trust secondary. We also controlled for gender, age, and ethnicity. Gender had no significant effect 

but compared to Whites, individuals of Asian ethnicity perceived the agent to have significantly 

higher ability and benevolence. Age was significant for benevolence but there was no pattern to 

its effects.

In the second part of our analysis, we examined five outcomes: (i) persuasiveness, (ii) 

satisfaction, (iii) likelihood of following the agent’s advice, (iv) trust, and (v) likelihood of use 

(see Table 2), after controlling for the effects of ability, integrity and benevolence. The effect sizes 

for the models as a whole (R2) were large. The dominant factor across all five outcomes was 

perceived ability (very large effect sizes), with chatbot a secondary factor having a medium-sized 

positive effect on persuasiveness, and small to medium positive effects on satisfaction, likelihood 

of following the agent’s advice, and likelihood of use. Lastly, severity of the condition did not 

directly affect the outcomes nor moderate the relationship between chatbot and outcomes. The 

control variables (gender, age, and ethnicity) had no significant effects on the outcome variables. 

DISCUSSION

Simply put, the results show that the primary factor driving patient response to COVID-19 

screening hotlines (human or chatbot) is users’ perceptions of the agent’s ability. A secondary 

factor for persuasiveness, satisfaction, likelihood of following the agent’s advice, and likelihood 
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of use was the type of agent, with participants reporting they viewed chatbots more positively than 

human agents, which is good news for healthcare organizations struggling to meet user demand 

for screening services. This positive response may be because users feel more comfortable 

disclosing information to a chatbot, especially socially undesirable information, because a chatbot 

makes no judgment [9]. The CDC, the World Health Organization (WHO), UNICEF and other 

health organizations caution that the COVID-19 outbreak has provoked social stigma and 

discriminatory behaviors against people of certain ethnic backgrounds, as well as those perceived 

to have been in contact with the virus [31, 32]. This is truly an unfortunate situation, and perhaps 

chatbots can assist those who are hesitant to seek help because of the stigma. 

The primary factor driving perceptions of ability was the user’s trust in the provider of the 

screening hotline. Our results show a slight negative bias against chatbots’ ability, perhaps due to 

recent press reports [13]. Therefore, proactively informing users of the chatbot’s ability is 

important; users need to understand that chatbots use the same up-to-date knowledge base and 

follow the same set of screening protocols as human agents. 

CONCLUSION

Developing a high-quality COVID-19 screening chatbot—as qualified as a trained human 

agent—will help alleviate the increased load on COVID-19 contact centers staffed by human 

agents. When chatbots are perceived to provide the same service quality as human agents, users 

are more likely to see them as persuasive, be more satisfied, and be more likely to use them. A 

user’s tech-savviness (PIIT) has only a small effect, so these results apply to both those with deep 

technology experience and those with little. 

Yet, therein lies the rub: There is a gap between how users perceive chatbots’ and human 

agents’ abilities. Therefore, to offset users’ biases [33], a necessary component in deploying 

chatbots for COVID-19 screening is a strong messaging campaign that emphasizes the chatbot’s 
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ability. Because trust in the provider strongly influences perceptions of ability, building on the 

organization’s reputation may also prove useful.
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Table 1. Results for ability, integrity and benevolence showing beta coefficients 
Ability Integrity Benevolence

Chatbot −0.399*** −0.435*** −0.616***

Severe Symptoms 0.136* 0.297** 0.329
Chatbot × Severe Symptoms 0.103 0.003 −0.260
Higher Risk Participant 0.030 0.013 0.013
Disposition to Trust 0.162*** 0.218*** 0.202**

Personal Innovativeness 0.108* 0.126* 0.164*

with IT (PIIT)
Trust in CDC     0.331*** 0.221*** 0.217**

Female 0.109 0.001 0.136
Age Included Included Included*

Ethnicity Included* Included Included*

Constant 6.125*** 4.511*** 4.650***

R2 0.269 0.216 0.193
Adjusted R2 0.234 0.178 0.154
F 5.363 5.101 8.434
Effect Sizes (Partial eta2 )
Chatbot 0.042 0.045 0.088
Severe Symptoms 0.012 0.021 0.007
Chatbot x Severe Symptoms 0.001 0.000 0.003
Higher Risk 0.001 0.000 0.000
Disposition to Trust 0.031 0.037 0.023
PIIT 0.016 0.015 0.017
Trust in CDC 0.120 0.040 0.027
Female 0.004 0.000 0.003
Age 0.030 0.024 0.039
Ethnicity 0.023 0.005 0.026

      * p ≤ 0.05, ** p ≤ 0.01, *** p ≤ 0.001
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Table 2. Results for outcomes showing beta coefficients 
Persuasive Satisfaction Follow 

Advice
Trust Likely to 

Use
Chatbot 0.272*** 0.112*** 0.035* 0.022 0.270**

Severe Symptoms 0.097 0.044 −0.143 0.088 0.004
Chatbot × Severe 

Symptoms
0.014 0.069 0.268 0.026 0.039

Higher Risk Participant   −0.024 −0.024 −0.039 0.001 0.000
Disposition to Trust 0.015 0.035 0.016 -0.006 0.051
Personal Innovativeness 0.028 0.021 0.038 0.043 0.115*

with IT (PIIT)
Trust in CDC     −0.001 0.030 0.238*** 0.071* 0.087
Female −0.058 0.005 0.048 -0.125 −0.031
Age Included Included Included Included Included
Ethnicity Included Included Included Included Included
Ability     0.583*** 0.603*** 0.634*** 0.612*** 0.786***

Integrity     0.105** 0.049 −0.006 0.350*** 0.070
Benevolence     0.084* 0.005 0.105 0.072 0.300***

Constant 5.605*** 5.82*** 6.883*** 6.191*** 5.949***

R2 0.671 0.766 0.553 0.741 0.594
Adjusted R2 0.653 0.752 0.527 0.726 0.571
F 35.759 57.167 21.633 50.140 25.601
Effect Sizes (Partial eta2)
Chatbot 0.065 0.034 0.011 0.001 0.022
Severe Symptoms 0.010 0.010 0.000 0.007 0.000
Chatbot x Severe Symptoms 0.000 0.002 0.007 0.000 0.000
Higher Risk Participant 0.002 0.004 0.002 0.000 0.000
Disposition to Trust 0.001 0.007 0.000 0.000 0.002
PIIT 0.003 0.003 0.002 0.005 0.014
Trust in CDC 0.000 0.005 0.068 0.011 0.007
Female 0.003 0.000 0.001 0.010 0.000
Age 0.010 0.010 0.022 0.008 0.016
Ethnicity 0.007 0.004 0.001 0.009 0.004
Ability 0.410 0.576 0.266 0.373 0.277
Integrity 0.016 0.007 0.000 0.126 0.002
Benevolence 0.011 0.000 0.008 0.006 0.042

      * p ≤ 0.05, ** p ≤ 0.01, *** p ≤ 0.001
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Supplementary Text

I. Constructs

What follows is the list of questions and statements used in the survey for each construct. 
Reliability information is provided at the end of this document.

Age
What is your age?

 1: 18-24
 2: 25-34
 3: 35-44
 4: 45-54
 5: 55-64
 6: 65-74
 7: 75-84
 8: 85 or older

Gender
To which gender identity do you most identify?

Race
Please specify your ethnicity.

 1: White, Caucasian, Middle Eastern, North African
 2: Black or African American
 3: American Indian or Alaska Native
 4: Asian/ Asian American
 5: Native Hawaiian or Pacific Islander
 6: Native American, Inuit or Aluet
 7: Other

Note: For our analysis, we have grouped the races as:
 1: Caucasian
 2: Black
 4: Asian
 Else: Other

Disposition to Trust (Source: [1-5])
Please indicate whether you agree or disagree with the following statements. (1-7 scale)

 Most people are honest in describing their experience and abilities.
 Most people tell the truth about the limits of their knowledge.
 Most people can be counted on to do what they say they will do.
 Most people answer personal questions honestly.
 Most people are competent in terms of their work.
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PIIT (Personal Innovativeness in Information Technology) (Source: [6])
Please indicate whether you agree or disagree with the following statements. (1-7 scale)

 If I heard about a new information technology, I would look for ways to experiment with 
it.

 Among my peers, I am usually the first to try out new information technologies.
 In general, I am hesitant to try out new information technologies.
 I like to experiment with new information technologies.

Trust in the CDC 
 How trustworthy is the CDC (Centers for Disease Control and Prevention)? (1-7 scale)

Risk Group  
(Source: https://www.cdc.gov/coronavirus/2019-ncov/need-extra-precautions/groups-at-higher-
risk.html)
Note: Participants were classified as “higher risk” if they satisfied any of the following conditions.

 Do you live in a nursing home or long-term care facility?
 Do you have any of the following medical conditions?

− Immunocompromised or an organ transplant recipient
− Cancer
− Diabetes
− Lung disease (COPD, emphysema, pulmonary fibrosis, bronchitis, asthma requiring 

daily inhaler use)
− Am pregnant
− None of the above

 Do you have a history of any of the following?
− Major surgery or fracture within the past two months
− Heart, kidney, or liver disease
− History of blood clot in legs or lungs
− IV drug use
− None of the above

Satisfaction (Source: [7-11]) (1-7 scale)
Please indicate whether you agree or disagree with the following statements.

 Are you satisfied with Robin? 
 Did Robin meet the user’s needs? 
 Are you satisfied with the accuracy of the service provided by Robin? 
 Was Robin clear to understand? 
 Was Robin easy to talk to?
 Did Robin perform satisfactorily? 
 Was the service provided by Robin accurate? 
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Trust – Ability (Source: [12]) (1-7 scale)
Please indicate whether you agree or disagree with the following statements.

 Robin seemed to be successful in the activities he/she undertook.
 I felt very confident about Robin’s skills.
 Robin was well qualified.

Trust – Benevolence (Source: [12]) (1-7 scale)
Please indicate whether you agree or disagree with the following statements.

 Robin was concerned about what was important to the user.
 Robin cared about the user’s feelings.
 Robin was benevolent.

Trust – Integrity (Source: [12]) (1-7 scale)
Please indicate whether you agree or disagree with the following statements.

 If Robin said he/she was going to do something, he/she did it.
 I like Robin’s work values.
 Robin showed integrity.

Trust in Agent (Source: [12]) (1-7 scale)
Please indicate whether you agree or disagree with the following statements.

 Robin can be trusted to make sensible decisions
 Overall, Robin is very trustworthy.
 I trust Robin.
 I can rely on Robin.
 I lack confidence in Robin.

Persuasiveness (Source: [13]) (1-7 scale)
To what extent do you agree or disagree that the information Robin provided was

 Believable
 Convincing
 Important to the user
 Helpful in making the user feel confident about what to do
 Successful in making the user want to follow instructions
 Agreeable

Follow Advice (Source: [14]) (1-7 scale)
 How likely would you be to take advice from Robin?
 How likely would you be to take advice from Robin again in the future (if a similar situation 

took place)?
 How likely would you be to follow up/carry through with the next steps proposed by 

Robin?
 How soon would you be willing to carry through with the next steps proposed by Robin?

https://mc.manuscriptcentral.com/jamia

D
ow

nloaded from
 https://academ

ic.oup.com
/jam

ia/advance-article/doi/10.1093/jam
ia/ocaa167/5867913 by guest on 07 Septem

ber 2020



4

Likelihood of Use / Intention to Use (Source: [15]) (1-7 scale)
Please indicate whether you agree or disagree with the following statements.

 If I was faced with a similar situation, I would interact with Robin. 
 If I was faced with a similar decision in the future, I would contact Robin.
 If a similar need arises in the future, I would feel comfortable contacting Robin to meet my 

needs.
 If I had problems like this, I would contact Robin.

II. Attention Check Questions
What follows is the list of questions and statements used as attention checks in the survey.

A.
Question 3.1_6: Choose "Somewhat agree" if you're paying attention.
Question 6.3: Choose "Like a little" if you are paying attention.
Question 11.1_8: Choose Somewhat agree if you're paying attention

B.
The following questions were used as attention checks right after the videos, depending on the 
treatment that the subject had received.

(Treatment: Chatbot Robin – Severe)
Question 7.2: True or false: Robin is a chatbot at Covid-19 Screening Hotline.
Question 7.3: True or false: This video has been speeded up for this experiment.
Question 7.4: True or false: In the video, the user works at a pharmacy.

(Treatment: Chatbot Robin – Mild)
Question 8.2: True or false: Robin is a chatbot at Covid-19 Screening Hotline.
Question 8.3: True or false: This video has been speeded up for this experiment.
Question 8.4: True or false: In the video, the user works at a pharmacy.

(Treatment: Human Robin - Severe)
Question 9.2: True or false: Robin is a qualified staff member at Covid-19 Screening Hotline.
Question 9.3: True or false: This video has been speeded up for this experiment.
Question 9.4: True or false: In the video, the user works at a pharmacy.

(Treatment: Human Robin - Mild)
Question 10.2: True or false: Robin is a qualified staff member at Covid-19 Screening Hotline.
Question 10.3: True or false: This video has been speeded up for this experiment.
Question 10.4: True or false: In the video, the user works at a pharmacy.
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III. Agent Descriptions

What follows is a description of the two agent types (i.e. human Robin and chatbot Robin) as they 
appear in the survey.

Agent 1: Chatbot Robin

What follows is a conversation between a user and Robin, a chatbot at Covid-19 Screening Hotline. 

Notes:
- Chatbot is an example of Conversational AI; it is a piece of software that conducts 

conversations.
- This hotline is the first line of response for users who suspect that they might have 

contracted Covid-19 and guide them with the next recommended steps based on the 
screening results.

Agent 2: Human Robin

What follows is a conversation between a user and Robin, an agent at Covid-19 Screening Hotline. 

Notes:
- Robin is a qualified staff member trained to be the first line of response for users who 

suspect that they might have contracted Covid-19 and guide them with the next 
recommended steps based on the screening results.

IV. Item Reliability

Item Reliability for Disposition to Trust
                                                            average
                             item-test     item-rest       interitem
Item         |  Obs  Sign   correlation   correlation     covariance      alpha
-------------+-----------------------------------------------------------------
disp1        |  371    +       0.9121        0.8547        1.321433      0.8967
disp2        |  371    +       0.8736        0.7883        1.347731      0.9115
disp3        |  371    +       0.8954        0.8332        1.381292      0.9014
disp4        |  371    +       0.8747        0.7970        1.382499      0.9085
disp5        |  371    +       0.8359        0.7624        1.559297      0.9170
-------------+-----------------------------------------------------------------
Test scale   |                                              1.39845      0.9244
-------------------------------------------------------------------------------
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Item Reliability for PIIT
                                                            average
                             item-test     item-rest       interitem
Item         |  Obs  Sign   correlation   correlation     covariance      alpha
-------------+-----------------------------------------------------------------
piit1        |  371    +       0.9218        0.8604        1.687038      0.8673
piit2        |  371    +       0.8765        0.7633        1.687487      0.9034
piit3        |  371    +       0.8316        0.7035        1.889626      0.9201
piit4        |  371    +       0.9433        0.8983        1.641218      0.8549
-------------+-----------------------------------------------------------------
Test scale   |                                             1.726342      0.9126
-------------------------------------------------------------------------------

Item Reliability for Satisfaction
                                                            average
                             item-test     item-rest       interitem
Item         |  Obs  Sign   correlation   correlation     covariance      alpha
-------------+-----------------------------------------------------------------
sat1         |  371    +       0.8938        0.8440        .4988004      0.9035
sat2         |  371    +       0.8740        0.8209        .5178276      0.9061
sat3         |  371    +       0.9150        0.8703        .4769782      0.9009
sat4         |  371    +       0.6506        0.5783        .6356902      0.9292
sat5         |  371    +       0.7179        0.6326         .589349      0.9240
sat6         |  371    +       0.8682        0.8135        .5215119      0.9069
sat7         |  371    +       0.8560        0.7904        .5112159      0.9095
-------------+-----------------------------------------------------------------
Test scale   |                                             .5359105      0.9239
-------------------------------------------------------------------------------

Item Reliability for Trust - Ability
                                                            average
                             item-test     item-rest       interitem
Item         |  Obs  Sign   correlation   correlation     covariance      alpha
-------------+-----------------------------------------------------------------
ability1     |  371    +       0.8296        0.6733        1.053318      0.8957
ability2     |  371    +       0.9374        0.8294        .6071028      0.7581
ability3     |  371    +       0.9134        0.7995        .7390471      0.7809
-------------+-----------------------------------------------------------------
Test scale   |                                             .7998227      0.8730
-------------------------------------------------------------------------------

Item Reliability for Trust - Benevolence
                                                            average
                             item-test     item-rest       interitem
Item         |  Obs  Sign   correlation   correlation     covariance      alpha
-------------+-----------------------------------------------------------------
benev1       |  371    +       0.9003        0.7703        1.489838      0.7917
benev2       |  371    +       0.9271        0.8258        1.317855      0.7383
benev3       |  371    +       0.8391        0.6513        1.862883      0.8979
-------------+-----------------------------------------------------------------
Test scale   |                                             1.556859      0.8674
-------------------------------------------------------------------------------
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Item Reliability for Trust - Integrity
                                                            average
                             item-test     item-rest       interitem
Item         |  Obs  Sign   correlation   correlation     covariance      alpha
-------------+-----------------------------------------------------------------
integ1       |  371    +       0.8882        0.7635        1.267844      0.9154
integ2       |  371    +       0.9318        0.8431        1.059161      0.8501
integ3       |  371    +       0.9405        0.8561        .9925184      0.8392
-------------+-----------------------------------------------------------------
Test scale   |                                             1.106508      0.9097
-------------------------------------------------------------------------------

Item Reliability for Trust in Agent
                                                            average
                             item-test     item-rest       interitem
Item         |  Obs  Sign   correlation   correlation     covariance      alpha
-------------+-----------------------------------------------------------------
tworthy1     |  371    +       0.8982        0.8398        1.171151      0.9223
tworthy2     |  371    +       0.9307        0.8932        1.170244      0.9141
tworthy3     |  371    +       0.9399        0.9042        1.126268      0.9107
tworthy4     |  371    +       0.9325        0.8947        1.156819      0.9133
tworthy5     |  371    +       0.8153        0.6895        1.185452      0.9578
-------------+-----------------------------------------------------------------
Test scale   |                                             1.161987      0.9379
-------------------------------------------------------------------------------

Item Reliability for Persuasiveness
                                                            average
                             item-test     item-rest       interitem
Item         |  Obs  Sign   correlation   correlation     covariance      alpha
-------------+-----------------------------------------------------------------
pursuasive1  |  371    +       0.8634        0.8032        .7117812      0.9117
pursuasive2  |  371    +       0.8880        0.8324        .6800619      0.9074
pursuasive3  |  371    +       0.8279        0.7573        .7369323      0.9176
pursuasive4  |  371    +       0.8937        0.8354        .6580433      0.9070
pursuasive5  |  371    +       0.8727        0.8109        .6901027      0.9103
pursuasive6  |  371    +       0.7923        0.6963        .7283267      0.9256
-------------+-----------------------------------------------------------------
Test scale   |                                             .7008747      0.9268
-------------------------------------------------------------------------------

Item Reliability for Likelihood of Use 
                                                            average
                             item-test     item-rest       interitem
Item         |  Obs  Sign   correlation   correlation     covariance      alpha
-------------+-----------------------------------------------------------------
use1         |  371    +       0.9626        0.9332        1.961876      0.9590
use2         |  371    +       0.9794        0.9621        1.870091      0.9507
use3         |  371    +       0.9175        0.8609        2.153049      0.9789
use4         |  371    +       0.9740        0.9517         1.87053      0.9538
-------------+-----------------------------------------------------------------
Test scale   |                                             1.963886      0.9705
-------------------------------------------------------------------------------
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Item Reliability for Follow Advice
                                                            average
                             item-test     item-rest       interitem
Item         |  Obs  Sign   correlation   correlation     covariance      alpha
-------------+-----------------------------------------------------------------
followup1    |  371    +       0.9071        0.8218        1.021066      0.8324
followup2    |  371    +       0.9038        0.8076         .992499      0.8394
followup3    |  371    +       0.9175        0.8492        1.050375      0.8240
followup4    |  371    +       0.7303        0.5715        1.431575      0.9197
-------------+-----------------------------------------------------------------
Test scale   |                                             1.123879      0.8895
-------------------------------------------------------------------------------

V. Demographic Distribution in the Four Conditions

Gender

 Male Female Total
Human and Mild 36 55 91

Human and Severe 47 45 92

Chatbot and Mild 49 44 93

Chatbot and Severe 51 44 95

Total 183 188 371

Chi Square=4.729, p=.193

Age

 
18-
24

25-
34

35-
44

45-
54

55-
64

66-
74

75-
84 Total

Human and Mild 1 22 28 18 16 6 0 91

Human and Severe 0 27 30 19 12 4 0 92

Chatbot and Mild 0 23 35 17 14 4 0 93

Chatbot and Severe 2 26 32 16 13 5 1 95

Total 3 98 125 70 55 19 1 371

Chi Square=9.556, p=.945

Ethnicity

 Asian Black Other White  Total
Human and Mild 5 9 1 76 91

Human and Severe 7 4 5 76 92

Chatbot and Mild 6 8 4 75 93

Chatbot and Severe 11 2 1 81 95

Total 29 23 11 308 371

Chi Square=13.336, p=.148
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Movie S1.
Video for Mild Symptoms: https://youtu.be/L4sjeuhULiw

Movie S2.
Video for Severe Symptoms: https://youtu.be/E-YOMDjJlVo

Data S1. 
Data File: https://iu.box.com/v/JAMIADataExport 
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