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Parameterised concurrent systems are in�nite families of �nite-state concur-
rent systems, parameterised by the number n of processes. Examples of param-
eterised concurrent systems include models of distributed algorithms which are
typically designed to handle an arbitrary number n of processes. Veri�cation
of such systems then amounts to proving that a desired property holds for all

permitted values of n. For example, proving that the safety property holds for
a dining philosopher protocol entails proving that the protocol with any given
number n of philosophers (n ≥ 3) can never reach a state when two neighbour-
ing philosophers eat simultaneously. For each given value of n, verifying safety is
decidable, albeit the exponential state-space explosion in the parameter n. How-
ever, when the property has to hold for each value of n, the number of system
con�gurations a veri�cation algorithm has to explore is potentially in�nite.

Regular model checking is a well-known generic framework for modelling
parameterised concurrent systems. One standard technique in regular model
checking to prove safety is by exhibiting an inductive invariant, i.e., a set Inv
of con�gurations satisfying (i) Inv is closed under application of the transition
relation, (ii) Inv subsumes the set Init of all initial con�gurations, and (iii) Inv
does not intersect with the set Bad of unsafe con�gurations. In regular model
checking, the sets Init and Bad are given as regular languages and the transition
relation is represented by a regular transducer. For this reason, it is decidable
to check a candidate regular set against conditions (i)-(iii). A natural method
to prove safety in regular model checking is thus to exhibit the existence of a
regular inductive invariant.

In this talk, we shall present a simple and practical solution to synthesise
regular inductive invariants in regular model checking. Our solution exploits An-
gluin's classic L∗ learning algorithm and its variants, which learn a regular lan-
guage by making membership and equivalence queries to a user-provided teacher.
To answer membership queries, we propose to restrict to length-preserving tran-
sition relations. In theory, length-preservation is not a restriction for safety anal-
ysis, since it just implies that each instance of the considered parameterised
system is operating on bounded memory of size n (but the parameter n is un-
bounded). Experience shows that many practical examples in parameterised con-
current systems can be captured naturally in terms of length-preserving systems.
The bene�t of the restriction is that the problem of membership queries is now
decidable, since the set of con�gurations reachable from any given con�guration
is �nite and can be solved by a standard �nite-state model checker. To answer



equivalence queries, we propose that a strict but generous teacher be employed
in L∗ learning for regular inductive invariants. The teacher is strict in the sense
that he attempts to teach the learner the minimal inductive invariant (be it reg-
ular or not), and is generous in the sense that he is satis�ed when the candidate
answer posed by the learner is an inductive invariant without being minimal.
For this reason, when the learner asks whether w is in the desired inductive
invariant, the teacher will reply NO if w is not reachable from Init . The same
goes with an implication counterexample (v, w), for which the teacher will say
that an unreachable v is not in the desired inductive invariant. Our solution is
guaranteed to terminate when the set of reachable con�gurations is regular.

We have tested our solution on standard as well as new examples in regular
model checking, including the dining philosopher protocol, the dining cryptog-
rapher protocol, and several mutual exclusion protocols (e.g. Bakery, Burns,
Szymanski, and German). Our experiments show that, despite the simplicity of
our solution, it can perform at least as well as many sophisticated safety analysis
algorithms developed in the past �fteen years. The full paper of this work can
be found at [1].
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