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ABSTRACT Feature selection is a process to reduce the dimension of a dataset by removing redundant
features, and to use the optimal subset of features for machine learning or data mining algorithms. This helps
to minimize the time requirement to train a learning algorithm as well as to lessen the storage requirement by
ignoring the less-informative features. Feature selection can be considered as a combinatorial optimization
problem. In this paper, the authors have presented a new feature selection algorithm called Mayfly-Harmony
Search (MA-HS) based on two meta-heuristics namely Mayfly Algorithm and Harmony Search. Mayfly
Algorithm has not hitherto been used for feature selection problems to the best of the author’s knowledge. An
S-shaped transfer function is incorporated for converting it into a binary version of Mayfly Algorithm. When
different candidate solutions obtained from various regions of the search space using Mayfly Algorithm are
taken into the harmony memory and processed by Harmony Search, a superior solution can be ensured. This
is the primary reason for proposing a hybrid of Mayfly Algorithm and Harmony Search. Thus, combining
harmony search with Mayfly Algorithm leads to an increased exploitation of the search space and an overall
improvement in the performance of Mayfly-Harmony Search (MA-HS) algorithm. The proposed algorithm
has been applied on 18 UCI datasets and compared with 12 other state-of-the-art meta-heuristic FS methods.
Experiments have also been performed on three high-dimensional microarray datasets. The results obtained
support the superior performance of the algorithm compared to the other methods. The source code of the
proposed algorithm can be found using the link as follows: https://github.com/trin07/MA-HS.

INDEX TERMS MA-HS algorithm, Mayfly Optimization, Harmony Search, Feature selection, Meta-
heuristic, Hybrid method, UCI datasets

I. INTRODUCTION
In recent years, with the improvement in data collection

methods in various fields, the amount of data available has
increased dramatically. This has led to greater complexity
in terms of both computational time and space required to
execution of algorithms in the domains of machine learning
and data mining. Much of this available data is redundant
and decreases the efficiency of the algorithm. For classifi-
cation tasks, the irrelevant data causes a significant drop in
accuracy and performance. This is why feature selection (FS)
has gained importance in the scientific community in recent

times.

A. FEATURE SELECTION
FS aims to select only those features in the dataset which

will be useful for classification and discard the irrelevant
ones. FS has been used for various purposes such as neuro-
imaging [1], gene prediction [2], text mining, image process-
ing and fault diagnosis in industrial applications [3].

FS methods can be broadly classified into filters, wrappers
and embedded. Filter techniques [4] use various scoring
metrics to rank the features and choose the most important
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ones so no classifier is required to gauge the effectiveness of
the filter methods. Wrapper techniques [5] use a classification
algorithm to evaluate different feature subsets and the one
which produces the best result is declared as the solution.
This is why wrapper methods are generally considered to
be superior as filter methods completely ignore the relation
between the chosen subset and the inductive algorithm per-
formance [6]. The optimal feature subset is influenced by
the specific bias and heuristic of the inductive algorithm.
Embedded techniques [7] are similar to wrapper methods
but instead use an intrinsic model building metric during
learning.

FS is an NP-hard problem as there are 2n possible so-
lutions for a dataset having n features in total. Evaluating
each of these solutions is not a feasible option because of the
high computational cost involved. A feature subset which is a
possible solution to the problem at hand can be selected using
random search. This can be done using a heuristic strategy
which performs a guided search over the entire solution space
to find a reasonably good feature subset which may not be
the optimal solution but is acceptable within computational
constraints. Higher-level heuristics or meta-heuristics have
become quite popular in recent years to solve FS problems
in different fields [8] such as handwriting recognition [9],
benchmark problems [10], gene selection [11], medical diag-
nosis [12], financial problems, network intrusion and security
.

B. MOTIVATION
Numerous meta-heuristic algorithms have been proposed

to solve the FS problem in various domains in the literature.
Each of these algorithms has its own pros and cons in dealing
with the particular problem at hand. The performance of
an algorithm depends on its exploration and exploitation
capabilities, as well as the inherent characteristics of the
dataset used. Hybridized algorithms seek to combine two or
more meta-heuristics so that the shortcomings of a particular
method can be dealt with by another method. For instance,
an algorithm with good exploration ability can be hybridized
with one with good exploitation ability in order to set a good
trade-off between exploration and exploitation capabilities
of the overall system. This is an active area of research
today. The No Free Lunch (NFL) theorem [13] states that the
performance, averaged over all problems in the class, is the
same for any solution method. This means that on a particular
problem, different algorithms may obtain different results,
but over all problems, they are equivalent. This has encour-
aged researchers to build on previous work and come up with
new problem-specific approaches for improved performance.
In this paper, the authors have proposed a hybrid algorithm
based on Harmony Search (HS) algorithm [14] and Mayfly
Algorithm (MA) [15] for solving the FS problem. HS algo-
rithm has been applied for optimization in various domains
in the past. MA is a recently proposed meta-heuristic which
has been shown to perform well in dealing with optimization
problems. Despite being similar to PSO, MA is seen to

have greater ability in finding out a more optimal solution
than PSO and hence it has better chances of finding the
globally optimal solution. However, in certain cases, prema-
ture convergence diminishes the quality of the final solution.
As explained earlier, an algorithm with good exploration
ability can be hybridized with another algorithm having high
exploitation ability. MA is seen to effectively explore the
search space while HS algorithm exploits and improves the
existing feature subsets. This provides a compelling reason to
hybridize MA with HS algorithm. If different solutions ob-
tained from various regions of the search space using MA are
put into the harmony memory, then a superior solution can be
found by HS algorithm. Thus, combining HS algorithm with
MA can lead to an increased exploitation of the search space
and an overall improvement in the performance of the hybrid
algorithm. This has been proven in this work which is evident
from the results obtained.

C. CONTRIBUTIONS
The main contributions of this work are as follows:
• Hybridization of MA with HS for the first time to the

best of the authors’ knowledge.
• Modification of MA to enhance its exploration ability.
• Use of HS algorithm to increase the exploitation ability

of the hybrid MA-HS algorithm.
• Use of S-shaped transfer function to convert continuous

search space into a binary search space.
• Validate the effectiveness of MA-HS by applying it on

18 standard UCI datasets and comparison with 12 state-
of-the-art FS algorithms, and then providing a statistical
analysis of the results obtained.

• Prove the robustness of the algorithm by applying it on
3 high dimensional microarray datasets.

II. LITERATURE SURVEY
FS is essentially a combinatorial optimization problem.

Often, in real-world optimization problems, it is not feasible
to perform an exhaustive search due to the large amount of
time required for processing. This is where heuristic methods
are particularly useful. These methods aim to find good solu-
tions, which may not be optimal, in reasonable computational
time. Meta-heuristics are advanced heuristics which provide
a set of guidelines or strategies to develop heuristic optimiza-
tion algorithms [16]. The crux of a meta-heuristics algorithm
is formed by the processes of intensification and diversifica-
tion, which correspond to exploitation and exploration of the
search space. Numerous meta-heuristic algorithms have been
proposed in recent years to solve optimization problems in
various domains.

Meta-heuristics can be nature inspired or non-nature in-
spired. Nature inspired meta-heuristic algorithms can be
broadly classified into the four categories of evolutionary al-
gorithms, physics-based algorithms, swarm-based algorithms
and human-based algorithms, as shown in Figure 1.

• Evolutionary algorithms: These techniques are based on
biological evolution involving genetic recombination,
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FIGURE 1: Different categories of meta-heuristic algorithms

mutation and natural selection. Examples include Ge-
netic Algorithm (GA) [17], Evolutionary Strategy (ES)
[18] and Genetic Programming (GP) [19].

• Swarm-based algorithms: These algorithms are based
on the behavior of a population of social organisms as
a whole. Here, individuals seek to interact with one an-
other and try to improve themselves based on the knowl-
edge gained by the entire swarm. Examples include
Particle Swarm Optimization (PSO) [20], Ant Colony
Optimization (ACO) [21], Bat-inspired Algorithm (BA)
[22] and Firefly Algorithm (FA) [23].

• Physics-based algorithms: These processes are based
upon physical phenomenon like gravity, inertia and
electromagnetic force. Some algorithms under this cat-
egory are Simulated Annealing (SA) [24], Gravitational
Search Algorithm (GSA) [25], Harmony Search (HS)
[14], Ray Optimization (RO) [26] and Central Force
Optimization (CFO) [27].

• Human-based algorithms: These are meta-heuristic
techniques inspired by human behavior. Examples in-
clude Imperialist Competitive Algorithm (ICA) [28],
League Championship Algorithm (LCA) [29] and Ex-
change Market Algorithm (EMA) [30].

Meta-heuristics can also be classified based on the number
of solutions dealt with by the algorithm [31]. Trajectory-
based algorithms involve a single solution and work on
improving it as it navigates through the search space. These
are often hybridized with other diversification techniques to
prevent the solution from being stuck in local optima. Exam-
ples include SA, TS, Greedy Randomized Adaptive Search

Procedure (GRASP) [32] and Variable Neighborhood Search
(VNS) [33]. Population-based algorithms, on the other hand,
deal with a set of solutions simultaneously. These solutions
(called agents) are allowed to improve using the information
obtained from mutual interaction. New and better solutions
are produced by merging different solutions. Examples in-
clude GA, PSO, ACO, Red Deer Algorithm (RDA) [34] and
Shuffled Frog Leaping Algorithm (SFLA) [35].

The number of new meta-heuristic algorithms developed
in recent years and used in the field of optimization has been
visualized in Figure 2. Most of these methods have been
used to solve the FS problem in the literature. Hybridized
algorithms, where two or more independent methods are
combined together, have grown in popularity over recent
years. In combination, one method can effectively overcome
the shortcomings of another, leading to improved results. GA
was used for FS in automatic feature classifiers in [36], and
hybridized in hybridized GA [37]. Binary PSO was used to
solve the FS problem in [38]. It was further improved as
Sentiment Fitness Sum Binary PSO (SCO-FS-BPSO) in [39].
A hybrid version of the Grasshopper Optimization Algorithm
(GOA) was used in [40] for FS and parameter tuning of the
SVM classifier. Mirjalili et al. [41] developed Ant Lion Op-
timizer (ALO) for FS, based on the behavior of ant lions. A
binary GSA, based on Newtonian laws of gravity and motion,
was proposed by Rashedi et al. [42]. The authors of [43]
proposed a hybrid binary CRO with SA for FS in biomedical
datasets. A hybrid Harris Hawks Optimizer (HHO) with SA
was proposed by the authors of [44]. Zhang et al. [45] pro-
posed a new approach for multi-objective FS called Binary
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differential evolution with self-learning (MOFS-BDE). An
efficient method to prevent premature convergence called
Return cost based binary firefly algorithm (Rc-BBFA) was
proposed by the authors in [46]. Hegazy et al. proposed an
improved version of the Salp Swarm Algorithm (SSA) [47],
based on the swarming mechanism of salps, for FS. Other
notable meta-heuristics include artificial bee colony [48, 49],
modified PSO
citezhang2019filter,zhang2015multi.

The authors of [50] used PSO to select informative text
features for improved text clustering. In [51] the authors
proposed an enhanced Krill Herd Algorithm (KHA) for FS
in the domain of text document clustering. A hybrid version
of this method (MMKHA) was used in [52]. The methods
proposed by the authors of [53] mimicked the inner work-
ings of the brain for symbolic optimization and were used
for object detection, categorization and visual tracking. The
communication method used by honeybees inspired the work
of [54] for 3D reconstruction which is robust to outliers. The
authors of [55] used to swarm behaviour of the Honeybee
Search Algorithm (HSA) for object tracking.

HS was proposed by Geem et al. [14]. Since its initial
development in 2000, HS has been applied to a wide range of
computational problems. Applications include water distri-
bution networks [56, 57]; structural design [58]; benchmark
optimization [59]; soil stability analysis [60, 61]; transport-
related problems [62]; energy studies [63], image enhance-
ment [64] and medical diagnosis [65]. The MA [15] is in-
spired by the flight patterns and mating behavior of mayflies.
It has been used for solving optimization problems which are
encountered in the real world. effectively. In this paper, the
authors have proposed a novel hybrid algorithm for FS named
as MAHS algorithm, based on MA and HS algorithm.

III. SOME PRELIMINARIES
A. MAYFLY OPTIMIZATION ALGORITHM

Mayflies are insects that belong to the order Ephemeroptera,
part of a group of insects known as Palaeoptera. These
insects appear mainly during the month of May in the UK,
thus having the name Mayfly. Immature mayflies spend
several years growing as aquatic nymphs until they are ready
to go to the surface as adult mayflies. Most male adults
assemble in swarms a few metres above the water to attract
the females. They perform a nuptial dance which involves
characteristic up and down movement generating a pattern.
Female mayflies go to these swarms for mating. The mating
process lasts only for a few seconds after which they drop
the eggs in the water and the cycle continues. A detailed
description of the above process is mentioned in the works
of Allan et al. [66] and Peckarsky et al. [67].

MA has been developed by Zervoudakis et al. [15] and is
a new method for solving FS problems. It is a hybrid method
combining the advantages of classical optimization methods
such as PSO [68], GA [69] and FA. In the work of [70],
it has been shown that PSO needed modifications as it is
likely to get stuck in a local optimum, especially for problems

having a high dimension. The MA performs the necessary
modifications, thereby enabling the algorithm to have a better
performance across small and large scale feature sets. The
components of MA are given as follows:

• Movement of male mayflies: The position of a male
mayfly is updated as in Equation 1:

xt+1
i = xti + vt+1

i (1)

where xti is the present position of the male mayfly and
the new position xt+1

i is obtained by adding the current
position with the velocity vt+1

i . The male mayflies are
always a few meters above the surface of water and
develop great speeds. A male mayfly’s velocity is cal-
culated as in Equation 2:

vt+1
kj = g ∗ vtkj + a1 ∗ e−βr

2
p ∗
(
pbestkj − xtkj

)
+ a2 ∗ e−βr

2
g ∗
(
gbestj − xtkj

) (2)

where vtkj is the velocity of mayfly k in dimension j
at time t, xtkj is the position of the same mayfly at
time t, a1 and a2 are positive attraction constants which
are used for measuring the contribution of the cognitive
and social components respectively, g is a gravitational
coefficient and β is a fixed visibility coefficient used to
limit a mayfly’s visibility to others. pbestk is the most
optimal position that the particular mayfly k ever visited
and gbestj is the jth component of the position of the
best male mayfly. Since this is a minimization problem
so pbestk is updated as follows:

pbestk =

{
xt+1
k

iffitness(xt+1
k ) < fitness(pbestk)

(3)
where fitness(xtk) gives the fitness value of a position
as given in subsection IV-B, i.e., the quality of a solu-
tion. Finally rp is the Cartesian distance between xk and
pbestk, while rg is the Cartesian distance between xk
and gbest. These are calculated as shown:

|xk −Xk| =

√√√√ n∑
j=1

(xkj −Xkj)
2 (4)

where xkj represents the position of the jth element of
kth mayfly and Xk either represents pbestk or gbest.
It is essential that the best mayflies at a particular
time keep performing the nuptial dance which gives
a stochastic element to the algorithm. Mathematical
representation of this dance is given in Equation 5.

vt+1
kj = g ∗ vtkj + d ∗ r (5)

where d is the coefficient of nuptial dance and r is a
random value ∈ [−1, 1]. The nuptial dance coefficient
progressively reduces as ditr = d0 × δitr. In this
equation d0 is the initial value of the nuptial dance
coefficient, itr is the current number of iterations and
δ is a random value ∈ [0, 1].
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FIGURE 2: A histogram showing the rise in the cumulative number of meta-heuristic algorithms developed in recent years

• Movement of female mayflies: The female mayflies
move towards the males for breeding. The position of
a female mayfly is updated as follows:

yt+1
i = yti + vt+1

i (6)

where yti is the current position of the female mayfly at
time t and it is updated by adding its velocity vt+1

i . The
attraction process between males and females depends
on the quality of the current solution, i.e., the best
performing female is attracted to the best performing
male and so on. The velocity of a female is updated as
in Equation 7

vt+1
kj =


iffitness(yk) > fitness(xk)

g ∗ vtkj + a2 ∗ e−βr
2
mf ∗ (xtkj − ytkj)

elseif fitness(yk) ≤ fitness(xk)
g ∗ vtkj + fl ∗ r

(7)

where vtkj is the jth component of the kth female
mayfly’s velocity at time t, ytkj is the position of female
mayfly k in dimension j at time t, xtkj is the jth

component of the position of male mayfly k at time
t, a2 and β are previously defined attraction constant
and visibility coefficient respectively, g is the gravity
coefficient defined before in Equation 2, r is a random
value ∈ [−1, 1], and rmf is the Cartesian distance
between male and female mayflies which is given in
Equation 4. fl is a random walk coefficient in the
instance of a female not being attracted with a male and
flitr = fl0 × δitr. Here itr and δ are two previously
defined variables in Equation 5.

• Crossover between mayflies: The crossover operation
is done by first selecting a male mayfly and then a

female. This selection is done based on their fitness
value, i.e., the best male breeds with the best female.
Two offsprings are produced after a crossover as shown
in Equation 9.

offspring1 = rof ∗male+ (1− rof ) ∗ female (8)

offspring2 = rof ∗ female+ (1− rof ) ∗male (9)

Here male is the parent male mayfly, female is the
female parent and rof is a stipulated value between 0
and 1. The initial velocities of the offspring are set as 0.

• Mutation of mayflies: The newly generated offspring
are mutated to enhance the exploration ability of the
algorithm. A normally distributed random number is
added to the offspring’s variable as described in

offspring
′

n = offspringn + κ (10)

where κ is the normally distributed random value.

B. HARMONY SEARCH
Harmony in nature is a special relationship between sev-

eral sound waves that have different frequencies. Musical
performances tend to have a soothing effect on humans.
The amount of soothing effect is determined by its aesthetic
estimation. A musical performer strives to achieve the best
aesthetic state which is analogous to a global optimum. Thus
finding the best aesthetic state is an optimization problem
determined by an objective function. Aesthetic estimation
is calculated by the set of sounds played by simultaneously
joined instruments. The aesthetic value of the sound gener-
ated can be improved by practice.

A novel method called HS was introduced by Geem et al.
[14] to generate a set of harmonies which are improvised
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similar to an evolutionary algorithm. The algorithm initialises
a Harmony Memory (HM) and subsequently modifies it
to create new harmonies. The new harmonies replace the
previous ones if they are found to be better with respect to an
objective function. In this way HS performs improvisation
upon existing musical harmonies and achieves an optimal
combination of harmonies. The HS algorithm is a reliable
tried-and-tested method and has been previously used for
optimization in the work of [57]. The pseudo code of HS is
given in Algorithm 1.

Algorithm 1 Pseudo code for Harmony Search
Input: MaxHS, NumVariables, raccept, rpa, brange
Output: Best Solution X = (x1, x2, ..., xd)

Initialize HM
for itr ← 1 to MaxHS do

for i← 1 to NumV ariables do
if rand1 < raccept then

Choose a value from HM for the ith variable
if rand2 < rpa then

Adjust the value by an amount of brange ∗
rand3

end if
else

Choose a random value
end if

end for
Accept the new solution if better

end for
Return the current best solution

IV. PROPOSED WORK
FS is a binary optimization problem having restricted

solutions which are represented by either 0 or 1. Each agent
or solution is represented by a binary vector where a value
1 shows that the chosen feature is selected and value of 0
represents that the feature is not selected. The size of this
solution vector corresponds to the number of features in a
particular dataset. In FS, the selected feature subset needs
to be evaluated during every iteration of the algorithm. This
is therefore a difficult task, especially the wrapper-based
methods.

A. PROPOSED MA-HS ALGORITHM

The MA described in subsection III-A was originally
developed for continuous optimization problems. The re-
designed algorithm for FS problems, called MA-HS is de-
scribed in Algorithm 2. Each solution vector in MA is con-
verted into its binary form, i.e., consisting only of 0’s and 1’s
and then evaluated. To achieve this conversion, the S-shaped
transfer function is used. This function gives the probability
of whether to choose a particular feature in a solution vector.
It is a reliable function and has previously been used by
many researchers [71, 72]. The S-shaped transfer function

Algorithm 2 Pseudo code for the proposed MA-HS Algo-
rithm
Input: PopSize, MaxIter
Output: Best Agent X = (x1, x2, ..., xd)

Initiate population and velocity of male and female
mayflies randomly
Evaluate population and then find gbest
for itr ← 1 to MaxIter do

for i← 1 to PopSize do
Update pbest
Evaluate and update the velocities of male and

female mayflies
end for
Sort the mayflies and rank them
Perform crossover and generate male and female off-

spring
Mutate the offspring
Replace worst mayflies with the best new offspring

generated
Perform HS on male mayflies
Update gbest

end for

used in this algorithm is depicted in Figure 4 and shown in
Equation 11.

S(x) =
1

1 + e−x
(11)

During the conversion process, the agent’s feature is updated
according to Equation 12.

P t+1
d =

{
1 if S(P t+1

d ) > rand

0 if S(P t+1
d ) ≤ rand

(12)

where P t+1
d is the updated feature subset of the agent, rand

is a random number between 0 and 1, and S(P t+1
d ) is the

S-shaped transfer function as previously defined in Equa-
tion 11. A broad outline of the proposed framework is given
in Figure 3.

B. FITNESS FUNCTION
The algorithm evaluates the quality of a solution in this

section. A learning algorithm has been used since it is
a wrapper-based method. The K-Nearest Neighbor (KNN)
classifier [73] is used for finding out the classification accu-
racy. The fitness function consists of the classification error
and the number of features. In FS, the authors intend to in-
crease the accuracy and simultaneously reduce the number of
features. For this purpose, classification error is used instead
of accuracy. This is because both the error and number of
features needs to be decreased. Combining these two, the
fitness function will therefore be reduced to a single objective
function. Equation 13 gives the function for evaluating a
feature subset.

↓ Fitness = γ × λ+ (1− γ)× |f |
|F |

(13)
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FIGURE 3: An outline of the proposed MA-HS algorithm used for solving FS problems
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FIGURE 4: S-shaped transfer function for converting contin-
uous Mayfly search space into binary

where |f | is the number of features in the feature subset,
|F | is the number of features in the given dataset, λ is the
classification error and γ ∈ [0, 1] is a parameter that gives a
relative contribution between the classification error and the
number of features.

V. EXPERIMENTAL RESULTS
This section deals with the results which support the

effectiveness of the MA-HS algorithm for solving the FS
problem. KNN classifier [73] has been used for finding out
the classification accuracy. The authors have set K = 5 as
per recommendations reported by Mafarja et al. [74]. In each
dataset, 80% of the instances are used for training and rest
20% are used for testing the classification model. The method
proposed here is implemented using Python3 [75] and graphs
are obtained using Matplotlib [76]. The experiments are
conducted on a PC with 3.30 GHz Intel(R) Pentium(R) CPU
G4400 and 8 GB Memory. The time complexity of the algo-
rithm is found out to beO(MaxIter∗PopSize∗MaxHS ∗
(timefitness + d) where MaxIter is the maximum number
of iterations, PopSize is the population size, MaxHS is
the maximum number of iterations of HS, timefitness is the
complexity of calculating the fitness of an agent and d is the
dimension of the dataset.

A. DATASET DESCRIPTION
For this work, the authors have chosen 18 different datasets

from the UCI data repository [77]. They are utilized for eval-
uating the efficacy of the proposed method. The 18 datasets
consist of 15 bi-class and 3 multi-class datasets as described
in Table 1.

B. TUNING OF PARAMETERS
The aim of the proposed method is to maximize the classi-

fication accuracy and try to reduce the number of features at
the same time. In other words both the classification error as

well as the number of features must be reduced. That is why
the fitness function includes components of classification
error and the number of features. A single parameter, in this
case γ can be used for determining the relative weightage
given to error and the number of features. Hence the objective
is to minimize the fitness function which in turn will mini-
mize the classification error and the number of features. In the
proposed work, greater importance has been given to increase
the classification accuracy. So the value of γ is set as 0.9 in
Equation 13. The gravity coefficient g is set as 0.98 to imitate
the effect of gravity on mayflies. Furthermore, the values of
d, fl, a1 and a2 have been set to a comparatively high values
to allow the mayflies to move freely. This has been done to
enhance the exploration ability of the algorithm. The final list
of parameter values is given in Table 2.

Figure 5 provides a graph which demonstrates the effect of
variation in PopSize on classification accuracy. Five differ-
ent population sizes of [5, 10, 20, 30, 50] have been used with
the number of iterations being 20 for each population size.
With the exception of Ionosphere, KrVsKpEW, SpectEW and
Tic-tac-toe, all the other remaining 14 datasets achieve their
maximum value at 20 using MA-HS algorithm. Taking this
into account, the authors have set the optimal population size
as 20 for the MA-HS algorithm.

C. ANALYSIS OF RESULTS
Convergence of the best fitness value with progressive

increase in iterations is graphically shown in Figure 7. In
several cases, the best fitness obtained by MA and HS is
nowhere close to that of MA-HS. Moreover MA-HS achieves
its best fitness value at near 10 iterations which is about 50%
of the total number of iterations. MA and HS take longer
time to achieve their optimal fitness values. Thus MA-HS
is better than both MA and HS as it finds out the optimal
fitness value and converges quicker. A similar conclusion
can also be drawn from Figure 6 where it is evident that the
accuracy converges quickly for 80% of the datasets. Here too
the final accuracy is achieved by MA-HS within 10 iterations
or 50% of the total. So MA and HS help each other thereby
increasing the effectiveness of MA-HS over individual MA
and HS methods.

A comparison has been given in Table 3 and Table 4 to
show the effectiveness of the proposed MA-HS algorithm.
Table 3 deals with the classification accuracy and Table 4
with the number of features selected. Both the tables show
that the MA-HS method performs far better than the original
MA as well as HS. MA-HS achieves the first rank in both
the cases. In Table 3, the accuracy of MA-HS is found to
be better than MA and HS in all cases giving MA-HS a
substantial edge in terms of accuracy. Let us now look at the
results of Table 4. MA-HS gives least number of features for
15 out of 18 or 83% of the datasets. Overall, the average
rank of MA-HS is by far better than both MA and HS.
Comparing MA with HS, it is seen that MA outperforms HS
in terms of accuracy but the opposite is true after analyzing
the number of features selected. It can be safely inferred that
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TABLE 1: Basic information related to the UCI datasets used in the present work

Sl. No. Dataset No. of Attributes Sample Size No. of Labels Domain of Dataset
1 Breastcancer 9 699 2 Biology
2 Tic-tac-toe 9 958 2 Game
3 Exactly 13 1000 2 Biology
4 Exactly2 13 1000 2 Biology
5 HeartEW 13 270 2 Biology
6 M-of-n 13 1000 2 Biology
7 WineEW 13 178 3 Chemistry
8 CongressEW 16 435 2 Politics
9 Vote 16 300 2 Politics
10 Zoo 16 101 6 Artificial
11 Lymphography 18 148 2 Biology
12 SpectEW 22 267 2 Biology
13 BreastEW 30 569 2 Biology
14 Ionosphere 34 351 2 Electromagnetic
15 KrVsKpEW 36 3196 2 Game
16 WaveformEW 40 5000 3 Physics
17 Sonar 60 208 2 Biology
18 PenglungEW 325 73 2 Biology

TABLE 2: Parameters along with its corresponding values used in the proposed MA-HS algorithm

Parameter Meaning Value
PopSize Population size 20
MaxIter Maximum number of iterations 20
γ Relative weightage used for fitness value 0.9
a1 Positive attraction constant 3
a2 Positive attraction constant 3.5
β Visibility coefficient 0.1
d0 Initial nuptial dance coefficient 3
fl0 Initial random walk coefficient 3
g Gravitational coefficient 0.98
rof Random value for crossover 0.95

MaxHS Maximum iterations in HS 30
raccept Rate of acceptance 0.8
rpa Rate of pitch adjustment 0.3
brange Range of pitch adjustment 2

TABLE 3: Comparison of MA, HS and MA-HS algorithms with respect to classification accuracy

Dataset MA HS MA-HS
Breastcancer 0.9785 0.942 0.9929
Tic-tac-toe 0.82 0.776 0.8385
Exactly 0.99 0.685 1
Exactly2 0.76 0.76 0.76
HeartEW 0.87 0.851 0.926
M-of-n 1 0.75 1
WineEW 0.97 0.916 1
CongressEW 0.977 0.954 1
Vote 0.983 0.933 1
Zoo 1 1 1
Lymphography 0.86 0.833 0.9667
SpectEW 0.87 0.796 0.907
BreastEW 0.94 0.956 0.9824
Ionosphere 0.91 0.9 0.98
KrVsKpEW 0.971 0.938 0.974
WaveformEW 0.813 0.788 0.835
Sonar 0.928 0.857 1
PenglungEW 1 1 1
Average rank 1.77 2.72 1
Final rank 2 3 1
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TABLE 4: Comparison of MA, HS and MA-HS algorithms with respect to the number of selected features

Dataset MA HS MA-HS
Breastcancer 2 3 3
Tic-tac-toe 5 4 4
Exactly 7 3 6
Exactly2 1 3 1
HeartEW 4 5 4
M-of-n 6 3 6
WineEW 4 3 2
CongressEW 3 6 3
Vote 5 5 3
Zoo 10 10 5
Lymphography 8 7 6
SpectEW 9 5 5
BreastEW 6 10 5
Ionosphere 12 12 3
KrVsKpEW 21 17 13
WaveformEW 17 16 13
Sonar 28 20 16
PenglungEW 150 165 63
Average rank 2.16 2 1.22
Final rank 3 2 1

FIGURE 5: Graph showing the variation of population sizes on classification accuracy obtained by the proposed MA-HS
algorithm for 18 UCI datasets
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FIGURE 6: Graph showing the variation of classification accuracy obtained using the MA-HS algorithm (considering
MaxIter=20) for 18 UCI datasets

in MA-HS, both MA and HS mutually benefit from each
other and ultimately it improves the classification accuracy
as well as the number of features. The sole MA method is
strengthened by incorporating HS and vice versa, and the
combined MA-HS algorithm is an effective technique for
solving FS problems.

VI. COMPARISON AND DISCUSSION
The proposed method is compared with 12 state-of-the-

art meta-heuristic FS methods for demonstrating its perfor-
mance. The other methods described below are tried-and-
tested algorithms and have previously been used for the 18
benchmark UCI datasets. The other given meta-heuristics
are GA, BPSO [78], ALO, BGSA, binary Dragonfly Algo-
rithm (BDA) [74], binary Salp Swarm Algorithm (BSSA)
[79], Whale Optimization Algorithm (WOA) [80], BG-
WOPSO [81], Embedded Chaotic Whale Survival Algorithm
(ECWSA) [82], binary Grasshopper Optimization Algorithm
(BGOA) [83], WOASAT [84] and bALO-QR [83]. Among
these, BGWOPSO is a hybrid of Grey Wolf Optimization
(GWO) [85] and PSO, WOASAT stands for WOA with SA,
and bALO-QR is binary ALO hybridized with QuickReduct
(QR) [86]. The parameter settings of the other algorithms
used for comparison is given in Table 5. Let us first look at the
results of Table 6. It can be seen that the MA-HS algorithm
performs way better than its peers. The average rank of the

proposed algorithm is better than the second algorithm i.e.,
BDA by a considerable margin. Its average rank is 1.6 while
BDA has an average rank of 2.4. In 13 out of 18 or 72% of
the datasets, the proposed MA-HS algorithm gives the best
accuracy. For the remaining 5, it achieves the second rank for
3 of them. Only Exactly2 and KrVsKpEW datasets have a
worse rank.

Now let us analyze the results of Table 7. For 11 out of 18
datasets or 61% of the datasets, the proposed MA-HS method
gives the best result, i.e., least number of features. It obtains
the second rank for 6 of the remaining 7 datasets and gets
third rank for the other KrVsKpEW dataset. Therefore MA-
HS comes within second rank for 17 out of 18 or 95% of the
datasets. As a whole, MA-HS algorithm outperforms all the
compared algorithms by a wide margin and is assigned the
first rank.

From both Table 6 and Table 7, it can be seen that the
proposed MA-HS algorithm is successfully able to increase
the classification accuracy as well as reduce the number of
features. The versatility of the method is evident as it out-
performs many state-of-the-art meta-heuristic FS algorithms
for all kinds of datasets, be it small or large. The MA-
HS algorithm is able to achieve this performance because
of the combination of its underlying characteristics through
hybridization. The exploratory ability of MA coupled with
exploitative ability of HS algorithm gives it an edge over

VOLUME 4, 2016 11
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FIGURE 7: Convergence graphs obtained using MA, HS and MA-HS algorithms for 18 UCI datasets
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TABLE 5: Parameter settings of 12 state-of-the-art meta-heuristic FS methods used for comparison

Algorithm PopSize MaxIter
GA 8 70
BPSO 8 70
ALO 8 200
BGSA 8 20
BDA 8 20
BSSA 10 100
WOA 10 100
BGWOPSO 10 100
ECWSA 10 100
BGOA 8 20
WOASAT 10 100
bALO-QR 10 100

the others. In fact, the average rank obtained by the MA-HS
algorithm in Table 7 is substantially less making it a highly
suitable algorithm for FS.

A. STATISTICAL SIGNIFICANCE TEST
In order to find out the statistical significance of the

results, Friedman test [87, 88] has been performed. It is
a non-parametric statistical test and the procedure involves
ranking each row, and then considering the values of ranks
by columns. The final result gives a probability or p-value.
The null hypothesis states that the two sets of results have
the same distribution. If the two results are statistically sig-
nificant, then the p-value will be less than 0.05 which is a
universal threshold. If this comes out to be true then the null
hypothesis will be rejected. From the results given in Table 8,
it can be concluded that the results are statistically significant
as the p-values are less than 0.05 for each and every case.

VII. EXPERIMENTS ON HIGH DIMENSIONAL DATA
The authors have also performed experiments on high

dimensional microarray datasets to demonstrate the effec-
tiveness of the proposed method. Microarray data represent
the states of a cell at the molecular level and is used in
the field of medical research for cancer classification. These
datasets typically have a huge number of features (greater
than 1000). The proposed method has been used on three
publicly available microarray datasets, the details of which
have been given in Table 9. The obtained results have been
compared with state-of-the-art methods: GA, PSO, GSA,
SSA, ALO and HHO.

Table 10 shows the classification accuracy obtained by
the proposed method and the state-of-the-art algorithms on
the three microarray datasets and the average accuracy ob-
tained. Table 11 demonstrates the comparison of the number
of selected features for each of the three datasets and the
average number of selected features. It is quite evident that
on average the proposed method outperforms the other al-
gorithms in terms of classification accuracy, while selecting
fewer features, as shown in Figure 8 and Figure 9. For the
Leukaemia2 dataset, binary SSA achieves a slightly higher
accuracy than MA-HS, but selects a much greater number

(a) (b)

(c) (d)

FIGURE 8: Comparison of the classification accura-
cies obtained for microarray datasets by the proposed
method and the mentioned state-of-the-art methods

of features. Binary GSA selects a slightly less number of
features but with far lower accuracy. In all other cases, the
MA-HS algorithm proves to be clearly superior to the rest
of the methods. These experiments on high dimensional data
further establish the robustness of the proposed method.

VIII. CONCLUSION AND FUTURE DIRECTION
In this work, a novel meta-heuristic feature selection (FS)

algorithm called Mayfly-Harmony Search (MA-HS) has been
developed which is based on Mayfly Algorithm (MA) [15]
and Harmony Search (HS) [14]. To the best of the author’s
knowledge, the proposed hybridization is a new one, and has
never been used for solving FS problems in the past. The
authors have taken the help of S-shaped transfer function
(Equation 12) to change the continuous search space to a bi-
nary one consisting of only 0’s and 1’s. MA has been chosen
due to its high exploration ability and enhanced exploitation
ability is achieved by including HS as a reliable hybrid
method. FS is a binary optimization problem and the fitness
function is designed as such to maximize the classification
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TABLE 6: Comparison of the proposed MA-HS based FS algorithm with some state-of-the-art FS methods in terms of
classification accuracy

Dataset MA-HS GA BPSO ALO BGSA BDA BSSA WOA BGWOPSO ECWSA BGOA WOASAT bALO-QR
Breastcancer 0.9929 0.974 0.963 0.974 0.9686 0.9928 0.9768 0.9571 0.98 0.9518 0.9737 0.97 0.974
Tic-tac-toe 0.8385 0.7996 0.7996 0.783 0.7766 0.8469 0.8205 0.7511 0.81 0.7878 0.8038 0.79 0.8

Exactly 1 1 1 0.965 0.994 1 0.9803 0.75 1 0.7811 0.9999 1 0.912
Exactly2 0.76 0.77 0.768 0.762 0.77 0.7725 0.7582 0.69 0.76 0.7912 0.7565 0.75 0.76
HeartEW 0.926 0.8741 0.837 0.838 0.8296 0.8759 0.8605 0.76 0.85 0.8556 0.8635 0.85 0.884
M-of-n 1 1 1 0.967 0.994 1 0.9918 0.85 1 0.9213 1 1 1

WineEW 1 0.9888 0.9775 0.972 0.9775 1 0.9933 0.928 1 0.9802 0.9985 0.99 1
CongressEW 1 0.9679 0.9633 0.981 0.9633 0.9866 0.9628 0.929 0.98 0.9619 0.9772 0.98 0.972

Vote 1 0.9733 0.96 0.972 0.96 0.9894 0.9511 0.9387 0.97 0.95 0.9484 0.97 0.948
Zoo 1 0.902 0.9608 0.98 0.9804 1 1 0.9647 1 0.98 0.9778 0.97 0.961

Lymphography 0.9667 0.8378 0.8919 0.917 0.8649 0.9922 0.89 0.785 0.92 0.8739 0.8586 0.89 0.886
SpectEW 0.907 0.8955 0.8881 0.899 0.8433 0.8519 0.8361 0.787 0.88 0.7988 0.8565 0.88 0.9
BreastEW 0.9824 0.9754 0.9719 0.974 0.9544 0.9792 0.9484 0.9553 0.97 0.9733 0.9606 0.98 0.962
Ionosphere 0.9857 0.9489 0.9489 0.904 0.9432 0.9911 0.9182 0.89 0.95 0.8672 0.922 0.96 0.869
KrVsKpEW 0.974 0.985 0.9731 0.973 0.9549 0.9794 0.9644 0.9151 0.97 0.9392 0.9708 0.98 0.975

WaveformEW 0.835 0.7836 0.756 0.797 0.7344 0.758 0.7335 0.712 0.8 0.7985 0.7562 0.76 0.894
SonarEW 1 0.9904 0.9423 0.845 0.9135 0.9841 0.9372 0.8543 0.96 0.7638 0.9497 0.97 0.84

PenglungEW 1 0.9189 0.9189 0.827 0.8333 1 0.8775 0.729 0.96 0.8766 0.7712 0.94 0.665
Average Rank 1.6 4.5 6.1 6 7.5 2.4 6.6 10.3 4 7.7 6.3 4.7 6.2
Assigned Rank 1 4 6 5 10 2 9 12 3 11 8 5 7

TABLE 7: Comparison of the proposed MA-HS based FS algorithm with some state-of-the-art FS methods in terms of number
of features selected

Dataset MA-HS GA BPSO ALO BGSA BDA BSSA WOA BGWOPSO ECWSA BGOA WOASAT bALO-QR
Breastcancer 3 4 4 4.7 4 5 3.8 5.4 4.4 4.5 4.2 4.2 4.05
Tic-tac-toe 4 5 6 5 4 7 6 10.8 5.2 7.74 6 5.2 6.48

Exactly 6 6 6 5.75 4 6 7.2 6 6 7.1 6 6 5.85
Exactly2 1 1 1 1.5 1 7.1 2.7 5.7 1.6 9 5.4 2.8 5.85
HeartEW 4 5 3 8.6 3 5.7 5.8 8.6 5.8 9.4 7.4 5.4 5.8
M-of-n 6 6 6 6 5 6 7.1 9.7 6 5 6 6 5.85

WineEW 2 4 5 5.4 4 3.6 6.3 8.8 6 6 6.8 6.4 5.46
CongressEW 3 2 3 6.6 4 5.5 5.7 10.3 4.4 5.6 4.1 6.4 4.32

Vote 3 5 3 6.6 4 3.4 4.8 7.6 3.4 6 4.9 5.2 5.6
Zoo 5 4 5 5.7 6 4.4 6.7 9.9 6.8 8 5.4 5.6 5.92

Lymphography 6 5 5 7.3 6 8.2 10.3 10.5 9.2 7.7 7.4 7.2 9
SpectEW 5 5 6 7.6 5 6.8 10.9 11.2 8.4 7.8 8.7 9.4 7.7
BreastEW 5 8 9 13.8 10 11.5 16.7 21 13.6 15 13.2 11.6 12.6

IonosphereEW 3 7 7 11.7 9 11.5 15.8 21.4 13 9.52 9.1 12.8 13.6
KrVsKpEW 13 11 12 16.1 14 20.7 20.4 28 15.8 13 16.9 18.4 14.4

WaveformEW 13 15 15 20.5 14 23 22.9 33.2 14.2 14 21.5 20.6 20.8
SonarEW 16 19 22 26.6 24 25.6 33.4 43.4 31.2 20 30.5 26.4 24

PenglungEW 63 84 130 133.1 140 121.2 171.6 144.3 130.8 65 95.7 127.4 130
Average Rank 1.6 2.4 2.8 6.2 3.1 5.7 8 10.2 6.2 6.3 6 6.1 6.05
Assigned Rank 1 2 3 9 4 5 11 12 9 10 6 8 7

TABLE 8: p-values obtained using Friedman statistical test considering classification accuracy of the proposed MA-HS
algorithm over all other FS methods for 18 UCI datasets

MA HS GA BPSO ALO BGSA BDA BSSA WOA BGWOPSO ECWSA BGOA WOASAT bALO-QR
MA-HS 0.001 0 0.004 0.001 0 0 0.04 0 0 0.002 0 0 0.001 0

TABLE 9: Description of the microarray datasets used in the present work

Sl. No. Dataset No. of Instances No. of Attributes No. of Classes Domain
1 Leukaemia2 72 11225 3 Biology
2 DLBCL 77 5469 2 Biology
3 SRBCT 82 2308 4 Biology

TABLE 10: Comparison of the proposed MA-HS based FS algorithm with some state-of-the-art FS methods in terms of
classification accuracy on microarray datasets

Dataset MA-HS BGA BPSO BGSA BSSA BALO BHHO
Leukaemia2 0.9613 0.9352 0.8605 0.7611 1 0.8623 0.9223

DLBCL 1 0.93 0.82 0.87 0.77 0.87 0.947
SRBCT 1 0.88 0.9652 0.97 0.885 0.94 1

Average Rank 1.33 4.67 4 4.33 4.33 4.67 2.33
Assigned Rank 1 3 5 4 4 3 2
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TABLE 11: Comparison of the proposed MA-HS based FS algorithm with some state-of-the-art FS methods in terms of number
of selected features on microarray datasets

Dataset MA-HS BGA BPSO BGSA BSSA BALO BHHO
Leukaemia2 1508 5111 5198 1472 5228 5073 3979

DLBCL 1147 2452 2505 2558 2802 3476 1741
SRBCT 497 949 865 3872 1042 1071 798

Average Rank 1.33 4 4.33 4.33 6 6.67 2.33
Assigned Rank 1 3 4 4 5 6 2

(a) (b)

(c) (d)

FIGURE 9: Comparison of the no. of selected features
for microarray datasets by the proposed method and the
mentioned state-of-the-art methods

accuracy and minimize the number of features selected.
Furthermore, MA-HS has been applied on 18 UCI datasets
and 3 high-dimensional microarray datasets, and compared
with many well-known meta-heuristics. It proves that MA-
HS is able to obtain a desired high classification accuracy and
low number of features in comparison to the other methods.
MA-HS converges quickly to an optimal value as shown in
Figure 7 and Figure 6. It may be noted that the algorithm
can perform even better by optimizing the set of values of
the parameters. The parameter values have been tuned by
experimenting with a range of values and these have also
been discussed in subsection V-B. The set of parameters can
be further optimized but will require more experimentation.
According to the No Free Lunch Theorem [13], the algorithm
may not give the best results for all types of problems. This is
evident as the MA-HS algorithm does not give the best results
for all the datasets. The algorithm is sometimes prone to
premature convergence for datasets like Exactly2. As a future
scope of this work, more advanced classifiers may be used
for determining the fitness value. The mutation process may
be strengthened which will increase the exploration ability
of the algorithm. Other transfer functions such as V-shaped
or U-shaped can be used here. The meta-heuristic can be
combined with other state-of-the-art methods. The proposed
work can be used in various fields such as text mining,

bio-informatics such as genomics and neuro-imaging, image
processing and for industrial purposes such as fault diagnosis.

References
[1] Kittipat Kampa et al. “Sparse optimization in feature

selection: application in neuroimaging”. In: Journal of
Global Optimization 59.2-3 (2014), pp. 439–457.

[2] Mairead L Bermingham et al. “Application of high-
dimensional feature selection: evaluation for genomic
prediction in man”. In: Scientific reports 5 (2015),
p. 10312.
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