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ABSTRACT

A strategy is outlined to explore the contribution of errors in the specification of tropopause-level flow features
to the misforecast of individual synoptic and subsynoptic weather systems. The approach is founded upon a
potential vorticity (PV) perspective of the flow. It entails the identification of key upper-level PV error elements
at the forecast time, their Lagrangian retrodiction back to the initial analysis time in a process incorporating
intermittent PV inversion, and a further forward integration starting from the revised initial state. The procedure
can yield direct information on the role and strength of upper-level effects, and if the revised ‘‘forecast’’ verifies
successfully it can indicate the location and nature of the analysis error.

To illustrate the approach a case study example is provided of a significant misforecast of rapid surface frontal-
wave cyclogenesis. A conventional 24-h forecast with a limited-area NWP model failed to capture the low-level
cyclone, and the forecast exhibited significant errors in both its low-level and upper-level components of the
PV distributions. The revised simulation shadows the analyzed development much more successfully. The result
is discussed in the context of the need to improve the initial analysis fields and to devise alternative forecasting
strategies.

1. Introduction

Short-range numerical weather prediction of synoptic
and subsynoptic features is an event-orientated task. The
challenge is to predict for a narrow window in space
and time the occurrence or nonoccurrence of specific
weather systems, for example, rapid frontal-wave cy-
clogenesis or a frontal passage with accompanying
heavy rainfall. A significant forecast failure can be as-
sociated with the development of a nonpredicted system,
the nondevelopment of a predicted system, or the in-
accurate prediction of the amplitude and/or track of such
a system in space and time.

Forecast failure can itself be attributed to deficiencies
in the model formulation and/or error in the specification
of the initial field. Both shortcomings are compounded
by the error growth due to the intrinsic unpredictability
of atmospheric flow. Studies of the error growth of me-
dium-range forecasts indicate that there remains signif-
icant scope for model improvement (Simmons et al.
1995) and that initial conditions can also play a crucial
role (Molteni et al. 1996). Studies of the error charac-
teristics of short-range forecasts need to take into ac-
count the event-orientated and short-range nature of the
prediction task and thereby recognize that the error
growth need be neither spatially diffuse nor temporally
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sustained. In effect, localized transient growth, unrelated
to the standard Lyapunov rate, might frequently dom-
inate the error evolution.

The extant studies on error growth in short-range
forecasts have followed several avenues. Predictability
experiments with limited-area models have documented
the sensitivity of the domain-averaged error measures
to the lateral boundary data and the structure of the
initial perturbations–error fields (e.g., Errico and Baum-
hefner 1987; van Tuyl and Errico 1989; Vukicevic 1991;
Lüthi et al. 1996). Simulations of individual events have
provided some indication of the influence of spatial res-
olution, parameterization schemes, and initial analysis
errors (see, e.g., Kuo and Reed 1988; Mullen and Baum-
hefner 1989; Shutts 1990). Likewise, the COMPARE
project (see, e.g., Gyakum et al. 1995) intercompares
the performance of different operational forecast mod-
els. Results from this project, derived for an event of
secondary cyclogenesis, indicate a sensitivity to hori-
zontal resolution, a tendency to underestimate the deep-
ening and to slightly misrepresent the track, and also
an important contribution of upper-level features to the
cyclone’s initiation. An alternative approach to the prob-
lem is to exploit the adjoint of a limited-area forecast
model to investigate the sensitivity to errors in the initial
state and to ascertain the structure and growth rate of
the associated singular vectors (Errico and Vukicevic
1992; Errico et al. 1993; Ehrendorfer and Errico 1995;
Langland et al. 1995). The results suggest that the op-
timal structures for growth correspond to shallow lower-
tropospheric perturbations that slope upstream with
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FIG. 1. A schematic of the four-step PV-retrodiction cycle. It com-
prises (i) a comparison of the analysis and the standard forecast and
selection of key upper-level PV error elements at t 5 T, (ii) a La-
grangian advection of these elements back to the initial time in a
process involving intermittent PV inversion to successively modify
the analyzed fields, (iii) an incorporation of the resulting PV distri-
bution at t 5 0, and (iv) a further conventional foreward prediction
with the revised fields.

FIG. 2. The sea level pressure pattern (spacing 4 hPa, 996- and
1008-hPa isolines bold) for 0000 and 1200 UTC 13 January 1993.

height. Caveats to this approach relate to the limitations
of the tangent-linear model and the sensitivity of the
perturbations to the choice of the error norm. Another
conceivable approach would be to examine consecutive
operational forecasts during their (inevitably short)
overlapping integration periods.

The focus of this study is the diagnosis of the initial
errors in short-range forecasts. Such a diagnosis should
ideally help elicit the nature, cause, and/or origin of the
associated error(s) and point to the requisite remedial
action. For NWP forecast systems, the errors in the ini-
tial analysis stem from the combination of errors in the
background fields derived from an earlier forecast and
an inadequate observational dataset.

Deficiencies in the analysis can be related to, and
interpreted in terms of, errors in the location of key
upper- and lower-level flow features and to the richly
structured subsynoptic-scale features of the precursor
flow. Moreover, the projection of these errors onto the
singular vectors will determine the form and amplitude
of the subsequent error growth. A recent approach (Ra-
bier et al. 1996) has been to adapt the adjoint approach
to examine the sensitivity of the 48-h forecast errors
with respect to the initial analysis.

Here an alternative approach is pursued to diagnose
the contribution of tropopause-level flow features to
misforecasts. The strategy, based upon the potential vor-

ticity (PV) perspective, is outlined in the next section.
It can yield information on the nature of the PV error
in the initial analysis and insight on the dynamics of
the error evolution. Its use is illustrated by application
to a misforecast of an event of frontal-wave cyclogenesis
(section 3). In light of the derived results, some com-
ments are made on more general analysis, predictability,
and forecasting issues (section 4).

2. The approach

The PV perspective of synoptic and subsynoptic-scale
atmospheric flow is founded on three consituents: PV
conservation in the adiabatic and frictionless limit, PV
inversion in the balanced-flow limit, and PV partition
into coherent, distinctive elements of the observed flow.
The approach to be outlined here utilizes all three con-
stituents.

First, the concept of partition encourages the identi-
fication of cyclogenesis with the self-development and
the strong interaction of key PV elements. These ele-
ments are taken to be major undulations and fragments
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FIG. 3. ECMWF initialized analysis at the starting time of the forecast (i.e., 1200 UTC 12 January). (a)
Geopotential at 850 hPa (thin line, spacing 300 m2 s22) and potential vorticity (shaded, spacing 0.5 PVU, the
thick line denotes the l.5-PVU isoline). (b) Potential temperature field at 850 hPa (dashed lines, spacing 2 K)
and potential vorticity on the 310-K isentropic surface (shaded, spacing 1 PVU). Contour spacing is 2 K for
potential temperature and 1 PVU for potential vorticity. (The thick line corresponds to the 2-PVU isoline and
the bold to the 5-PVU isoline.)

of the potential vorticity on tropopause-transcending is-
entropic surfaces, elongated subsynoptic prefrontal
bands of low-level potential vorticity, emerging towers
of potential vorticity in the neighborhood of the incip-

ient cyclone, and the surface potential temperature pat-
tern that accompanies fronts. [For an account of the
nature of the various possible cyclogenetic interactions
see Hoskins et al. (1985), Hoskins and Berrisford
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2250 VOLUME 125M O N T H L Y W E A T H E R R E V I E W

FIG. 4. ECMWF initialized analysis fields on the 850-hPa surface for (a) 0000 UTC 13 January 1993 and
(b) 1200 UTC 13 January 1993. The displayed fields are geopotential and potential vorticity (same spacing
as in Fig. 3a). The bold line demarks the location of the vertical section shown in Fig. 6.
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FIG. 5. ECMWF initialized analysis fields for (a) 0000 UTC 13 January 1993 and (b) 1200 UTC 13 January
1993. The displayed fields are potential temperature (dashed lines) on 850 hPa and potential vorticity (shaded)
on the 310-K isentropic surface (same spacing as in Fig. 3b).
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2252 VOLUME 125M O N T H L Y W E A T H E R R E V I E W

FIG. 6. Cross section at 1200 UTC 13 January along the line indicated in Fig. 4. The displayed fields are
(a) PV (shaded, spacing 0.25 PVU for values less than or equal to 2 PVU and 1 PVU for values greater than
or equal to 2 PVU), potential temperature (dashed lines, thick line indicates 310 K, spacing 2.5 K), and
relative humidity (thin lines, spacing 20%); (b) diabatic heating rate (shaded, spacing 0.5 K h21), diabatic
PV rate (positive values solid lines, negative values dashed lines, spacing 0.1 PVU h21, zero line omitted),
and superimposed are the 1-PVU and 2-PVU isolines (dash–dotted lines).

(1988), Schär and Davies (1990), Joly and Thorpe
(1990), Thorncroft and Hoskins (1990), Davis and
Emanuel (1991), Reed and Stoelinga (1992), Malardel
et al. (1993), and Appenzeller and Davies (1996).] Piv-
otal to the present study is the deduction that in the
ambient environment of incipient cyclogenesis the
omission of one feature, or the misspecification of its
amplitude or location (and thereby its phase relative to
the other key PV signatures), can have a major impact
upon the subsequent development.

Second, the principle PV conservation can be applied
to anomalously positive PV elements at tropopause level
since, for these stratospheric in origin features, the in
situ diabatic and frictional effects are comparatively
weak. (This clearly does not apply to mid- and low-
tropospheric PV elements that often owe their very ex-
istence to cloud-diabatic effects.) In effect these ele-
ments are/were advected quasi-conservatively by the
flow field.

Third, the concept of inversion (together with retrod-

ictive advection) provides an estimate of the space–time
history and the associated flow field of these tropopause-
level PV elements.

The proposed diagnostic strategy utilizes these three
constituents of PV perspective to examine a misforecast
and entails four sequential steps (see Fig. 1):

1) the identification of key upper-level PV error ele-
ments at the forecast time by comparison with the
contemporaneous analysis;

2) the Lagrangian retrodiction of these elements back
to the initial time in a process involving intermittent
PV inversion to successively modify the advective
component of the analyzed (or model forecast) flow
fields;

3) incorporation of the resulting PV distribution at the
initial time to form a revised initial analysis; and

4) a further conventional forward prediction with the
revised fields.

[In step 2 the back trajectories are evaluated using
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FIG. 6. (Continued)

the procedure documented in Wernli and Davies (1997),
and the PV inversion is performed by applying an it-
erative procedure to an approximate form for the po-
tential vorticity relation. The accuracy of the latter
scheme can be, and is, monitored by recomputing the
full potential vorticity from the derived fields.]

This four-step procedure isolates the contribution of
the upper-level PV error. It has therefore the potential
to provide information on the nature of the error in the
initial field and to yield insight on the role of upper-
level effects in the cyclogenesis.

3. A case study

To illustrate the foregoing approach we apply it to a
misforecast of one particular event of rapid Atlantic
frontal-wave cyclogenesis in January 1993. The analysis
data are derived from the 6-h ‘‘forecast-cum-analysis’’
cycle of the European Centre for Medium-Range Weath-
er Forecasts (ECMWF). The Centre’s T213/L31 oper-
ational model has an effective horizontal resolution of
approximately 70 km in midlatitudes and a vertical res-
olution at tropopause levels of about 25 hPa (Simmons
1991).

Simulations of the event are performed with a version
of the so-called Europa model (EM)—the limited-area
weather prediction model of the German weather service
[for details of the model formulation and parameteriza-
tion schemes see Majewski (1991)]. The model operates
with a rotated coordinate system and delivers a hori-
zontal resolution of 0.58 (about 55 km in the North
Atlantic); for this study, it was operated with 32 levels
in the vertical. The model’s integration domain encloses
most of western Europe and the North Atlantic, and at
the lateral boundaries the simulated fields are relaxed
to those of the ECMWF analysis.

a. Synopsis of the analyzed event

The genesis of the frontal-wave cyclone occurred in
the 24 h from 1200 UTC 12 January 1993. The system
originated on an elongated cold front that trailed out
from Europe to the mid-Atlantic. Figure 2 shows the
sea level pressure (SLP) pattern for 0000 and 1200 UTC
13 January. The system is discernible at the earlier time
(Fig. 2a) and intensified rapidly in the 6-h period to
1200 UTC to yield a tight mesoscale low pressure sys-
tem off the South Wales coast (Fig. 2b). A detailed
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FIG. 7. As for Fig. 2 but now derived from the EM forecast.

analysis recording the synoptic, satellite, radar, and PV
signatures of the event is given by Browning and Rob-
erts (1994). Here a synopsis is given of features that
are particularly pertinent to the present study.

At the starting time for the forecast—1200 UTC 12
January—the analysis shows that at 850 hPa there is a
slack mid-Atlantic trough with a weak PV anomaly at
its base (Fig. 3a). Also at this time there are hints of
almost collocated undulations in the 850-hPa thermal
field and upper-level PV pattern (Fig. 3b). The corre-
sponding fields at 0000 and 1200 UTC 13 January (see
Figs. 4 and 5) show synchronous development of upper-
and lower-level features. By 1200 UTC 13 January there
is, at 850 hPa, a distinct mesoscale trough with a col-
located thermal ridge and a strong mesoscale arch of
potential vorticity, while aloft on the 310-K isentropic
surface there has emerged a compact quasi-circular sub-
synoptic PV feature (labeled P1 in Fig. 5) to the west
of the low-level system.

Further details of the strength and structure of the
system’s PV anomalies at 1200 UTC 13 January are
shown in the cross sections displayed in Fig. 6 (location

of the section is marked in Fig. 4b). A diabatic-induced
tropospheric PV tower extends to 500 hPa, with its max-
imum (;1.5 PVU) located just below the 850-hPa level.
The tower’s diabatic heating rate and PV production rate
at this time (computed following Wernli and Davies
1997) possess maxima of, respectively, 2 K h21 at 800
hPa and 0.5 PVU h21 at 950 hPa. These patterns are
consistent with the continuous production and subse-
quent destruction of potential vorticity of the air parcels
as they transit through the tower (cf. Wernli and Davies
1997). The stratospheric PV intrusion aloft has an am-
plitude of about 7 PVU and reaches down to circa 450
hPa in a region that is essentially devoid of diabatic
effects.

From a PV perspective, the tower and the intrusion
contribute substantially to determining the depth and
location of the associated surface cyclone. Thus, the
accurate representation of the structure and amplitude
of these features is requisite for a successful forecast.
Finally note that at 1200 UTC 13 January the sytem’s
upper- and low-level features are suitably phased for
continued development, and indeed in the subsequent
24 h the depression deepened a further 20 hPa.

b. A forecast

A 24-h forecast from 1200 UTC 12 January per-
formed with the EM model and starting from the initial
analysis fields of the ECMWF fails to capture the cy-
clogenesis.

Comparison of the evolution of the forecasted fields
(Figs. 7–9) with the corresponding analysis fields (Figs.
2, 4, 5) reveals only modest differences at 0000 UTC
13 January, but the differences amount to a significant
misforecast by 1200 UTC. At the latter time the SLP
field shows only a weak cyclone, and likewise at 850
hPa the geopotential and potential temperature fields
exhibit much weaker and more southerly undulations
than those of the analysis. In the forecast fields the
tropospheric PV signal is much less pronounced, and
the upper-level PV pattern is less structured and weaker
(approximately 3 PVU compared with 7 PVU in the
analysis field).

c. Application of the approach

The first task—step 1—is to identify key upper-level
PV error elements at the forecast time. Coinspection of
the forecasted and analyzed PV patterns on the 310-K
isentropic surface for 1200 UTC 13 January (Figs. 5b
and 9b) indicates that two analyzed anomalies (labeled
P1 and P3 in Fig. 5b) are absent from the forecast field,
while a third (labeled P2) is much too weak. This is
further highlighted in Fig. 10a, which shows the cor-
responding difference—hereafter termed somewhat
loosely the PV error.

The error associated with P1 is unipolar and localized,
that of P2 is unipolar but somewhat weaker and more
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FIG. 8. The analog of Fig. 4 but now derived from the forecast with the EM model.

diffuse, whereas that associated with P3 is dipolar and
more complex. The unipolar and dipolar error types are
suggestive, respectively, of an undetected PV anomaly
and of a mislocated PV anomaly. The inference regard-

ing P1 is supported by inspection of a succession of
analyzed isentropic charts that reveal the nonconser-
vation of its amplitude (cf. Figs. 3b and 5). The mis-
representation of the P1 anomaly contributes directly to
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FIG. 9. The analog of Fig. 5 but now derived from the forecast with the EM model.

the misforecast of the structure and strength of the sur-
face cyclone, and the misplacement of P3 to a location
closer to the evolving cyclone could have influenced the
latter’s track and ascent field.

For step 2, two three-dimensional envelopes are es-
tablished that fully encompass the spatial domains de-
marked by large PV errors associated, respectively, with
the P1 and P3 anomalies. These envelopes are then re-
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FIG. 10. (a) Difference in the PV field at 310 K between the 24-h
EM forecast and the ECMWF-initialized analysis field at 1200 UTC
13 January. Solid (dashed) lines correspond to positive (negative)
values (spacing 1 PVU, zero line omitted). (b) The backward traced
envelope of the upper-level PV anomaly labeled P1 in Fig. 5. The
envelope is indicated by a dashed line at 1200 UTC 13 January, a
dotted line at 0000 UTC 13 January, and a continuous line at 1200
UTC 12 January. (c) The analog of (b) but for the envelope of the
upper-level PV anomaly labeled P3.

trodicted for four successive intervals of 6 h to 1200
UTC 12 January. At the end of each interval the mod-
ified PV distribution is inverted to derive a revised es-
timate of the flow. Depictions of the initial location and
subsequent track of the two envelopes on the 310-K
surface are shown in Figs. 10b,c. The P1-related and the
P3-related anomalies at 1200 UTC 12 January have the
form of two elongated bands that extend out over the
Atlantic from near Newfoundland.

The result of step 3—the reconstitution of the fields
at 1200 UTC 12 January—is shown in Fig. 11. Com-
parison with the corresponding analyzed patterns for this
time (Fig. 3) is instructive. On the 310-K isentropic
surface, the PV pattern is more richly structured with a
stronger PV streamer extending southeast from New-
foundland into the Atlantic and a localized anomaly
located poleward of its tip and within the stratospheric
reservoir. In contrast, at 850 hPa, the meteorological
fields are essentially unchanged and this is consistent
(see next subsection) with the signal from the upper-
level mesoscale PV anomalies having a short vertical
penetration scale.

The result of step 4—the 24-h forecast starting from
the modified initial state at l200 UTC 12 January—

yields the forecast displayed in Figs. 12–14. Comparison
with the corresponding ECMWF fields (Figs. 3–5) show
that the structure of the upper-level PV pattern bears a
closer resemblance to their analysis. However, the P1

anomaly is more fragmented and assumes a structure
not unlike the P1–P2 couplet in the analysis field. (We
comment further on this aspect in the next subsection.)
At low levels the features resemble the realized cyclone,
and in particular the observed and ‘‘repredicted’’ low-
level PV anomalies possess similar structures and am-
plitude.

Figure 15 shows the track and pressure fall of the
surface wave cyclone as recorded in the analysis and as
predicted in the original and the revised forecasts. In
the revised forecast the cyclone follows the observed
track but fails to capture the full pressure drop during
the last 6 h of the integration.

d. Discussion

This case study demonstrates the feasibility and the
potential of the present diagnostic approach for analyz-
ing misforecasts. To further illustrate this point we con-
sider here four aspects that arise directly from an in-
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FIG. 11. Revised initial fields that incorporate the two retrodicted PV anomalies P1 and P3. (Displayed
fields and spacings as in Fig. 3.)

tercomparison of the ECMWF analysis, the original EM
forecast, and the revised forecast with the modified ini-
tial state.

First, consider the original and the revised forecasts.
The significant difference between these fields lends cre-
dence to the hypothesis that subsynoptic–mesoscale up-
per-level PV anomalies can exert a seminal influence

upon surface wave cyclogenesis. Furthermore, it indi-
cates that the present approach constitutes an attractive
tool for examining predictability aspects of such sys-
tems. (As an aside, we stress that the role of the upper-
level anomalies might be merely catalytic and possibly
confined to triggering or modifying the location, timing,
or amplitude of the low-level convection. It is clear that
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FIG. 12. As for Fig. 2 but now derived from the revised forecast.

the strong low-level PV signature of this cyclogenesis
event is diabatically induced in situ.)

Second, consider the upper-level PV anomalies in the
ECMWF analysis and in the revised analysis at the ini-
tial time. The difference in their structure, together with
the comparative success of the ‘‘revised forecast,’’ sug-
gests that this difference accounts for a significant com-
ponent of the error in the initial state. The retrodicted
‘‘PV errors’’ are finescaled and located near the tro-
popause break and jet stream(s). These factors render
their signal less apparent in the in situ geopotential and
thermal fields. For example, it is difficult to visually
distinguish between the 300-hPa geopotential patterns
of the ECMWF and the revised analyses, and the quan-
titative difference amounts to a maximum of about 50
m at the core of the trough. The signal associated with
the P1 anomaly can be inferred from Fig. 16. The figure
shows features of the ECMWF and the revised analysis
at 1200 UTC 12 January in a vertical section aligned
across the distinctive PV filament extending out over
the Atlantic. The retrodicted P1 anomaly directly sup-

plements and intensifies the potential vorticity of this
filament, concomitantly reduces (strengthens) by some
10 m s21 the jet stream located to its west (east), and
modifies somewhat more weakly the potential temper-
ature field. The vertical penetration of this subsynoptic
anomaly is comparatively small and its signal is not
apparent below 700 hPa. One inference is that the anom-
aly’s detection is favored by in situ wind measurements.

Third, consider the structure of the analyzed surface
event and that simulated in the revised forecast. The
reasonable resemblance suggests that the dynamics of
the PV anomalies detected at upper-level relate directly
to and can shed light upon the nature of the error evo-
lution. In this context consider the dynamics of the two
anomalies P1 and P3. From a PV perspective their in-
teraction influences their tracks. For example, it in-
duces a tendency to increase the eastward progression
of P1 and to decrease that of P3. This inference is sup-
ported, for example, by the velocity signal of the P1

anomaly as deduced from Fig. 16. Likewise, P1 and P3

can in principle influence the movement and devel-
opment of the surface low. The evidence of Fig. 16
suggests that, at least initially, the influence upon the
track is negligible. However, the anomaly P1 is suitably
located to influence the location and strength of the
low-level ascent and thereby to instigate and maintain
the diabatic processes responsible for the generation
of the PV tower.

Further insight, and indeed support, for the foregoing
inferences can be gained by applying the method set
out in section 2 in slightly different forms. Here we
record some examples: (a) a simulation based upon the
prior retrodiction of only the single anomaly P1 pro-
duced, in comparison with the earlier ‘‘standard’’ ex-
periment, a surface low with a similar structure but a
retarded location; (b) a simulation following the retrod-
iction of a large upper-level envelope encompassing all
three anomalies (P1, P2, and P3) resulted in only a mar-
ginally better forecast; and (c) a repeat of the standard
simulation but omitting the intermittent PV inversions
during the retrodiction (i.e., performing the backward
integration with merely the analyzed fields) resulted in
a significant misplacement of the cyclone. The latter
experiment serves to illustrate the nonlinearity of the
error evolution.

Fourth, consider the structure of the upper-level PV
anomalies of the revised forecast and the ECMWF anal-
ysis at the final forecast time (Figs. 5b and 14b). It was
noted earlier that the revised forecast resulted in a more
fragmented P1 anomaly. This is partly attributable to the
revised forecast being based only upon a retrodiction of
P1 and P3. Other factors contributing to the difference
are one or a combination of the following factors: (i)
observational error at the forecast time, (ii) errors arising
from numerical and/or physical limitations of the fore-
cast model during the revised forecast, (iii) errors de-
riving from the four-step diagnostic procedure (in par-
ticular the approximations associated with the trajec-
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FIG. 13. The analog of Fig. 4 but for the revised forecast.

tories and the form adopted for the PV inversion), and
(iv) the incomplete representation of the upper–lower-
level interactions during retrodiction. None of these fac-
tors can be excluded a priori, and their relative contri-
butions are difficult to disentangle since they are cou-

pled during the retrodiction and forecast. The first three
factors are in effect technical limitations. The fourth is
intrinsic and related to the irreversibility of diabatic and/or
rapidly mixing flow, and fragmentation of a PV anomaly
is one phase of such mixing.
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FIG. 14. The analog of Fig. 5 but for the revised forecast.

4. Further remarks

In essence this study indicates that our phenomeno-
logical approach is useful for the diagnosis of misfore-
casts associated with upper-level errors. The adoption
of a PV perspective helps to locate the geographical

domain of the initial error and provides dynamical in-
sight on the nature of the space–time evolution of that
error. In principle, the approach can also shed light on
some esoteric aspects of predictability and on practical
strategies for remeding deficiencies in the analysis.
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FIG. 15. (a) The track of the cyclone and (b) the minimum sea
surface pressure. The solid lines correspond to the ECMWF analysis
fields, long-dashed lines to the standard EM forecast, and short-
dashed ones to the revised forecast.

In the context of predictability, we first note that sin-
gular vector analysis of idealized simulations of cyclo-
genesis (Rabier et al. 1992; Langland et al. 1995) and
routine ensemble predictions (Molteni et al. 1996) both
indicate that the amplitude of the dominant singular vec-
tors tend to be confined to the lower troposphere. An
interpretation is that suitably located small PV pertur-
bations at these elevations can rapidly induce large-am-
plitude signals in the potential vorticity pattern at tro-
popause level and in the potential temperature pattern
at the surface and that thereafter these induced pertur-
bations could interact synergetically [cf. the quasi-res-
onant growth documented for an idealized, but related
configuration, by Davies and Bishop (1994)]. Whereas
such mechanism might set the intrinsic predictability
limit for initially linear atmospheric perturbations, the
preexistence of finite-amplitude perturbations at tropo-

pause level in realized flows can eliminate the need for,
and reliance upon, a low-troposphere perturbation.

The diagnostic approach advocated in this study also
has import for the design of adaptive observational strat-
egies. This follows from noting that tropopause-level
PV errors can influence the flow field throughout the
troposphere, whereas their correction requires only in
situ data. In effect, for these forms of error, additional
data would be required only in a domain that is limited
both horizontally and vertically.

Information related to the location of such domains
can be obtained by (a) routine use of the approach to
yield climatological statistics on the frequency and lo-
cation of PV errors and (b) quasi-real-time inspection
of the upper-level PV errors plus frequent retrodictions
(of, say, 12 h) to provide synoptic patterns of the ‘‘cur-
rent’’ error.

Improvement of the analysis fields within the pre-
sumed error domain can be sought by a more effective
use of the time history of the available data and possibly
from appropriate adaptive observational strategies. It is
helpful to note that the existence and evolution of tro-
popause-level flow features that are seminal to surface
development are evident in satellite water vapor images
(see, e.g., Appenzeller et al. 1996). For the case study
reported here we also note that the domain of the initial
error is regularly traversed by intercontinental flights of
commercial airlines and that upstream over the North
American continent there is also a wealth of observa-
tional data. However, the efficacy of the latter data is
diminished somewhat by the potentially rapid evolution
of the upper-level anomalies.

Finally we note that there have been two recent ap-
proaches to ameliorating the deficiencies in the initial
fields, and both hinge upon the rapid identification of
the evolving error fields and the instigation of corrective
measures. Rabier et al. (1996) extended their study of
the sensitivity of errors in the forecast field to the initial
analysis and demonstrated that there is a potential to
derive improved forecasts by performing a revised and
longer forecast with a suitably modified initial field. M.
Demirtas and A. Thorpe (1996 private communication)
advocate monitoring the satellite water vapor imagery
and, in the event of a mismatch with the model’s initial
analysis, adjusting the analyzed tropopause’s topogra-
phy to align with the imagery. In a similar vein to these
studies, the present approach could also be adapted to
provide ongoing pseudo-forecasts by regularly perform-
ing short (6 or 12 h) cycles of ‘‘forecast–analysis–re-
trodiction,’’ followed by an extended revised forecast.
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