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ABSTRACT
In up-to-date years deep learning has accrued diverse state-of-the-art results in many fields. However, most
of the research efforts chiefly focus on pure technologies or engineering optimizations of deep learning.
Inadequate consideration has been paid to it from the panorama of the philosophy of technology. Given
the universal Darwinism panorama, technology is regarded as the seventh life form, which, like the other
six well-known life forms, has the driving forces of survival and evolution. Similar to genes, temes are the
inheritors of technology. If temes do not yield to the law of “survival of the fittest”, they will be discarded by
the evolution. In this paper, we refined the essence hidden behind deep learning’s uproar emergence from a
technical panorama. We then rendered its importance and philosophical perspective of deep learning. Based
on the point of view of “teme” (the basis of technology), we moreover analyzed the inherent teme-related
defects of deep learning. Finally, we addressed the possible teme-driven directions for deep learning.

INDEX TERMS Deep learning, philosophy of technology, universal Darwinism, teme

I. INTRODUCTION

As the most crucial advancement in the realm of artificial
intelligence (AI), deep learning has dramatically widened the
state-of-the-art in many fields like recognizing speech [1],
translating texts [2], labeling images [3], playing strategy
games [4], predicting protein folds [5], intrusion detection
[6], and driving automobiles [7] in the recent years.

Artificial neural networks, especially with multiple hidden
layers (hence the term deep), are remarkably good at learning
the mapping between input (i.e., raw data) and output (a set of
categories). For example, in handwriting recognition images,
a neural network learns a mapping between input images
and numerically classified (e.g., 0, 1, 2, ...). This kind of
computing paradigm is called “end-to-end” [8].

Deep learning is known for its power to self-generate inter-
mediate representations. Technically, it is a multistage way to
learn data representations, discovering the underlying struc-
ture in big data-sets using various back-propagation variants.
For instance, as shown in Figure 1, the network transforms
the digital image into a representative image that is way
more different from the original image, and the figure also
portrays the growing number of information about the final

result. These representations can be obtained by composing
nonlinear but straightforward modules, which transform the
representation at a low level into a higher, usually more
abstract level.

For classification tasks, the higher level of representation
amplifies the input parts, eliminating discrimination while
suppressing the irrelevant variations. We can regard a deep
neural network as multiple information-distillation levels,
where information goes through successive filters and comes
out increasingly purified [9].

Deep learning implementations can provide greater accu-
racy, better predictive performance, greater flexibility, and
reconfigurability [10]. To a large extent, its success is chiefly
ascribable to its inclination, which learns novel features or
patterns and understands data representation in both a su-
pervised and/or unsupervised hierarchical manner [11], [12].
Although having played a pivotal role in earlier AI and neural
networks investigation [13]–[15], philosophy heretofore has
been principally soundless on deep learning [16].

Much AI research is still focused on producing useful and
profitable information processing, whether or not the results
provide philosophical understanding [17]. Specific to deep
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FIGURE 1. Hierarchical representations learned by deep learning from massive handwritten digital images

learning, most research endeavors are leveled toward pure
technology or engineering. As far as we know, few compar-
isons have contemplated the bearings in deep learning from
the perspective of philosophy of science and technology.
If we could re-examine deep learning know-how from this
viewpoint, we would find captivating insights into it.

Based on the observation of science and technology phi-
losophy, we are engaged in analyzing deep learning trends
in this paper. There is no doubt that deep learning plays
an essential role in AI. Nevertheless, deep learning itself
has many limitations and may well be approaching walls
[18]–[21]. This paper makes a tentative discussion on the
following problems from a novel philosophical perspective
– temes : (1) what are the potential “teme-related” defects of
deep learning? Furthermore, to survive, (2) what are its trends
driven by temes?

The rest of this paper is organized as follows. In Section
II, a formal definition of deep learning is provided, and
its essence is refined. Then, the relations and differences
of gene, meme and teme are discussed in more detail in
Section III. Followed by Section IV, an intuitive thought
experiment is carried out to prove the significance of this
paper. In subsequent Section V , three teme-related defects
in deep learning, including brute force (overeating data), low
intelligence-energy density and superficial understanding,
will be thoroughly explained. Then, in Section VI, a datasim
perspective will be utilized to take an in-depth inspection of
deep learning technologies. At last, some workable solutions,
namely future trends, will be explained in Section VII.

II. FORMAL DEFINITION AND ESSENCE OF DEEP
LEARNING
The essence of an artificial neural network is to approxi-
mate a function through the fitting of massive data. This
function is expected to have a smart mapping between input
and output. The mathematical basis of deep learning is the
universal approximation theorem [22]. The theorem says that
any continuous function can be approximately obtained by
combining a series of simple affine function sets (such as
sigmoid, tanh or ReLU [23]).

It is worth mentioning that recently scholars have also
proved the universality of deep convolutional neural network
(CNN) strictly in mathematics [24]. It means that CNN also
can approximate any continuous function when the neural
network is deep enough. At a very high level of abstraction,
deep learning is actually a series of nested functions. In a
feed-forward neural network, the function F : Rn0 → Rout

can be defined as the Eq. 1:

F (x; θ) = f1(x) ◦ g1 ◦ · · · ◦ fL ◦ gL ◦ fout (1)

where fl( l is the layer number of network) is a linear
function, which sums up all the weighted inputs from the
previous layer, and gl is a nonlinear activation function,
which is used for nonlinear transformation to improve the
representation ability of the neural network. The parameter θ
is composed of input weights matrix Wl ∈ Rk·nl×nl−1 and
bias vectors bl ∈ Rk×nl for each layer l ∈ [L].

The output of the l-th layer is a vector Xl =
[xl,1 · · ·xl,nl

]T of neuron activation functions xl,i of the units
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FIGURE 2. Hidden layer learns a representation so that the classes of data are linearly separable

i ∈ [nl]] in that layer. The l-th layer can be computed from
the neuron activation functions of the antecedent layer by
Xl = hl(fl(Xl−1)). The linear layer of l is given by

fl(xl−1) =WlXl−1 + bl (2)

where fl = [fl,1, fl,2, . . . , fl,nl
] is an array composed of nl

previous vectors fl,i ∈ Rk.
Given the activation of the i-th unit in the l-th layer, the

output is given by

xl,i = hl,i(fl,i(Xl−1)) (3)

For simplicity, gl ◦ fl can be abbreviated as hl. The most
general form of machine learning, deep or not, is supervised
learning. An objective function of supervised learning is
often used to measure the error (or distance) between the
actual output and the expected one. If there is an error,
then the neural network’s linked weights will be adjusted
properly by the learning algorithm like back-propagation
[25], consequently reducing the error to the tolerable range.

There are hundreds of millions of adjustable parameters
and millions of labeled samples in a typical deep learning
system, which trains the model to learn optimal or sub-
optimal parameters and makes the loss function reach a
minimum.

The advantage of the deep neural network is that, from the
first layer, it can distort the input space hierarchically. This
feature is handy for the classification. Each hidden layer can
be regarded as a folding operator. After multiple successive
layers are cleverly folded, the original linear indivisible space
(the classes of data) become linearly separable [26].

As illustrated in Figure 2, the role of hidden layer neurons
of a neural network can be interpreted as a function that
transforms input patterns (examples of which are on the red

and blue lines) from a nonlinear separable space (shown in
the middle panel) to a linear separable space [27].

Figure 2 is a demonstrative example with only two in-
put units, two hidden units, and one output unit. However,
the current neural network for natural language processing
(NLP) or object recognition may contain tens or hundreds
of thousands of neurons. Through innumerable hyper-plane
distortions, neural networks are still useful for categorizing
tasks, but they are no longer interpretable to humans.

III. RELATED WORKS : FROM GENE, MEME TO TEME
There have been many academic articles discussing trends
in deep learning [10], [28]–[30]. Young et al. [28] discussed
the development trend of deep learning by taking natu-
ral language processing as an example. More technically,
Nwankpa et al. [29] highlighted the recent trends in the use
of the activation functions for deep learning applications. In
a niche area, such as personality detection, Mehta et al. [30]
summarized significant deep learning models that have been
employed for personality detection and offered the future
development direction of deep learning in this application
field. At the higher macro-level, Hatcher et al. [10] provided a
comprehensive reference for trends in deep learning in terms
of implementations, platforms, and algorithms.

One of the above studies’ commonality is that they focus
on a fundamental technical or engineering perspective. This
perspective is valid, but it may not be in-depth and compre-
hensive enough. If we want to gain a more in-depth insight,
we have to pull away from the technical details to another
novel viewpoint: the philosophical perspective. It helps us to
observe the trends of deep learning in a more general and
more thorough manner.

In this philosophical perspective, three concepts will be
involved, namely gene, meme, and teme. They are described
below, respectively. According to Darwin’s theory of evolu-
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tion, all life evolves, and the fittest survives. On the other
hand, Kevin Kelly, a philosopher of technology, argued that
in addition to archaea, protists, eubacteria, fungi, plants, and
animals, the technium had matured the seventh kingdom
of life [31]. The concept of the ‘technium’ was coined to
embody the vast techno-social system, and the technium
incorporates all the machines, society, culture, and philoso-
phies connected with technologies. As ‘technium’ evolves, it
develops its own dynamics [32].

The concept of teme emerges from meme. So, what is
meme? Builds upon the principal hypothesis of George C.
Williams’s Adaptation and Natural Selection (1966) [33], the
biologist Richard Dawkin published his influential book the
Selfish Gene (1976) [34]. In 1983, Dawkins may have first
neologized the term “universal Darwinism” [35]. It is utilized
to demonstrate his hypothesis that any possible life forms
outside the solar system would evolve by natural selection
just as they do on Earth.

Dawkins clarified that the replicator at the base of Dar-
winian selection does not have to be DNA. According to this
insight, he isolated the second type of replicator from the
gene, named meme(short for memtics), which is a basic unit
of cultural transmission or imitation. Meme is a newly devel-
oped theory aiming to interpret the evolutionary mechanisms
of culture from the perspective of Darwinism [36].

Like the other six organisms, technology also has a driving
power of evolutionary, and the principle of “survival of the
fittest ” also applies to it. If the evolution of real-life depends
on genes, and the inheritance of culture relies on meme, what
is the carrier of technological evolution? Yes, it is teme.

Following Dawkins’ lead, another British psychologist Su-
san Blackmore (known by a successful science book named
The Meme Machine) demonstrated that there exist three
replicators – genes (the basis of life), memes (the basis of
human culture), and temes (the basis of technology) on the
Earth, as Figure 3 shows.

In Blackmore view, a teme is a sort of special meme
(short for technological memes). By temes, the information
is stored, reproduced, modified and selected by electronic (or
photon, or quantum) machines [37].

As we all know, the “Elements” is the most successful
and influential mathematical book, written by the ancient
Greek mathematician Euclid. It is the foundation of European
mathematics. Literally, the “element” is the atomic unit of
mathematical reasoning. Analogously, life, culture and even
technology are their basic units about information transfer
and inheritance , which are gene, meme and teme, respec-
tively.

A gene is the fundamental physical and functional unit of
heredity. Genes can be passed from ancestor to offspring and
contain the information needed to specify traits [38]. Not all
genes are retained and passed on to future generations over
the long course of evolution. From the Darwinist perspective,
people widely believed that natural selection of genes could
be summarized as “survival of the fittest”.

As mentioned earlier, Richard Dawkins put forward a new
theory to explain the evolution of culture [39]. Dawkins
argued that if an individual in any system ultimately produces
or depends on a kind of information body, which has three
traits of heredity, variability and selectivity, then evolution
is bound to happen. Therefore, evolutionary is not limited to
biological genes, but any replicator with the three character-
istics described above.

As a result, Dawkins first proposed the framework
“meme”. A meme is an idea, style, or behavior, which spreads
employing imitation from people to people within a culture
and often conveys the symbolic meaning of representing a
specific phenomenon or theme [40], [41]. According to the
Oxford English Dictionary, meme is that an element of a
culture that may be considered to be passed on by non-
genetic means, esp. imitation.

There are obvious differences between gene and meme.
Gene can move only vertically, from one generation to the
next, via meiosis. Memes also can move vertically, but more
often horizontally, within generations.

As for technology, Susan put forward the concept of teme,
the third replicator, which is derived from meme [37]. In a
nutshell, temes are the information that technologies carry as
they evolve [42].

In the framework of temes, as one of the cutting-edge tech-
nologies in AI, deep learning (a kind of electronic algorithm)
naturally belongs to the kind of new life, so it needs temes
to maintain its survival and inheritance. As a result, it has
a strong desire to reproduce themselves and have a robust
internal evolutionary drive to weed out the lousy temes,
which are not conducive to reproduction. In a sense, this is
a more generalized “Universal Darwinism” [43].

IV. AN INTUITIVE THOUGHT EXPERIMENT
Philosophers often use thought experiments (mostly logical
reasoning) to argue their points. The earliest logical thought
experiment in history was Aristotle’s syllogism [44]. A syl-
logism is a shred of logical evidence that applies deductive
reasoning to reach a conclusion based upon two or more
propositions asserted or assumed to be true [45].

Syllogistic arguments are usually represented in a three-
line form. For example:

• Major premise: All humans are mortal, ∀x(S(x) →
M(x)).

• Minor premise : Aristotle is human, S(p).
• Conclusion : Aristotle is mortal, M(p).
There is a similar thought experiment of “syllogism” for

deep learning technology:
• Major premise: All life follows the law of “survival of

the fittest” (A).
• Minor premise : Deep learning technology is also a kind

of “life” (B).
• Conclusion : Deep learning follows the law of “survival

of the fittest” (C).
For major premise A, we have Darwin’s theory of evo-

lution as a guarantee. For minor premise B, we have made
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FIGURE 3. Three replicators on the Earth

a deduction in the related work of Section III. As a result,
according to the logic of “syllogism”, we can conclude that
deep learning technology can also be bound by the law of
‘‘survival of the fittest”. Therefore, there is a driving force of
the “technical evolution” for deep learning; otherwise, it will
be eliminated in the future of technology competition.

Now, the question is, (1) what are the teme-related defects
that would put it at a disadvantage in evolutionary competi-
tion? Furthermore, (2) how to avoid or improve these “teme-
related” defects. The answer to the latter question is the
trends in deep learning driven by “teme”. We will address
these issues in the subsequent section.

V. TEME DEFECTS OF DEEP LEARNING
It seems that with unlimited data and countless computational
resources, there might be a little need for any other theories in
deep learning [46]. However, as François Chollet ( the author
of Keras, a well-known deep learning framework) said,

"For most problems where deep learning has en-
abled transformation with better solutions, we

have entered diminishing returns territory in 2016-
2017."

As with all influential technologies in their early-
flowering, deep learning also needs to surmount a range of
severe hurdles [47]. Consequently, concerns remain about
its teme-related defects that may hinder deep learning from
evolving for survival. Here, teme-related defects are used to
describe the inherent imperfections of deep learning technol-
ogy.

A. BRUTE FORCE
It is a well-known fact that the significant improvements
in high-performance computing and the abundant supply
of big data provide a strong basis for verifying empirical
hypotheses. However, one of the most problematic aspects of
deep learning is that it has immeasurable performance but not
enough interpretability. In other words, deep learning itself is
hard to articulate why it performs so well in specific fields,
and it even has the nickname “brute force reasoning”. There
is another simple and straightforward interpretation of the
nickname: “quantity is quality”.
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FIGURE 4. Two distinct eras of computation usage in training AI systems(credit : OpenAI [48])

Notwithstanding, deep learning performance depends
mostly on the “parameter tuning” with algorithm engineering
expertise. Even with the same algorithm, performance can
vary widely due to diverse parameters. As a result, algorith-
mic engineers have to spend a lot of time and energy (that is,
using brute force), like alchemy, on exploring with different
neural network parameters hoping for better performance.
Deep learning with “brute force” teme may not be the kind
of intelligence we want. Machine learning’s kernel task is
to understand “learning" itself, but the current deep learning
technologies have moved away from it.

At the International Conference on Machine Learning:
Perspectives and Applications (ICML 2015) in Berlin,
Vladimir Vapnik, a notable AI expert, offered a philosophical
perspective: “ideas and intuitions come either from God or
from the devil. The difference is that God is clever, while the
devil is not. ” [49] Vapnik proposed that both big data and
deep learning have the teme of brute force.

Furthermore, one of the big slogans of deep learning is
that it can be easily extended. AlexNet in 2012 had 60M
parameters [3], but now many deep learning-based models
have at least 1000 times the number of parameters compared
to AlexNet. For example, recently, OpenAI has trained a
Generative pre-trained Transformer 3 (GPT-3) model, an
autoregressive language model that utilizes deep learning to
generate human-like text. The model has 175 billion param-
eters [50].

Therefore, the questions remain, are these current models
with massive parameters delivering more than a thousand-
fold performance improvement? How about even 100 times?
Another of OpenAI’s research comes in handy [48].

As we can see from Figure 4, in the field of artificial
intelligence, there is a doubling of computing power roughly
every two years since the introduction of the perceptron in
1959. Nevertheless, since 2012, the trend has been more
pronounced, with performance doubling every 3.4 months.

Figure 4 manifests that deep learning-based models cannot
be scaled up to get better performance. A beneficial machine
learning model does not require a large sample of train data
or tremendous computing power. Nonetheless, the existing
AI models do the opposite.

In the evolutionary chronicle of life, it is a liability to
consume many resources to survive. The extirpation of the
dinosaurs, for instance, is a piece of vivid evidence. For
preaching the importance of saving living resources, some
religious sects even specify gluttony as “deadly sin”.

Cherishing living resources is not only a virtue for human
beings but also technology. However, deep learning at present
also contains some “deadly sins” - such as overeating data.
Indeed, suppose deep learning remains complacent about
its addiction to “big data”. In that case, it may be a dead-
end, and we will miss the opportunity that nature has given
us to explore the fundamental principles of learning. When
children accomplish cat recognition or dog, we all know that
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they only need some pictures or object observation to finish
the learning. Children acquire knowledge based on small
samples rather than big data. In contrast, models based on
deep learning often expect hundreds of millions of sample
training to achieve so-called learning tasks. Furthermore,
overeating data also reflects that the current deep learning al-
gorithms have a great “misunderstanding” of learning nature.

B. LOW “INTELLIGENCE-ENERGY DENSITY”
Based on the previous analysis, we can see that, from the
perspective of “temes”, the current deep learning technology
has some “teme-related” defects such as “brute force” and
overeating data. As stated above, technology can be regarded
as the seventh life form. By the nature of sustaining a living
being, any life requires energy expenditure. Deep learning
also has another teme-related defect of overeating energy.

According to Google, AlphaGo’s deep neural network
model typically was trained over more than 16,000 proces-
sors. In the course of the match against humans, according
to the energy consumed (set as parameter E), AlphaGo ran
on 1920 CPUs and 280 GPUs. Estimated, on average, each
CPU consumes 200 watts (W ), and each GPU consumes
800W , with a total consumption of more than 600, 000 W.
Lee Sedol’s brain, by contrast, consumes only 20W . In terms
of the record of Lee Sedol and AlphaGo, although Lee Sedol
lost by 1 : 4, on the whole, it can still be regarded as the same
intellectual order of magnitude as AlphaGo (set as parameter
I). Here we creatively propose a concept of intelligence-
energy density (parameter set as D) :

D =
I

E
(4)

With this simple paradigm, we can perceive that Lee
Sedol’s “carbon-based” brain can undoubtedly defeat
“silicon-based” of AlphaGo. In terms of performance of
intelligence-density, AlphaGo is just one in a hundred thou-
sand of Lee Sedol. From this point of view, it may bring back
a bit of human dignity.

Advances in techniques and hardware for training deep
neural networks have recently impressive improvements
across many fundamental Natural Language Processing
(NLP) tasks, with the most computationally-hungry models.

Training the state-of-the-art NLP model based on deep
learning requires many computing resources, which corre-
spondingly necessitate considerable energy, appreciable fi-
nancial burden, and even environmental cost. The estimated
CO2 emissions are listed in Table 1. It can be observed from
Table 1 that the NLP model based on deep learning consumes
huge energy [51].

More importantly, if the theory of temes concerning “evo-
lution of technology‘’ makes sense, then the low level of
“intelligence-energy density” of deep learning, such as Al-
phaGo, will undoubtedly be challenging to survive. The tech-
nology with low energy consumption is the eternal pursuance
of humankind. If the “temes” of deep learning desire to pass
from one generation to the subsequent, such a teme, it must

Consumption CO2e (lbs)
Air travel, 1 passenger, NY↔ SF 1984
Human life, avg, 1 year 11,023
American life, avg, 1 year 36,156
Car, avg incl. fuel, 1 lifetime 126,000

Training one model (GPU)
NLP pipeline (parsing, SRL) 39
tuning & experimentation 78,468
Transformer (big) 192
neural architecture search 626,155

TABLE 1. The estimated CO2 emissions from training common NLP models,
compared to common consumption

be improved by “artificial selection". A natural evolutionary
tendency is that it must be democratized and universalized to
enhance its “intelligence-energy density”.

C. SUPERFICIAL UNDERSTANDING
We comprehend that the concept of “deep” in deep learning
refers to technical architectural features, or more specifically,
it implies that neural network stacks lots of hidden layers.
Nevertheless, for now, the “deep” does not refer to the deep
learning having a deep understanding of abstract concepts.

Most of deep learning networks rely heavily on a tech-
nique, called convolution [52]. Unfortunately, this powerful
technique also has a critical inherent teme-related defect,
known as translational invariance. Invariance to translation
implies that, if we translate the inputs, Convolutional Neural
Network (CNN) can still determine correctly the class to
which the input should belong. Take Figure 5 as an example.
Regardless of the translation, rotation, and scaling of the
stone lion image, it can still be categorized as a lion by using
the property of translational invariance.

Translation invariance is the output of pooling operations
[53]. Through pooling, the output of the convolutional net-
work is the statistical result of a specific local region. To put
it simply, the output of max-pooling is the maximum of a
specific region. In contrast, the output of average pooling is
the mean of this region, as exhibited in Figure 6.

As we replace the output with the maximum in max-
pooling, even if we swap the input moderately, it may not
influence the final result. For example, suppose that one-
dimension pixel vector [1,3,4] inadvertently is changed as
[1,4,3]. Its maximum is still "4". Consequently, translational
invariance is a beneficial property where the object’s location
is not required precisely.

As a result, it can improve the robustness of classification
in CNN. For instance, if a CNN model is built to detect faces,
features such as eyes, nose and mouth, they are required to be
detected regardless of where they appear. The pseudo-code of
face recognition workflow by using CNN can be simplified
and described in Algorithm 1:

If the CNN network can detect the face’s features as
accurately as possible, it can determine that it is a face or not.
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FIGURE 6. Pooling Operation in CNN

In most scenarios, the logic of face recognition described in
Algorithm 1 is applicable.

On closer inspection, the above logic, however, is flawed.
Refer to the two sub-graphs (a) and (b) in Figure 7. On
the left is a completely misplaced portrait of face features,
and on the right is a portrait of a woman with “plausible”
features (painted by Picasso). For the two images, each
human faces’ partial features, such as eyes, nose, and mouth,
exist objectively.

If the parts are checked separately, it would not be ugly.

However, when all of them are put together somehow, these
so-called “face” are unacceptable to ordinary humans. That
is not what we want, so what is the problem? Their mistakes
are that the face features’ relative positions in the two images
differ from ordinary people.

If the CNN algorithm, shown in Figure 7, is used to detect
the two images, at high probability, it would tell that both
are faces. However, humans may not identify with it. It
indicates that there is a sizeable cognitive gap between the
CNN algorithm and the human brain. As a result, it proves
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(a) The dislocated "face" (b) The famous grotesque figure by Picasso

FIGURE 7. ‘Faces’ that change feature locations

Algorithm 1 The working principle of Face recognition in
CNN
Input: Massive amount of trained face images
Output: Binary classification: face or not

1: face feature detection by using CNN;
2: if has a nose & has a mouth & has two eyes & has two

ears then
3: classify it as a face;
4: else
5: this is the other object;
6: end if

that even if CNN works in most cases, it cannot cover up its
inherent defects of temes: a superficial understanding of the
input data.

CNN usually has a high accuracy rate in the classification
task. However, is it the right goal for a deep learning algo-
rithm to continuously improve the accuracy rate? Professor
Geoffrey Hinton did not think so. According to Hinton’s
idea [54], an ideal facial recognition algorithm would look
something like an Algorithm 2.

Algorithm 2 The working principle of Face recognition in
CNN
Input: Massive amount of trained face images
Output: Binary classification: face or not

1: face feature detection by using CNN;
2: if has two adjacent eyes & has one nose under eyes &

has one a mouth under nose & has two symmetrical ears
then

3: classify it as a face;
4: else
5: this is the other object;
6: end if

In addition to identifying features, the algorithm is also

expected to understand the spatial hierarchy among features.
That is to say, a higher level of classification algorithm should
depend on the appropriate representation of content rather
than the simple feature detection.

Once a good representation of the context is found, the
context will have a solid understanding. This better repre-
sentation can then be used for pattern recognition, semantic
analysis, building abstract logic. A good understanding of
representation can achieve a more advanced goal of AI. Al-
though the translation invariance brought by CNN’s pooling
strategy makes classification more reliable, it pays the price
for the loss of pose information, which is exactly conducive
to the excellent representation of content. Here pose infor-
mation refers to 3D orientation relative to the viewer but
also the lighting and the coloring. CNNs are known to have
a problem when objects are rotated in 3D space or when
lighting conditions are changed.

As for Figure 8, it is easy for humans to identify the lion,
no matter how it rotates in high dimensional “pose space”.
Simultaneously, it is difficult for the CNN classification algo-
rithm to distinguish the lion in a 3D space rotation. Because
people can understand the content of an image, whereas the
CNN algorithms only can detect a few key features, once the
features change, it becomes way above the pay grade.

Hinton ever commented that CNN has a high accuracy rate
of classification. On the surface, it appears that it is a good
situation, but a disaster. Accordingly, Hinton asserted: “CNN
is doomed to have no future”. Hinton’s critique of CNN’s
shortcomings goes hand in hand with a possible solution,
known as the Capsule Neural Network (CapsNet) [55]–[57].

VI. DEEP LEARNING FROM A DATAISM PERSPECTIVE
As can be seen from the previous analysis, deep learning is
essentially a kind of electronic algorithm that “overeats” data
and energy. In other words, deep learning is a data-hungry
algorithm, which is undoubtedly one of the representative
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FIGURE 8. A lion rotating in 3D space

works of dataism.

Dataism is a terminology that was neologized for describ-
ing the emerging of big data and practiced to illustrate the
significance of data philosophy [58]. Dataism asserts that the
universe consists of data flows, and its contribution to data
processing determines the value of any phenomenon or entity
[59].

In the 150 years since Charles Darwin published On the
Origin of Species, life sciences tend to regard biology as a
biochemical algorithm. Simultaneously, in the 80 years since
Alan Turing came up with the Turing machine concept, com-
puter scientists have learned to design increasingly complex
electronic algorithms.

Now, dataism tries to put the two together and points out
that the same mathematical laws apply to both the biochem-
ical and the electronic algorithms. That is to say, dataism
collapses the barrier between life and machine. Logically,
both the biochemical and the electronic algorithms share the
same desires: survive, grow, and reproduce (evolution). To
achieve this, they both have an intrinsic developmental drive
and an evolutionary urge.

According to the view of universal evolution, “survival of
the fittest”, whether genes of biochemical algorithm or the
temes electronic algorithm, whichever do not adapt to the
environment, will be mercilessly ostracized by nature.

Technology is a complex system and an evolving pro-
cess [60]. Any technology, including deep learning, is not
perfect. It has its own inherent teme-related defects. As
a consequence, it necessitates being on the road of self-
reconstruction and evolution perpetually. The current deep
learning is no exception to technology evolution. There is
a rigorous demand for deep learning to improve its own
“temes” and accept the baptism of evolution.

VII. THE EVOLUTIONARY DIRECTION OF DEEP
LEARNING
At present, deep learning still has a utilization market, but
it gradually parted away from science. The situation means
that, if we neglect AI science, we are doomed to repeat the
history of “AI winter”. It is as if genes determine what we will
look like in the future, and temes will define what technology
will look like in the future, unless the genes or temes are
being continuously improved. For doing this, technological
evolutionary for deep learning may be carried out from the
following three directions.

A. COMBINATION OF FUNCTIONALITY AND
INTERPRETABILITY
The causation and interpretability of the world still play
a decisive role for humans in achieving knowledge break-
throughs. Because of the data, the machine can only discover
the unknown parts of the current knowledge domain. Without
an explainable model, however, the upper boundary of the
current domain of knowledge is restricted by the linearly
increasing computational power of machines, which cannot
be extended to a new knowledge domain.

The success of deep learning is, to no small extent, a
triumph of utilitarianism in the era of big data. In typi-
cal implementation scenarios, deep learning models have
millions or even billions of parameters. The deep learning
models became more complex, losing their adaptability and
transparency. As a result, these models are identifiable to
their developers not in terms of human interpretable labels,
but only in terms of their topology within a complex network
[18].

Although these models, to a certain extent, can be double-
checked in real data, the laissez-faire attitude of the pursuit
of utilitarianism rather than the interpretability is a kind
of degeneration of human beings, which carries substantial
potential risks in the future.
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On the other hand, adversarial samples’ existence may lead
to the failure of the pre-training model [61], and the irra-
tionality of the training data will also be magnified locally.
To further improve the algorithm performance, optimize the
network parameters, and enhance the model’s generalization
ability, the deep learning model needs to be interpretable.
In conclusion, explainable AI (XAI) is becoming critical for
deep learning [62].

In terms of the interpretability of deep learning, some re-
searchers have made some reasonable attempts. For example,
some researchers have utilized the information bottleneck
theory to open the black box of deep learning [63]. At the
same time, some scholars take advantage of self-explanatory
neural models that generate natural language explanations. In
other words, deep learning models that have a built-in module
that generates explanations for the predictions of the model
[64].

In the future, to overcome the “teme-related” defect of
superficial understanding, the incorporation of functionality
and interpretability will be a promising research direction.
Indeed, the current success of AlphaGo, to some extent,
depends on both connectionism based on deep learning and
interpretable logical reasoning based on the Monte Carlo
Tree Search [65], [66].

B. ACTIVE LEARNING BASED ON SMALL DATA

Deep learning is the representative of connectionism. It
should be noted that the original bionic subject of connec-
tionism was the human brain. Now, human has evolved into
the most intelligent life on Earth. Therefore, we should not
forget the original intention of AI. Some of the outstanding
human characteristics can still be a guide to AI research.

In evolution, human beings can create so many new things
and are good at active learning based on small data [67] and
excel at extrapolates based on transfer learning [68]. Active
learning is any learning activity in which one participates or
interacts with the learning process. For efficiency, transfer
learning is often used to solve one problem and apply it
to a different but related problem. In a relatively new field
where there is not much data and experience to learn, transfer
learning is vital.

In essence, whether active learning or transfer learning
is an economical learning style, saving data, computational
power, and training time. The two kinds of learning are the
active choice of human beings under the condition of limited
resources. For machine learning, "limited resource" means
that learning can only be done with limited labeled data and
computing resources.

At present, the ability of AI, in terms of transfer learning
and active learning, is still wanted. For instance, even though
AlphaGo can beat any human Go player, but if we slightly
change the rules of chess, such as changing the board’s
shape from square to hexagonal, AlphaGo will suddenly be
catastrophically forgotten. Its hard-earned “intelligence” will
be useless immediately. If AlphaGo is expected to perform

well in new environments, it must be trained again using new
training data from scratch.

However, this “revolutionary” technological iteration does
not conform to the evolutionary laws of nature. Therefore, a
higher-order algorithm needs to have the learning ability such
that it is based on small data and the initiative to find valu-
able data. It follows the continuous technological evolution
strategy to achieve the purpose of self-active learning.

C. SPECIAL CHIP FOR ENERGY-SAVING
The energy consumption of data transfer among machines,
CPU processes, and threads is a big deal [69]. To save
energy, let us take some inspiration from the calculations of
biological brains. There is a synaptic gap between the axon’s
end and the adjacent dendrites in the living brain’s neural
network, chemicals called neurotransmitters spread. In this
way, the nervous system completes the signal (namely, data)
transmission among neurons. This localized data transmis-
sion significantly saves a lot of the brain’s energy, which is
the body’s most energy-consuming organ.

In contrast, the current artificial neural network system
(deep learning) relies on computing power to transmit all
data, and every neuron in the extensive network is traversed
and accessed. This kind of data passage significantly con-
sumes energy and increases the difficulty of neural network
training. Therefore, it is sensible to conclude that if the
current artificial neural network has found a brain-like data
transmission mechanism, it will be much more productive
and significantly lesser energy consumption.

May benefit from biological brain inspiration, a method
called dropout was proposed by Srivastava and Hinton et al.
[70]. Its key idea is to randomly drop units (along with their
connections) from the neural network during training. To
some extent, it reduces the number of neurons involved in the
training process. Further, it is a way of preventing overfitting.
However, it is a random disabling mechanism, far from being
a conscious local connection of biological neurons. We still
have a long way to go to take a cue from biology.

From the perspective of technological evolution, technolo-
gies with low “intelligence-energy density” are challenging
to be reproduced and inherited. Therefore, to maintain the
continuity of electronic algorithms, special energy-saving
hardware is also called upon to save more energy con-
sumption and enhance deep learning’s “intelligence-energy
density”. In this respect, Chinese computer scientists have
made a reasonable endeavor. They proposed a dedicated
processor instruction set for deep learning and based on this
instruction set. They designed the deep learning chip named
Cambrian, whose work area and power consumption is only
one-hundredth of mainstream GPUs [71].

VIII. CONCLUSIONS AND FUTURE WORK
Artificial intelligence, represented by deep learning, has
made remarkable achievements in recent years. Neverthe-
less, deep learning has many teme defects, such as “brute
force”, low “intelligence-energy density”, and superficial un-
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derstanding. From the perspective of technological evolution,
these teme-related defects may lead to the stagnation of deep
learning. For avoiding such a situation, it is essential to
improve the defects in these aspects.

In this paper, we also discuss several workable directions
for improving the teme-related deficiencies of deep learning.
To this extent, many advances in computer science, brain
science, cognitive science, psychology, and philosophy are
also expected to combine with deep learning. Only in this
way can we go further on the road to the technological
evolution of AI.

In the book Sapiens: A Brief History of Humankind [72],
Yuval Harari constructed a new historical evolution frame-
work based on “common virtual” and dataism. This new
framework reveals the laws of “evolution of evolution” re-
lated to memes and temes. In the future, we will use this novel
perspective to investigate the technological evolution of deep
learning further.
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