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ABSTRACT The Internet of Things is a flexible, emerging technology and an innovative development of the 

environmental trend. It is a large and complex network of devices in which fog computing plays a growing 

role in order to handle the information flow of such large and complex networks. Influence of their activities 

on carbon emissions and energy costs in unlimited results. Dynamic and efficient load balancing technology 

can be used to improve overall performance and reduce energy consumption. Load can be transferred or shared 

between computer nodes through load balancing technology. Therefore, the design of energy-efficient load 

balancing solutions for edge and fog environments has become the main focus. In this research work, we have 

proposed Dynamic Energy Efficient Resource Allocation (DEER) strategy for balancing the load in fog 

computing environments. In the presented strategy, initially the user submits tasks for execution to the Tasks 

Manager. Resource Information Provider registers resources from Cloud Data Centres. The information about 

the tasks and resources are then submitted to the Resource Scheduler. The resource scheduler arranges the 

available resources in descending order as per their utilization. The resource engine after receiving the 

information of tasks and resources from the resource scheduler assigns tasks to the resources as per ordered 

list. During execution of tasks, the information about the status of the resources is also sent to the Resource 

Load Manager and Resource Power Manager. The Resource Power Manager manages the power consumption 

through the resource On/Off mechanism. After successful execution of tasks, the resource engine returns the 

result to the user. Simulation results reveal that the presented strategy is an efficient resource allocation scheme 

for balancing load in fog environments to minimize the energy consumption and computation cost by 8.67 % 

and 16.77 % as compared with existing DRAM scheme.    

INDEX TERMS: Internet of Things; load balancing; fog computing; energy efficiency; resource 

management. 

I. INTRODUCTION 

The “Internet of Things” (IoT) is a flexible, emerging 

technology and is one of the most advanced environmental 

trends in which over 50 billion things (e.g. sensors, mobile 

devices, and other computer nodes) are linked to the 

Internet by 2020 [3-5, 10]. Fog computing will play an 

increasing role in managing the information flow of such 

large and complex networks [2, 13]. The effect of their 

activities on carbon emissions and related costs of energy 

has unlimited consequences. Fog computing is a next level 

of cloud computing that provides applications and service 

to the network edge in a decentralized paradigm [1, 8, 17]. 

It is an IoT and edge computing platform [18-19]. 

Centralized and geo-distributed computing nodes allocate 

resources to IoT applications [38-40]. Choosing the 

appropriate computing node for each request is the 

responsibility of the resource scheduler and managers [47-

50]. The computing nodes may be overloaded or under-

loaded after assigning the tasks [7, 11]. Dynamic and 

efficient load balancing techniques can be used to increase 

overall performance and reduce energy consumption. 

Because “high-performance cloud infrastructure” 

consumes large amounts of energy, and eliminates carbon 

and heat emissions in the environment, green cloud 
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measures focus on efficient use of “cloud computing 

infrastructure” and minimizing power consumption [12, 

42]. Consider the bulk of power consumption in a data 

center comes from computing processes, disk access, 

networking and cooling needs. Increase of power 

consumption in data centers contributes to higher 

operational costs as well as it has a severe impact on the 

environment [9, 25]. Therefore, energy saving techniques 

have become necessary because of their environmental and 

economic benefits [51]. In addition, it is easy to understand 

the relationship between workload style behaviour and 

random changes [37, 41]. The load can be transferred or 

shared between the computer nodes in load balancing 

techniques [20-24, 29]. The design of energy-efficient load 

balancing solutions for the edge-fog environment has 

therefore been focused.  
In [6], a “Dynamic Resource Allocation Strategy” 

(DRAM) for balancing the load in fog computing is 

presented. The major objective of the paper is to obtain 

high load balancing in the fog and cloud platforms 

regarding all kinds of computing nodes. The DRAM 

procedure consists of four key steps, i.e. (a) partition fog 

operation, (b) spare node storage detection, (c) Dynamic 

source allocation for fog web subsets, and (d) globally 

allocation of resources based load-balancing. Although the 

DRAM strategy obtains great load balancing for all kinds 

of computer nodes in cloud and fog environments, 

however, the main issues of fog environment and cloud 

infrastructure were not considered by the researchers as 

energy usage and computing prices.   
In our work we systematically inquired and solved the 

above mentioned challenges by presenting Dynamic 

Energy Efficient Resource Allocation (DEER) strategy for 

balancing the load in fog environment. In the presented 

strategy, initially the user submits tasks for execution to the 

Tasks Manager. Resource Information Provider register 

resources from Cloud Data Centers. The information about 

the tasks and resources are then submitted to the Resource 

Scheduler. The resource scheduler arranges the available 

resources in descending order as per their utilization. The 

resource engine after receiving the information of tasks and 

resources from the resource scheduler assigns tasks to the 

resources as per ordered list. During execution of tasks, the 

information about the status of the resources is also sent to 

the Resource Load Manager and Resource Power Manager. 

The Resource Power Manager manages the power 

consumption through the resource On/Off mechanism. 
The main contributions of the proposed work are as 

follows: 
 We have presented Dynamic Energy 

Efficient Resource Allocation (DEER) 

strategy for energy efficient resource 

scheduling and load balancing in cloud 

computing.   
 In the proposed DEER strategy, the user will 

submit “n” numbers of tasks to Task 

Manager. It is assumed that for each task, the 

computational cost and energy consumption 

is predefined on the basis of the instructions 

that it contains.  
 The Resource Information Provider (RIP) 

will register the “n” number of resources. It is 

also assumed that for each resource, the 

computational cost and energy consumption 

is predefined for each task on the basis of 

instructions contained in that task. 

 The Resource Scheduler obtains information 

about the tasks from Tasks Manager. The 

tasks are sorted according to computational 

cost and energy consumption in ascending 

order S1<S2<S3... Sn.  

 The Resource Scheduler obtains information 

about the resources from RIP. The available 

resources are sorted according to 

computational cost and energy consumption 

in descending order R1>R2>R3... Rn.  

 The Resource Scheduler transmits the tasks 

and resource information to the Resource 

Engine.  

 The Resource Engine assigns tasks to the 

resources as per sorted lists and starts 

execution and also shares the status of tasks 

and resources with Resource Load Manager.  
 The Resource Load Manager examines the 

resource status during task execution, which 

transfers this status to the Resource Power 

Manager. 
 The Resource Power Manager manages the 

resource on / off power status based on 

resource load status. 
 The Resource Engine will compile the result 

and send the results to the user after 

successful execution of tasks. 
The assumptions taken in the proposed work in respect of 

information about the tasks and resources are reasonable in 

reality. Because in cloud computing the resources in the 

form of virtual machines have predefined configurations 

for execution of tasks (since task is combination of multiple 

instructions) in terms of MIPS (Million Instructions Per 

Second), computational cost and energy consumption [26].   

Rest of the paper is organized as follows: Section 2 presents 

the related work. Section 3 provides the system design and 

model. Section 4 presents evaluation methods including 

simulation tool, application modelling and performance 

evaluation parameters. Section 5 presents experimental 

setup, results and discussion. Finally, section 6 concludes 

the paper. 

II. RELATED WORK 

The related work is reviewed in respect of cloud 

computing, fog computing, IoT applications, load 

balancing and simulation tools used for cloud and fog 

computing environments.  
Cloud computing helps to control the next paradigm data 

centers and allows cloud deal earners to rent data center 



This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/ACCESS.2020.3035181, IEEE
Access

 

 

VOLUME XX, 2017 3 

 

 

resources based on client QoS (Quality of Service) criteria 

to deploy applications. Cloud applications have various 

requirements for composition, deployment and 

configuration. Measuring the performance of policies with 

respect to resource allocation and task scheduling schemes 

in more detail in cloud paradigm for various services 

models and applications under different loads, energy 

efficiency (heat dissipation, power consumption) and 

device size is a challenge to tackle [27]. Fog computing as 

a “distributed computing paradigm” extending to the 

corner of the web the facilities provided by the cloud. It 

allows the smooth use of cloud and corner incomes 

together with its own organization. It facilitates computer, 

networking and memory facilities administration and 

programming among data centers and end devices. Fog 

computing involves essentially parts of an application 

executing in the cloud and between last opinions. Sand the 

cloud devices, i.e. smart gateway sand routers [26]. Fog 

computing supports movement, diversity of asset and 

device, cloud interplay, and distributed information 

analytics to meet applications necessities that need low 

potential with large and dense geographic distribution. Fog 

computing benefits from both corner and cloud 

computing–while benefiting from the close proximity of 

edge devices to endpoints, it also leverages cloud resource 

scalability on demand [26]. 
In recent years, many smart devices and things, like 

wearable IoT devices, smartphone, manufacturing and 

office things, have been furnished with devices that can 

detect physical data in the environment in real time [30]. 

The implementation of the “Internet of Things” (IoT) is a 

concept according to which many smart instruments are 

linked via the Internet and supported by information 

analysis. Many IoT requests have been carefully read to 

advance everyday life, including smart conveyance, smart 

fitness, smart towns, and smart house [30]. Due to the large 

amount and speed of data flows produced by IoT devices, 

the cloud, which provides common and efficient computer 

resources, is an intelligent “head” for processing and 

storage of large data produced by spread IoT devices [31-

32]. However, since the data stream produced by IoT 

devices is transmitted to a cloud data center via the Internet, 

the transmitted data can consume a large amount of 

bandwidth and power in the central network [33]. In 

contrast, remote clouds are often far from IoT nodes, so 

data flow delays may be too large, definitely for several 

responsive IoT applications [34]. So, we can reduce the 

load on traffic in the core network by using fog nodes that 

deliver computer devices to IoT devices and IoT 

manipulators [35-36]. In order to resolve the problem of 

balancing the load in fog environment [14], a dispersed IoT 

device association LoAd Balancing (LAB) strategy was 

developed that allocates IoT devices to the corresponding 

BS (Base Station) / Fog nodes to minimize the delay of all 

data streams. The BS constantly evaluates the traffic load 

and computational load in the circuit and sends the 

information. At the same time, for IoT devices, the 

corresponding BS can be selected at each repetition based 

on the assessed traffic load and the computational load of 

the BS / Fog node. In addition, it was shown that the 

proposed algorithm is convergent and efficient. In [6], a 

“Dynamic Resource Allocation Strategy” (DRAM) for 

balancing load in fog environments is presented. The major 

objective of the paper is to obtain maximum load balancing 

in the fog and cloud platforms for all kinds of computing 

nodes. The DRAM procedure consists of four key steps, 

i.e. (a) partition fog operation, (b) spare node storage 

detection, (c) Dynamic source allocation for fog web 

subsets, and (d) globally allocation of resources based load-

balancing. Although the DRAM strategy obtains maximum 

load balancing for all kinds of computer nodes in cloud and 

fog platforms, however, the main issues of fog 

environment and cloud infrastructure were not considered 

by the researchers as energy usage and computing prices. 

In [43], a GATS (Geography-Aware Task Scheduling) 

strategy was presented that schedules tasks geographically 

by considering spatial difference in green data centers. 

GATS adopts one of a queue model for analysis of green 

data centers. A random process was used with general 

process distribution for modeling of arriving process. The 

proposed strategy GATS collectively considers and utilizes 

spatial differences of several aspects such as the price of 

grid, active irradiation area of solar panels, solar radiation, 

on-site air density, maximum servers available in each 

green data center, wind speed, and rotor area of wind 

turbines. GATS was an optimal task scheduling strategy 

that solved the interior point method. GATS also optimally 

determines the allocation of tasks of all scheduled 

applications. Similarly, in [44], a dynamic mechanism was 

presented for allocation of heterogeneous resources on 

requests to various applications. The proposed mechanism 

was specifically designed for VCDC (virtualized cloud 

data center. The proposed approach utilizes as possible as 

minimum number of virtual machines to accommodate the 

current demand. The authors also tried to solve the problem 

of overhead between revenue and energy cost of VCDC.   

In order to solve the issues of latency, deadline, availability 

of resources and bandwidth in fog environment, RTES 

(Real-Time Efficient Scheduling) strategy was presented in 

[45]. The major aim of the proposed RTES was to balance 

the load efficiently using the bandwidth available in fog 

environment. In [46], a simple Tabu search mechanism for 

load balancing optimally between the cloud and fog nodes 

was presented. The major aim of the proposed Tabu search 

mechanism is to compute and process the tasks received 

online.  

In [15], a method of dynamic load balancing using a fog 

computer distributed system was proposed in which fog 

nodes can transfer computing tasks to neighboring nodes 

with available queue space based on the distribution of 

computing power and demand for tasks.  Typically, load 

balancing procedures are based on an index or load index 

that produce an estimate of the node’s workload relative to 

the global average. As such the said load catalog is used to 

identify load imbalances if the load catalog of one node is 

significantly upper or lesser than the load catalog of other 
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nodes. This shows that the CPU queue length is 

information about the remaining resource and can be used 

as the corresponding time-sharing workstation load index. 

In [35], a strategy was introduced for a multi-agent 

organization that implements the dynamic planning of 

smart devices. The Energy Internet model is based on the 

vertical setup of four main subsystems, namely, the 

architecture proposed in [36]: in which there are various 

levels i.e., perception level, network level, fog level and 

control level. The ultimate goal is to create a customizable 

power system that can perform intelligent energy planning 

in real time. The “CloudSim” [26] toolkit majorly supports 

modeling and building one or more practical technologies 

such as (VMs) over a “Data Center” simulated node, jobs, 

and then mapping them to appropriate VMs. Then it also 

permits several data center recreation to qualify a 

federation study and related VM migration policies for 

consistency and automatic application scaling [27]. New 

cloud claims, such as public web, business applications, 

game portals game portals scientific workflows, and 

content delivery, all work at maximum level of 

architecture. Real usage format of various real-world 

scenarios change over time and in most cases are 

unpredictable. These applications impose various 

requirements on the value of the package (QoS) depending 

on the user's time and interactive mode (online / offline). 
In [27-28], basic CloudSim class abstraction enhanced and 

contributed to develop the iFogSim fog simulation 

environment. A simulation-based approach to testing the 

behavior of cloud computing systems and applications 

offers significant advantages, because cloud developers 

can fix quality bottlenecks before actually deploying the 

cloud for commercial use. Table 1 shows the brief 

summary of related work.  

 

 

Table 1: An Overview of related work 

 

III. SYSTEM DESIGN AND MODEL 

We have presented a Dynamic Energy Efficient Resource 

Allocation (DEER) Strategy for Load Balancing in Fog 

Environment. It is an effective load balancing scheme that 

allocates resources to the user on the bases of energy 

consumption and computational cost.  
The proposed DEER strategy as shown in Figure 1 is work 

with following steps:  

Reference Techniques 
Evaluations 

Platform 
Energy 

efficiency 
Computational 

Cost 
Features Limitation 

[6] DRAM CloudSim   
Dynamically balanced 

load 
Not energy 

efficient 

[14] LAB 
Mathemati

cal 
Modeling 

  

“Allocates IoT devices 
to the corresponding 

Fog nodes to minimize 
the delay” 

Not energy 
efficient 

[15] 
Delay 

minimizing 
policy 

Event 
Driven 

Simulation 
  

“Fog-to-fog 
communication to 
reduce the service 

delay by sharing load” 

The proposed 
work considers 

only latency 
parameter 

[35] 

Resource-
efficient 

edge 
computing 

Real world 
modeling 

  
Managed resources for 
emerging intelligent IoT 

applications 

Resource 
management 

only 

[36] 

“A multi-
agent based 
flexible IoT 

edge 
computing 

architecture
” 

Real world 
modeling 

  
Provide a flexible multi-
agent edge computing 

architecture 

Limited to the 
extent of 

architecture 

[43] GATS 

Trae-driven 
simulation 

with 
realistic 

data 

  

Schedule tasks 
geographically by 

considering spatial 
difference in green 

data centers 

Task 
transmission 

time as 
overhead was 

not considered  
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1) The user will submit “n” numbers of 

tasks to Task Manager. It is assumed that 

for each task, the computational cost and 

energy consumption is predefined on the 

basis of the instructions that it contains.  
2) The Resource Information Provider 

(RIP) will register the “n” number of 

resources. It is also assumed that for each 

resource, the computational cost and 

energy consumption is predefined for 

each task on the basis of instructions 

contained in that task. 
3) The Resource Scheduler obtains 

information about the tasks from Tasks 

Manager. The tasks are sorted according 

to computational cost and energy 

consumption in ascending order 

S1<S2<S3... Sn.  
4) The Resource Scheduler obtains 

information about the resources from 

RIP. The available resources are sorted 

according to computational cost and 

energy consumption in descending order 

R1>R2>R3... Rn.  
5) The Resource Scheduler transmits the 

tasks and resource information to the 

Resource Engine.  
6) The Resource Engine assigns tasks to the 

resources as per sorted lists and starts 

execution and also shares the status of 

tasks and resources with Resource Load 

Manager.  
7) The Resource Load Manager examines 

the resource status during task execution, 

which transfers this status to the 

Resource Power Manager. 
8) Based on resource load status, the 

Resource Power Manager manages the 

resource on / off power status.  
9) After successful execution of tasks, the 

Resource Engine will compile the result 

and send the results to the user. 
 

 

Figure 1: DEER Strategy 

 
As reflected from Figure 1, in the proposed Dynamic 

Energy Efficient Resource Allocation (DEER) strategy, 

initially the user submits tasks for execution to the Tasks 

Manager. Resource Information Provider register 

resources from Cloud Data Centers. The information about 

the tasks and resources are then submitted to the Resource 

Scheduler. The resource scheduler arranges the available 

resources in descending order as per their utilization. The 
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resource engine after receiving the information of tasks and 

resources from the resource scheduler assigns tasks to the 

resources as per ordered list. During execution of tasks, the 

information about the status of the resources is also sent to 

the Resource Load Manager and Resource Power Manager. 

The Resource Power Manager manages the power 

consumption through the resource On/Off mechanism. 

After successful execution of tasks, the resource engine 

returns the result to the user.   

a. COMPONENTS OF DEER 

STRATEGY 

The DEER strategy has following components:  

i. USER 

User is an entity that will submit tasks for execution. One 

or more users can submit tasks at the same time.  

ii. TASK MANAGER 

Tasks Manager collects the tasks from the user and then 

submits to Resource Scheduler for scheduling purpose. It is 

the responsibility of the Task Manager to check the validity 

of submitted tasks. Task Manager also maintains the 

information of tasks regarding computational cost and energy 

consumption.    

iii. RESOURCE INFORMATION 

PROVIDER 

Resource Information Provider (RIP) not only registers the 

resources but also provides the information about available 

resources. The information also contains the computational 

cost and power consumption of the available resources.   

iv. RESOURCE SCHEDULER 

Resource Scheduler obtains information about the tasks from 

Task Manager and resource from Resource Information 

Provider. Then Resource Scheduler sorts the submitted tasks 

according to computational cost and energy consumption in 

ascending order S1<S2<S3... Sn. Similarly, the Resource 

Scheduler sorts the available resources according to 

computational cost and energy consumption in descending 

order R1>R2>R3... Rn. Then the Resource Scheduler 

transmits the tasks and resource information to the Resource 

Engine. 

v. RESOURCE ENGINE  

Resource Engine takes information about the resources and 

tasks from Resource Scheduler. The Resource Engine then 

assigns tasks to the resources as per sorted lists and starts 

execution. Resource Engine also shares the status of tasks and 

resources with Resource Load Manager. After successful 

completion of tasks, the Resource Engine also returns the 

results to the user.   

vi. RESOURCE LOAD 

MANAGER  

The responsibility of Resource Load Manager is to examine 

the resource status during task execution. After examining the 

status, it is transferred to the Resource Power Manager. 

vii. RESOURCE POWER 

MANAGER  

Resource Power Manager on reception of status regarding the 

resources, manages the power through resource on / off 

power status.  

b. PSEUDO CODE FOR PROPOSED 

DEER STRATEGY 

The pseudo code for proposed DEER strategy is given 

below.  
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Algorithm 1 shows the overall procedure of DEER 

Strategy. Initially the user submits tasks for execution to 

the Tasks Manager. Resource Information Provider register 

resources from Cloud Data Centers. The information about 

the tasks and resources are then submitted to the Resource 

Scheduler. The resource scheduler arranges the available 

resources in descending order as per their utilization. The 

resource engine after receiving the information of tasks and 

resources from the resource scheduler assigns tasks to the 

resources as per ordered list. During execution of tasks, the 

information about the status of the resources is also sent to 

the Resource Load Manager and Resource Power Manager. 

The Resource Power Manager manages the power 

consumption through the resource On/Off mechanism. 

After successful execution of tasks, the resource engine 

returns the result to the user.  

The proposed DEER strategy is an efficient and novel 

scheduling and load balancing approach. As to the best of 

our knowledge and reflected from literature review, none 

of the existing work specially work done in [6], have 

considered the main problem of fog environment and cloud 

infrastructure as energy usage and computing price. 

Whereas, in our proposed work, it is systematically 

inquired and solved by presenting Dynamic Energy 

Efficient Resource Allocation (DEER) strategy for 

balancing the load in fog environment. Moreover, the 
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complexity of the proposed algorithm is linear as in the 

proposed algorithm two separate “for loops” are used. The 

first “for loop” is used for scheduling and load balancing 

purposes, while the second one is used for minimization of 

energy consumption. The runtime overhead of the 

proposed algorithm DEER is O(n) and the same is better 

than the existing DRAM algorithm which is O(n2). It is 

because of that in the proposed algorithm two separate 

linear “for loops” are used, while in the existing algorithm 

nested “for loop” is being used. Therefore, the proposed 

algorithm has linear time complexity, while that of the 

existing one has quadratic time complexity. 

The overhead of the proposed algorithm is sorting of all the 

resources on the basis of their usage and it is because of 

efficient utilization of resources. The same overhead is 

negligible in respect of the proposed algorithm as the 

proposed algorithm initially sorts the available resources 

and then the algorithm works dynamically. Whenever a 

new resource comes to the sorted pool of resources it will 

be placed at its proper location dynamically. 

IV. EVALUATION METHODS 

This section provides comprehensive details on simulation 

toolkit and application modeling.  

a. SIMULATION TOOL 

To enable modeling and establish fog and cloud computing 

scenarios, we have used CloudSim [26]. It quantifies the 

performance of resource management policies in cloud 

environments for various application and service models 

under different load, energy performance, and size of 

systems. It is also capable of creating multiple nodes/VMs 

and data centers. It provides “modeling and simulation of 

cloud computing infrastructure at large scale”, including a 

single physical computing node based data center. It is a 

standalone platform for “modeling data centers, 

scheduling, service brokers, and allocations schemes” [26-

27]. 

The proposed work is simulation based work, in which the 

cloud computing simulator i.e., CloudSim [26] is used to 

evaluate the presented strategy DEER. Since, the 

significance of proposed work is evaluated through 

simulation on the basis of existing and most relevant 

published work DRAM [6], in which the similar CloudSim 

configurations were used. However, in the future we will 

test the proposed model with a real testbed and real 

datasets, while currently we are testing our algorithm using 

the existing algorithm datasets to prove the superior within 

the same datasets. 

b. APPLICATION MODELLING 

In our work, we conducted a simulation in cloud computing 

simulator i.e., CloudSim [26] to evaluate the proposed 

strategy DEER. The intermediate “computing nodes” and 

the edge “computing nodes” are simulated as two 

“computing data centers”. The fog resources implemented 

three kinds of computing nodes, i.e., (a) “the edge 

computing node”, (b) “the intermediate node”, and (c) the 

Processing Machines (PMs). The number of resources for 

each type of computing node contained in the four various 

datasets comprising 500, 1000, 1500 and 2000 fog 

resources. For example, when the number of fog services 

is 1000, “there are 324 fog services that need edge 

computing nodes, 353 fog services that need intermediate 

computing nodes, and 323 fog services that need PMs in 

the remote cloud for resource response”. The results of the 

proposed DEER strategy is then compared with the 

existing published work DRAM [6]. 

c. PERFORMANCE EVALUATION 

PARAMETERS 

We have used “energy consumption and computational 

cost as performance evaluation parameters”. The detail 

description of each parameter is given below: 

i. ENERGY CONSUMPTION  

Energy consumption is the total power consumed by the 

resources on execution of submitted tasks [16]. It is 

calculated in joules. Energy consumption of presented and 

existing strategies has been calculated with the help of Eq. 

(4.1). 

𝐸𝑛𝑒𝑟𝑔𝑦𝑐𝑜𝑛𝑠𝑢𝑚𝑒𝑑 

= ∑ 𝐸𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑠𝑖𝑜𝑛(𝑖)

𝑛

𝑖=1

+ 𝐸𝑒𝑥𝑒𝑐𝑢𝑡𝑖𝑜𝑛(𝑖) +  𝐸𝑠𝑒𝑛𝑠𝑖𝑛𝑔(𝑖)          𝐸𝑞. (1) 
From equation 1, it reflects that the total energy/power 

consumption is the sum of energy consumption on 

transmission, execution and sensing the each individual 

task.  

ii. COMPUTATIONAL COST  

Computational cost is the total cost consumed by the 

resources on execution of submitted tasks [16]. It is 

calculated in dollars. Computational cost of proposed and 

existing strategies has been calculated with the help of Eq. 

(2).    

𝐶𝑜𝑠𝑡𝑐𝑜𝑚𝑝𝑢𝑡𝑎𝑡𝑖𝑜𝑛 = ∑ 𝑀𝐼𝑃𝑆 

𝑛

𝑖=1

 𝐻𝑂𝑆𝑇 (𝑖)

× 𝑇𝑖𝑚𝑒𝐹𝑟𝑎𝑚𝑒 𝐻𝑂𝑆𝑇 (𝑖) × 𝐶𝑜𝑠𝑡 𝐻𝑂𝑆𝑇 (𝑖)             𝐸𝑞. (2) 

From equation 2, it is clear that the cost of computation is 

the sum of cost of MIPS for each host, time frame occupied 

by each host and the computational cost of each individual 

host.   

V. EXPERIMENT SETUP 

The cloud computing simulator i.e., CloudSim [26] is used 

to evaluate the presented strategy DEER. The algorithm 

parameters are computed/selected based on fog and cloud 
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computing environment. The intermediate “computing 

nodes” and the edge “computing nodes” are simulated as 

two “computing data centers”. The fog resources 

implemented three kinds of computing nodes, i.e., the edge 

“computing node”, the intermediate node, and the 

“Processing Machines (PMs)”. The number of resources 

for each type of computing node contained in the four 

various datasets comprising 500, 1000, 1500 and 2000 fog 

resources. For example, “when the number of fog services 

is 1000, there are 324 fog services that need edge 

computing nodes, 353 fog services that need intermediate 

computing nodes, and 323 fog services that need PMs in 

the remote cloud for resource response”. It is because of 

that the significance of proposed work is evaluated through 

simulation on the basis of existing and most relevant 

published work DRAM [6]. Similarly, we considered the 

evaluation parameters as energy consumption and 

computational cost because our main objective is to reduce 

energy consumption and computational cost. The setting of 

evaluation parameters are made based on cloud and fog 

computing environment [26] and the same were evaluated 

through equation 1 and 2 [16].  

a. RESULTS AND DISCUSSION 

The number of resources for each kind of computing node 

consists of 4 different datasets containing 500, 1000, 1500 

and 2000 fog resources. Our objective is to evaluate the 

performance evaluation parameters in terms of nodes 

variation, while the number of tasks remains constant. We 

have considered simulation time as 24 hours and one user 

is simulated. We evaluate each performance evaluation 

parameter repeatedly and take the average values with 

graphical analysis.   

i. ENERGY CONSUMPTION 

The energy consumption of proposed strategy i.e. DEER is 

269862.1 Joule for 500 nodes, 525555.89 Joule for 1000 

nodes, 772671.25 Joule for 1500 nodes and 1002513.97 

Joule for 2000 nodes. Whereas, energy consumption of 

existing strategy i.e. DRAM is 294000.17 Joule for 500 

nodes, 568594.17 Joule for 1000 nodes, 852921.67 Joule 

for 1500 nodes and 1099242.23 Joule for 2000 nodes.  

The results for proposed policy compared with existing 

policy in terms of energy consumption are plotted in Figure 

2, which reflects that the proposed strategy i.e. DEER 

consumed 8.67% less energy as compared with the existing 

DRAM strategy. 

 
Figure 2: Energy Consumption of proposed DEER strategy compared with existing DRAM strategy 
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As reflected from Figure 2, the proposed DEER strategy 

consumed 8.67% less energy as compared with the existing 

DRAM strategy. It is because of that the proposed work not 

only balanced the load dynamically but also efficiently 

managed the resources through Power On/Off mechanism.   

ii. COMPUTATIONAL COST  

The computational cost of proposed strategy i.e. DEER is 

19050 dollars for 500 nodes, 34155 dollars for 1000 nodes, 

51195 dollars for 1500 nodes and 72810 dollars for 2000 

nodes. Whereas, the computational cost of existing strategy 

i.e. DRAM is 24045 dollars for 500 nodes, 42435 dollars for 

1000 nodes, 67740 dollars for 1500 nodes and 78705 dollars 

for 2000 nodes. 

The results for proposed policy compared with existing 

policy in terms of computational cost are plotted in Figure 3, 

which shows that the proposed strategy i.e. DEER consumed 

16.77% less computational cost as compared with the 

existing DRAM strategy

. 

 

 
Figure 3: Computational Cost of proposed DEER strategy compared with existing DRAM strategy 

 

As reflected from Figure 3, the proposed DEER strategy 

consumed 16.77% less computational cost as compared with 

the existing DRAM strategy. It is because of that the 

proposed work not only balanced the load dynamically but 

also efficiently managed the resources through Power 

On/Off mechanism.   

VI. CONCLUSION 

In this research work, we have proposed Dynamic Energy 

Efficient Resource Allocation (DEER) strategy for balancing 

load in fog environments. In the proposed strategy, initially 

the user submits tasks for execution to the Tasks Manager. 

Resource Information Provider register resources from 

Cloud Data Centers. The information about the tasks and 

resources are then submitted to the Resource Scheduler. The 

resource scheduler arranges the available resources in 

descending order as per their utilization. The resource engine 

after receiving the information of tasks and resources from 

the resource scheduler assigns tasks to the resources as per 

ordered list. During execution of tasks, the information about 

the status of the resources is also sent to the Resource Load 

Manager and Resource Power Manager. The Resource 

Power Manager manages the power consumption through 

the resource On/Off mechanism. After successful execution 

of tasks, the resource engine returns the result to the user. 

Simulation was performed in CloudSim simulation 

environment and the results of proposed DEER strategy is 

compared with existing DRAM strategy. Simulation results 

show that the proposed strategy is an efficient resource 

allocation strategy for load balancing in fog environments in 

order to reduce the energy consumption and computation 

cost by 8.67% and 16.77%.   
In future work, we intend to propose fault-tolerant based 

dynamic energy-efficient resource allocation strategy in fog 

environments. 
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