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Abstract: In this paper, Universal Learning Network with Branch Control (ULN with BC) is 
proposed, which consists of basic networks and branch control networks. The branch control 
network can be used to determine which branches of the basic network should be used. This 
determination depends on the inputs or the network flow of the basic network. Therefore, by 
using the ULN with BC, locally functions distributed networks can be realized depending on the 
values of the inputs of the network or the information of the network flow. The proposed network 
is applied to some function approximation problems. The simulation results show that the ULN 
with BC exhibits better performance than the conventional networks with comparable complexity. 
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 1. Introduction 

Commonly used neural networks, especially lay-
ered neural networks, have the structure such that 
all input nodes and output nodes are connected to 
the intermediate nodes. Therefore, functions dis-
tribution of networks can not be realized in the 

conventional networks. Here, functions distribution 
means that only parts of the network are activated 
depending on the input values of the network or the 
information of the network flow. 

  On the other hand, from the recent information 

on brain science, it has been recognized that in the 
brain, there are many special intellectual parts re-
lated to mathematics knowledge, music knowledge, 

gymnastic knowledge and so on, and each intellec-
tual part is activated depending on the action of 

each knowledge. This is called "functions are local-
ly distributed in the brain" .1) 

 In this paper, an artificial functions distributed 
network is proposed and it is studied how much the 

proposed network can improve the performance of 
the network compared to the conventional networks. 

 Now, there has been already proposed "Learning 
Petri Network (LPN)" 43),4),5) as functions locally 
distributed networks in our laboratory, which is a 
combination of Petri networks and neural networks. 

And in LPN functions distribution can be realized 
by using the token control of Petri Networks and its 
learning can be executed by the back propagation 
learning method of neural networks.

* Dept. of Electrical and Electronic Systems Engineering 

** Dept. of Electrical and Electronic Systems Engineering, 

Graduate Student

  On the other hand, the proposed network named 
Universal Learning Network with Branch Control 

(ULN with BC) is composed of two kinds of net-
works such as basic networks and branch control 
networks. And functions distribution of the basic 
network is materialized by connecting or disconnect-
ing the branches of the basic network following the 
instructions from the branch control network in UL-

N with BC. 
  Moreover, modular networks 6),71 have similar 

module structures to ULN with BC. But, the struc-
ture of the modular networks is a little bit different 
from the one of ULN with BC. While the modules 

in modular networks are completely separated, ULN 
with BC has the module structure where the differ-
ent modules have the identical nodes and branches, 
in other words, the modules in ULN with BC are 

overlapped. Therefore more compact networks are 
expected to obtain by ULN with BC. 

 In this paper, Universal Learning Network (ULN) 
8) is used as a framework for constructing ULN with 

BC because ULN is a generalized network which can 

deal with neural networks, radial basis function net-
works, fuzzy inference networks and so on. And a 
neural network and a fuzzy inference network are 
adopted as the basic network and branch control 

network respectively. 
 Simulations of ULN with BC show very interest-

ing results that conventional neural networks with 
all the branches being connected can not always ex-
hibit the best performance. 

 2. Universal Learning Network with



    Branch Control 

 2.1 Basic Structure 
 Universal Learning Network with Branch Control 

(ULN with BC) is a network whose branches are 
connected or disconnected depending on the values 
of the inputs and the information on the network 

flow. Therefore functions locally distributed net-
works can be realized, and representation and gen-
eralization ability of the network can be expected 
to improve by ULN with BC. 

 The structure of ULN with BC is characterized 

by the following: 
 • ULN with BC is  composed of basic networks 

   and branch control networks, and the branch 
   control network can determine which branch-

   es of the basic network should be connected or 

   disconnected (see Fig.1). 
 • ULN with BC is structured in such a way that 

   there is one to one correspondence between the 
   output of the branch control network and the 
   branch of the basic network. As a result, the 

   output of the branch control network can con-
   trol the connection and disconnection of the 
   corresponding branch of the basic network. 

  • The input of the branch control network could 
   be the input and/or the information on the flow 

   of the basic network.

Fig.1 Structure of Universal Learning Network with 

       Branch Control

 In this paper, simulations were carried out adopt-

ing the following neural networks and fuzzy infer-
ence networks as the basic network and branch con-

trol network respectively. 
 • Neural Networks(x: input, y: output) 

y = E fin(x)Ain(1) 
711E M 

            1 —  ((a1T:L+0,-)                         (2) 

corn,  = (• . . , w71 L'il 7 • ) T

Wm, (pm, Om, : parameters of sigmoidal 
                function 

 M: set of suffixes of intermediate nodes in 
    neural networks 

• Fuzzy Inference Networks(x: input, Zij : out-

  puts) 

   Z_EgEQ    a[fxq(x)0.00-Liiq](3)      ~E
gEQ [fXq (x)0ijq] 

 fxq(x) = exp[—(x —µxg)T Exg(x —µxq)(4) 

                   2 fijq (Zij) = exp[—(ZZj2Z~q)~(5) 
                   2Qijq 

 fxq(x): membership function of the IF part of 
        the fuzzy rule 

f ij q (Zij) : membership function of the THEN 
         part of the fuzzy rule 

µxq: vector representing the mean of the IF part 
     of the fuzzy rule 

Exq : matrix representing the variance of the IF 
      part of the fuzzy rule 

      parameter representing the mean of the 
     THEN part of the fuzzy rule 

O i23q: parameter representing the variance of the 
     THEN part of the fuzzy rule 

 Q: set of suffixes of fuzzy rules 
 In Fig.1, Bij stands for the branch from node 

i to node j in the basic network and Z13 denotes 

the output of the branch control network, which 
corresponds to the branch Bij. The connection or 
disconnection of branch Bij is determined by the 
following way using the value of Zij . 

 • i f Zij > Z then Bij is connected 
 • i f Zij < Z 3 then Bij is disconnected 

   where Z•threshold value 
 One of the reasons of using the fuzzy inference 

network as the branch control network is that neigh-
boring points in the input space should be mapped 

also to the neighboring points in the output space 
in the branch control network in order to execute 
the branch control effectively. 

  Therefore, by adopting the fuzzy inference net-
work as the branch control network, a functions 

locally distributed network can be realized, where 
the branches of the basic network are connected or 
disconnected depending on the input values or the 
information on the network flow of the basic net-
work. 

 Although Learning Petri Network (LPN)2) and 
modular networks') have been also developed to ma-
terialize functions locally distributed networks as 
ULN with BC, the ways of realizing them are dif-



ferent. While the flow of tokens in LPN and expert 
networks designed for special functions in modular 
networks can realize the functions distribution, the 

branch control of the basis network is carried out by 
the instructions from the branch control network in 
ULN with BC. 

 Therefore, ULN with BC does not require a fair-
ly complicated token control peculiar to LPN, and 

also ULN with BC can construct varying modules 
depending on the input conditions instead of the 
fixed expert modules in modular networks. 

  In this paper, for simplicity, simulations were car-

ried out on condition that the inputs to the branch 
control network are the same as the ones to the 
basic network, in other words, the network flow of 
the basic network is not taken into account when 
calculating the output values of the fuzzy inference 

network. 

 2.2 Learning 
  As for learning, parameters of the basic network 

are trained in the same way as the commonly used 

neural networks with supervised learning. 
  But, as branch connection or disconnection of the 

basic network in ULN with BC depends on the in-

put values of the network, it is difficult to train the 
parameters by using the gradient method like back 

propagation algorithm. 
 So, a kind of random search method named 

 RasID 9) was used to train the parameters of the 
basic network. RasID is an abbreviation of Random 
Search with Intensification and Diversification, and 

executes the search for optimal parameters in a uni-
fied manner, where intensified search and diversified 
search are carried out systematically and effectively 
using the information on success and failure of the 

past search. 
 As for RasID learning, each criterion function for 

each input point was summed up, and parameters of 
the basic network were trained in order to minimize 
the above sum of the criterion functions. 

 The following branch connectivity of the basic 
network can be adjusted by setting the threshold 

Z j at an appropriate value 

p = —N 

 where n is the numbers of the connected branches 

and N is the total numbers of branches of the ba-
sic network. The branch connectivity p is increased 
when Z takes a small value, and vice versa. 

 When functions locally distributed networks are

used for many applications, it is generally expected 

that there exists a connectivity where the criteri-

on function is minimized like Fig.2. This means 

that higher performance can be obtained than the 

commonly used networks by using the network with 

some branches being cut depending on the input 

values of the network. This fact has been already 

verified by using Learning Petri Network developed 

in our laboratory.

Fig.2 Relation between connection rate and 

      generalization ability

 The reason why the optimal connectivity exists 
in the networks is that it is appropriate to use the 
compact partial networks rather than the total big 
networks for the partial problems. In other word-
s, it can be stated that since the compact partial 
networks have a small number of parameters, pa-
rameter training of the ULN with BC is expected 
to carry out smoothly. 

 3. Simulations of Universal learning 
    Network with Branch Control 

 Simulations were carried out by adjusting the 
threshold Z° in order to study the fundamental 
characteristics of connectivity p of ULN with BC. 

 3.1 Simulation Conditions 
 The parameters of the membership functions of 

the IF parts of the fuzzy rules ffq(x) are fixed in 
such a way that the input space of the network is 
appropriately covered with 5 fuzzy rules as follows: 

µ~q = (0.25, 0.25), (0.25, 0.75), (0.75, 0.25), 
      (0.75, 0.75), (0.5, 0.5) 

 E-qis a diagonal matrix with its element being 
0oscrj~ qis equal to 1.0 andµ23 q is random numbers 
in [0,1] . 
 And, simulations were done to study whether UL-

N with BC can realize the functions locally dis-

tributed network or not, and how much the repre-



sentation and generalization ability can  be improved 
by the functions distribution. 

 Simulations are executed by using the following 
three kinds of two dimensional functions approxima-
tion problems which are defined on 0 < x < 1, 0 < 
y < 1 (see Fig.3). 

 • Function 1 : 

f (x, y) = 0.95((1.35+exp(x)sin(13.0(x-0.6)2)-
        exp(-y)sin(7y)) - 2.5)/2.0 - 0.2 

 • Function 2 : 

f (x, y) = 0.79((1.5(1.0 - x) + exp(2x - 1.0)-
         sin(37r(x - 0.6)2) + exp(3.0(y - 0.5)). 

sin(47r(x - 0.9)2)) - 3.0)/5.0 

  • Function 3 : 

f(x,y) = bell(a,b, c, x) -beli(a,b,c,y)-0.5 

     where bell(a, b, c, xi) = --------------1 
                             1 + Ix~-c2b 

a (a = 0.2, b = 2.0, c = 0.5)

teristic on all areas under consideration, the shape 
of function 2 changes sharply as y increases and 
function 3 is a two dimensional bell function. 

 The basic networks are a three layered neural net-
work with the number of the intermediate nodes 
being 100, 50, 20 and 5. 

  Another parameters in the neural network are set 
like 'Pm is equal to 1.0 and initial values of Wm, 13m, 
Am are random numbers in [-1, 1]. 

  The branches from intermediate nodes to out-
put nodes of the basic network are adopted as the 
branches under connection and disconnection con-
trol. Therefore, the outputs of the branch control 
network, in other words, the outputs of the fuzzy 
inference network decide whether the correspond-
ing branches from intermediate nodes to output n-
odes of the basic network should be connected or 
disconnected. 

 3.2 Simulation Results

Function1

Function2

Function3 

Fig.3 Shape of function

 The above three functions have different shapes 

characteristic. Function 1 has an uniform charac-

 Fig.4 Connectivity from intermediate nodes to output 
        node when p = 0.5 

 Fig.4 shows an example of the states of the con-

nection and disconnection between the branches 
from twenty intermediate nodes to the output nodes 
respectively, when Z ~s are adjusted for the connec-

tivity p becomes 0.5. Black stands for the connec-



Fig.6 Simulation results of function 2

Fig.5 Simulation results of function 1

Fig.6 Simulation results of function 2



Fig.7 Simulation results of function 3

Fig.8 Detailed figures of function 1 simulations



tion and white shows the disconnection in the input 
space  (x,  y). 

  It is shown in Fig.4 that some areas in the input 
space (x, y) point out to the connections of the cor-
responding branches from the intermediate nodes 
to the output nodes, and other areas correspond to 

the disconnection, although the shape of areas is 
different branch by branch. 

  Fig.5-7 show how the representation and gener-
alization ability of the ULN with BC change as the 

connectivity p varies by adjusting the threshold Z. 
In this paper the generalization ability was calculat-
ed by using the neighboring points of the ones used 
for training. 

  From these figures it is clearly stated that all the 
figures have the tendency to have optimal connec-
tivity, around which the best performance is ob-
tained like Fig.2. The reason of piecewise linear 
curves in the figures is that it is hand to calculate 

the criterion functions at a great many points of 
connectivity by adjusting only the threshold Z°.). 

                                      And it can be found that when the number of the 
intermediate nodes is small five, the optimal connec-
tivity tends to have almost one as shown in Fig.5 

and 6. This is because high connectivity tends to 
improve the performances in the case of too small 
number of branches under branch control. 

 It is also understood from Fig.5, 6 and 7 that 
around p = 1.0, the performances of the network, in 

other words, the representation ability and general-
ization ability of the network are degraded sharply. 
So, detailed calculations on function 1 were carried 
out on condition that the connectivity is around 1.0 

as shown in Fig.8. 
 From Fig.8, it is shown that there exists a big 

performance difference between p is exactly 1.0 and 
p is around 1.0. 

 In the world of neural networks, functions locally 

distributed networks are not used widely, in other 
words, neural networks with the connectivity be-
ing 1.0 are mostly used. But, from the statements 
above, these commonly used neural networks do not 

always exhibit the best performance. This fact is 
not well known in the neural network community. 

 4. Conclusions 

 In the commonly used neural networks, especially 
layered neural networks, all input nodes and output 

nodes are generally connected to the intermediate 
nodes. 

 In this paper, a new type of functions locally dis-
tributed network is proposed, where the branch con-

trol network can control the branch connection and 

disconnection of the basic network. And from sim-

ulations, it has been clarified that there exists an 

optimal connectivity where the best performance of 

the network can be obtained. 

  The most interesting result is that the perfor-

mance is fairly different between when all the 

branches are always connected and when a small 

number of branches are deleted depending on the 

input conditions of the network. This fact mean-

s that although all the branches of the networks 

are always connected in the commonly used neu-

ral networks, this structure is not always the best 

one. Theoretical research on these matters has not 

be done sufficiently until now. The enhancement 

of learning including training the parameters of the 

branch control networks as well as the study in the 

theoretical aspect of the proposed network are open 

problems. 
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