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Introduction

The earliest and most obvious applications of genome research are tests for genetic disorders, but less obvious diagnostic uses may prove at least as important, such as forensic uses to establish identity (to determine paternity, to link suspects of physical evidence of rape or murder, or as a molecular "dog-tag" in the military). Genome research also promises to find genes expeditiously, making the genetic approach attractive as a first step in the study not only of complex diseases, but also of normal biological function. Each new gene is a potential target for drug development -- to fix it when broken, to shut it down, to attenuate or amplify its expression, or to change its product, usually a protein. Finding a gene gives investigators a molecular handle on problems that have proven intractable.

Faith that the systematic analysis of DNA structure will prove to be a powerful research tool underlies the rationale behind the genome project. Faith that that scientific power will translate to products, jobs and wealth underlies the recent substantial investments in private genome research startup companies and the diversification of pharmaceutical and agricultural research firms into genome research.

The human genome project was borne of technology, grew into a science bureaucracy in the U.S. and throughout the world and is now being transformed into a hybrid academic and commercial enterprise. The next phase of the project promises to veer more sharply toward commercial application, exploiting the rapidly growing body of knowledge about DNA structure to the pursuit of practical benefits.

The notion that most genetic information is embedded in the sequence of DNA base pairs comprising chromosomes is a central tenet of modern genetics. A rough analogy is to liken an organism's genetic code to computer code. The goal of the genome project, in this parlance, is to identify and catalog the 75,000 or more files (genes) in the software that direct construction of a self-modifying and self-replicating system -- a living organism. The main scientific justification for the genome project is not that it will explain all of biology. By the software analogy, studying the structure of DNA cannot directly approach problems of hardware -- cells and organs -- or of networks -- social and environmental interactions. Biology has from its inception made clear the importance of adaptability. The complexity of the brain and its connections, with tens of billions of cells and trillions of connections, or the immense adaptability of the immune system, responding to countless external threats (including infectious organisms) and internal disruptions (including cancer), make clear that the human body is more than the simple expression of tens of thousands, or even hundreds of thousands, of genes. But genes are important and the direct study of DNA is emerging as the quickest route to discovering genes, understanding their actions and interactions and harnessing their power to practical uses.

The genome project is premised on the claim that genetic maps and new technologies will be among the most useful scientific approaches to highly complex biological phenomena, not that these maps will be the end of biology. The genome project is a biological infrastructure initiative, deriving from the fact that the many investigators using genetic approaches to explore the biological wilderness need to start building some roads and bridges. The study of DNA structure unapologetically promises reductionist explanations of some biological phenomena, tracing the causes of disease, for example, to mutations in identified genes -- that is, identifiable changes in DNA structure that affect biological function. This should not be confused, however, with a simplistic genetic determinism, with all its historical and political baggage. Indeed, the study of a wider variety of genes, diseases and biological functions will surely dispel the simple-minded renditions of gene function, overwhelming it with myriad concrete examples of biological complexity that defy explanation by linear causal chains. Genes will nonetheless be nodes in most of the causal networks associated with interesting biological phenomena and determining DNA structure is one of the surest and fastest ways to probe those networks. Gene maps are essential to this process; the genome project is aimed at providing those maps.

Science administrators and members of Congress who shepherded the budgets for genome research (and their counterparts in other nations and international organizations) supported the project not only because of its medical benefits, but also because they saw it as a vehicle for technological advance and creation of jobs and wealth. The main policy rationale for genome research was the pursuit of gene maps as scientific tools to conquer disease, but economic development was an explicit, if subsidiary, goal.

The genome project results from the confluence of tributaries that course through many provinces. The technical conception of the genome project derives mainly from precedents in molecular biology, but the story contains other major elements -- the advance and dissemination of information technology, restructuring of the science bureaucracy and increasing participation by commercial organizations. One way to trace these origins is to recount phases in the development of the genome project: how it got started, how it was redefined and how it is now progressing. The history can be roughly divided into four stages: origins of the idea for a human genome project (the genesis), redefinition of its goals (a period of ideological conflict never completely resolved), emergence into a bureaucracy in the U.S. and several other nations (the Watson era) and transformation into a government-industry enterprise (still in progress).

Origins of the Idea

The genome project now embraces three main technical goals: genetic linkage maps to trace the inheritance of chromosome regions through pedigrees; physical maps of large chromosome regions, to enable the direct study of DNA structure in search of genes; and substantial DNA sequence information, enabling the correlation of DNA changes with alterations in biological function. If history were logical, then the genome project would have grown from a discussion of each in turn and how to bring them together into a coherent plan. History is not logical, however, and it was DNA sequencing technology rather than genetic linkage mapping that gave rise to the idea of a human genome project.

Three individuals independently proposed publicly to sequence the entire human genome, that is, deriving the order of DNA bases comprising all human chromosomes. Actually, this will, like other biological maps, be a composite or reference genome, as there is considerable variation among individuals. While the order of genes and chromosome segments is generally quite stable, it is individual variations that are often of greatest interest. Gene maps help by laying out the overall structure, while much interesting biology comes from understanding how variations come about and what they cause.

The seminal technology that led to the genome project was a group of techniques for determining the sequence of base pairs in DNA. In 1954, just a year after Watson and Crick described the double helical structure of DNA, George Gamow speculated that DNA sequence was a four-letter code embedded in the order of base pairs.1 In 1975, Fredrick Sanger announced to a stunned audience that he had developed a way to determine the order of those base pairs efficiently.2 Alan Maxam and Walter Gilbert at Harvard independently developed a completely different method that same year. This method was announced to molecular geneticists late in the summer of 1975 at scientific conferences and circulated as recipes among molecular geneticists until formal publication in 1977.3 Half a decade later, many groups began successfully to automate the process, in North America, Europe and Japan. The first practical prototype was produced by a team at the California Institute of Technology in 1986, under the direction of Lloyd Smith, as part of a large team under Leroy Hood.54 This prototype was quickly converted to a commercial instrument by Applied Biosystems, Inc., and reached the market in 1987.

The new technologies for DNA sequencing spread through the biomedical research community like wildfire. By 1978, it was becoming apparent that sequence information needed to be catalogued systematically to make it useful to the scientific community. The idea of a database to contain this information emerged as a priority from a meeting at Rockefeller University that year. After several years of often intense and acrimonious discussion, twin databases were established under the European Molecular Biology Laboratory in Heidelberg and as GenBank at Los Alamos National Laboratory.5 These databases were established just as personal computers were beginning to prove their immense power in biology laboratories. The explosion of minicomputers in the 1970's and microcomputers in the 1980's fueled the attention to DNA sequence information because computational methods were obviously the only way to analyze the deluge of DNA sequence information produced by sequencing techniques.6 The technologies were thus present, but it took the spark of an idea of using them as part of a large organized effort to ignite the fire, out of which rose the human genome project.

Robert Sinsheimer, then Chancellor of the University of California, Santa Cruz (UCSC), thought about sequencing the human genome as the core of a fund-raising opportunity in late 1984. He and others convened a group of eminent scientists to discuss the idea in May 1985.7 This workshop planted the idea, although it did not succeed in attracting money for a genome research institute on the campus of UCSC. Without knowing about the Santa Cruz workshop, Renato Dulbecco of the Salk Institute conceived of sequencing the genome as a tool to understand the genetic origins of cancer. Dulbecco, a Nobel Prize winning molecular biologist, laid out his ideas on Columbus Day, 1985, and subsequently in other public lectures and in a commentary for Science.8 The commentary, published in March 1986, was the first widely public exposure of the idea and gave impetus to the idea's third independent origin, by then already gathering steam.

Charles DeLisi, who did not initially know about either the Santa Cruz workshop or Dulbecco's public lectures, conceived of a concerted effort to sequence the human genome under the aegis of the Department of Energy (DOE). DeLisi had worked on mathematical biology at the National Cancer Institute, the largest component of the National Institutes of Health (NIH). How to interpret DNA sequences was one of the problems he had studied, working with the T-10 group at Los Alamos National Laboratory in New Mexico (a group of mathematicians and others interested in applying mathematics and computational techniques to biological questions). In 1985, DeLisi took the reins of DOE's Office of Health and Environmental Research, the program that supported most biology in the Department. The origins of DOE's biology program traced to the Manhattan Project, the World War II program that produced the first atomic bombs with its concern about how radiation caused genetic damage.

In the fall of 1985, DeLisi was reading a draft government report on technologies to detect inherited mutations, a nagging problem in the study of children to those exposed to the Hiroshima and Nagasaki bombs, when he came up with the idea of a concerted program to sequence the human genome.9 DeLisi was positioned to translate his idea into money and staff. While his was the third public airing of the idea, it was DeLisi's conception and his station in government science administration that launched the genome project.

Redefining the Technical Goals

Molecular biologists did not welcome the idea with open arms. While many, especially those who studied medical genetics and the inheritance of genetic diseases, were enthusiastic, the broader community of protein biochemists and even molecular geneticists were far more skeptical. The year 1986 was a time of setback and redefinition for the genome project. The nadir of the project's trajectory came at a meeting at Cold Spring Harbor Laboratory in June 1986. A rump session was called to discuss Dulbecco's editorial. Walter Gilbert, who had been infected with the Santa Cruz bug, laid out a rationale for the project and then began to describe its technical goals and price tag. The discussion quickly veered into the politics of biomedical research -- the dangers that large projects posed for budgets to support small investigator-initiated research (the space shuttle served as the negative icon) and the questionable competence of DOE to run such a project. David Smith, as the DOE representative, faced a largely hostile audience, although he also got many private expressions of support.

The controversy provoked several events on the policy front, and the debate moved to Washington, DC. The Howard Hughes Medical Institute, which had begun to get interested in the genome project, held a well-attended international forum in July 1986. In October, NIH hosted a discussion in conjunction with a meeting of its Director's Advisory Committee. These two meetings exposed considerable rancor among the ranks of prominent molecular biologists, but they also began the search for common ground and laid the groundwork for a two-year succession of countless meetings that redefined the human genome project. The redefinition took place most conspicuously in a committee of the National Research Council (NRC).

In September 1986, two projects were initiated to study the idea. The NRC, the largest operational arm of the National Academy of Sciences, approved a study. The NRC appointed a committee of prestigious researchers chaired by Bruce Alberts of the University of California at San Francisco. This study committee vigorously debated the merits of a concerted scientific program, carrying out in microcosm the debate transpiring more broadly in the scientific community. 

The NRC committee took a commonsense approach, looking at the scientific and technical steps that would be necessary to construct comprehensive maps of the human genome and to make sense of the resulting information. They started by bringing together those constructing various kinds of genetic maps in different organisms. The idea of a human genetic linkage map grew out of work in viruses, bacteria, yeast and other organisms. The key insight grew from a 1978 inspiration shared between David Botstein, then at the Massachusetts Institute of Technology, and Ronald Davis of Stanford. In a discussion at Alta, Utah, they speculated that researchers could find natural DNA differences among individuals in families, most of which would not necessarily lead to clinically detected differences, to trace the inheritance of chromosome regions through those families.

Each person has a pair of each of the 22 non-sex chromosomes.10 Botstein and Davis suggested that if detectable differences could be found for discrete chromosome regions, then one could figure out which of each parent's chromosome pair was inherited by each child. A map of such differences would enable geneticists to determine the approximate location of disease-associated and other genes, even if they had no prior clues about the gene's function.11 By late 1979, the first such DNA marker was found by Arlene Wyman and Raymond White, working in Worcester, Massachusetts.12

These heterogeneous DNA markers were quickly used to hunt for disease genes, demonstrating the utility gene mapping. Suppose, for example, that some children of a mother (or father) with Huntington's disease also developed it as adults, while others did not. If the affected children all inherited DNA from the same region of chromosome 4, while those unaffected inherited the other copy of that DNA, this would be strong statistical evidence that DNA in that chromosome 4 region contained the Huntington's disease. This is exactly what James Gusella and others discovered in 1983, when they linked Huntington's disease to the tip of chromosome 4.13 The DNA marker they used to track the passage of chromosome 4 in families was not the gene itself, but a nearby region that just happened to differ among family members so that the investigators could tell the chromosomes apart. Finding the gene itself took another decade of arduous work, but it was ultimately successful, made possible only because genetic linkage narrowed the zone of DNA to scan for the offending mutation.14

The second cluster of mapping techniques centered on structural catalogs of DNA fragments, rather than markers to track inheritance through pedigrees. The general idea was to take native chromosomal DNA, break it into fragments that could be copied by various cloning techniques and put the DNA fragments, plentiful enough to study in the laboratory, back in order. If this could be done for all the chromosomes, once a gene's location were narrowed by genetic linkage, then the DNA from that region would already be be stored in a freezer somewhere, catalogued and ready for direct analysis.

The techniques for physical mapping were again derived from work on viruses and bacteria, and, by the mid-1980's, pioneering groups had moved into constructing physical maps of larger and more complex organisms. Maynard Olson and his colleagues at Washington University were working on a physical map of yeast, which was a very powerful model for the genetics of organisms with nucleated cells.15 In Cambridge, U.K., Alan Coulson, John Sulston and their colleagues were working on a physical map of the nematode, Caenorhabditis elegans.16 C. elegans had been identified by Sydney Brenner as a powerful model to apply genetic techniques to study development and behavior of organisms containing differentiated organs, including a primitive nervous system.17 John Sulston had mapped the lineage of every cell in the body of one developmental stage,1918 and others at Cambridge had traced the connections of the entire nervous system.19 While the entire genomes of yeast and nematode were only the size of a singe human chromosome, many believed that similar techniques would prove applicable for the entire human genome, more than an order of magnitude larger. The prospects for physical mapping brightened in 1987, when David Burke and Georges Carle, working with Maynard Olson, developed a technique to clone DNA fragments hundreds of thousands of base pairs in length, considerably reducing the complexity of constructing large-scale physical maps.20

The NRC committee ultimately redefined the project to embrace the entire set of genetic maps, giving much greater prominence to genetic linkage mapping and physical mapping than to sequencing. It also underscored the importance of organisms other than the human.21 The committee recommended an annual budget of $200 million for 15 years, supporting the budget recommendations of a previous DOE advisory committee.22 The budget recommendations of the two reports were quite similar, but where the DOE advisors urged DOE to take the lead, the NRC committee recommended only that there be a lead agency and proffered NIH, DOE and NSF as options.

The Office of Technology Assessment (OTA) project on the human genome initiative was approved in the same hour of the same day as the NRC study. While the NRC committee crafted a scientific strategy and made specific recommendations, the OTA report focused more on policy (why Congress should or should not support it). OTA surveyed international activity and dwelt far more on issues of technology transfer, ethical and social implications of genome research, and research management.23 OTA's only substantive difference with the NRC report centered on the notion of a "lead agency." OTA warned that if a lead agency meant control of all funding, then picking one would invite internecine warfare between NIH and DOE, the most likely result of which would be death of the project. OTA did not offer specific recommendations, but in congressional testimony, it clearly favored a truly collaborative effort worked out between the two agencies, with a congressionally mandated task force as the backup option if the agencies failed to produce an acceptable agreement.24

The genome project rose like the Phoenix from the ashes of Cold Spring Harbor. A vigorous two-year debate culminated in a pair of reports that smiled on, indeed pointed out the inevitability of, systematic gene mapping on the scale of the entire human genome. The next step was to translate the scientific strategy into a funded set of coordinated programs.

Establishing Government Programs with Process Goals

The first move toward a genome bureaucracy came in the fiscal year 1987 DOE budget. DeLisi set aside $5.5 million of discretionary funds already appropriated, reprogramming them for his newly conceived genome research program. The first congressional action came with the fiscal year 1988 budgets, during hearings in the Spring and summer of 1987. DeLisi cleared a several-year program of genome research funding through the Department and then with the White House Office of Management and Budget. This was incorporated into the President's budget and duly appropriated, with earmarked spending authority beginning in October 1987. On the NIH side, no request for genome research funding went into the President's budget request, but in response to questions from the House Appropriations subcommittee, James B. Wyngaarden, Director of NIH, indicated that it could use $30 million for gene mapping if Congress chose to appropriate $500 million or more than the President had requested. Nobel laureates James D. Watson and David Baltimore met with Members and staff from both House and Senate Appropriations Committees in May 1987, primarily to seek additional funding for AIDS research, but Watson also asked for $30 million in genome research funds. The House duly earmarked $30 million, but the Senate only earmarked $6 million, and a compromise between the houses split the difference.

The genome project was thus established by congressional action at both NIH and DOE, beginning with the 1988 budget. DOE had long before established a genome program office; in October 1988, Wyngaarden appointed Watson as Associate Director at NIH, in charge of genome research coordination. The newly appropriated funds were to be spent through the National Institute of General Medical Sciences in fiscal years 1988 and 1989, but Watson's office was to coordinate these funds with over $300 million being spent on genome research throughout NIH. In October 1989, the Department of Health and Human Services established the National Center for Human Genome Research at NIH, giving it authority to spend research funds directly, beginning with the 1990 fiscal year, rather than channel them through the National Institute of General Medical Sciences.
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