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ABSTRACT Using clustering algorithms to automatically analyze EEGs of patients and to identify the
characteristic waves of epilepsy is of high clinical value. Traditional clustering algorithms mostly use
a calculated virtual single representative medoid point to describe the cluster structure, but this single
representative medoid point has insufficient information. To accurately capture more accurate intracluster
structural information, a representative multi-medoid points strategy is adopted, which describes the cluster
structure by assigning representative weights to each sample in the cluster. Considering that the multi-
view learning mechanism combines information from each view to improve the algorithm’s clustering
performance, a multi-view fuzzy clustering algorithm with multi-medoid (MvFMMdd) is proposed. This
algorithm discards the approach of the traditional fuzzy clustering algorithm, which uses a single virtual
representative point to characterize the cluster structure, and uses several real representative points to describe
the cluster structure. Experiments verify the medical significance of the proposed algorithm.

INDEX TERMS Epileptic EEG, multi-view, multi-medoid, fuzzy clustering.

I. INTRODUCTION
Epilepsy, a disease of the brain, causes dysfunction in
consciousness, sensation, movement and mentality, causing
substantial pain and serious physical and mental damage to
the patient [1]. Seizures are the result of sudden abnormal
synchronous discharges in neuron groups in the brain [2].
EEG is an important method used in the characterization
of the electrophysiological activity of brain tissue and the
functional state of the brain. Therefore, the analysis of EEGs
of patients with epilepsy has high value for the diagnosis of
epilepsy and the judgment of the type of seizure. However,
understanding EEG signals is still based on the subjective
judgment of the doctor through visual inspection. When rely-
ing on the artificial interpretation of EEG signals, problems
such as subjectivity and inconsistent inspection standards
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consume a high level of manpower and introduce a high
error rate. Therefore, it is necessary to use current computer
technology to automatically analyze patients’ EEGs.

At present, the algorithms used for the detection of
epilepsy mainly include artificial neural networks [3]–[5];
time-frequency analysis algorithms [6], [7]; and fuzzy clus-
tering [8], [9], migration clustering [10]–[13], multi-view
clustering [14]–[16], multitasking clustering [17] and other
types of clustering algorithms [18], [19]. Liu et al. [20]
proposed an integrated radial basis neural network to ana-
lyze epilepsy EEG signals and improve the stability of the
model. Asha et al. [21] fused neural networks and sup-
port vector machines and applied this combined method to
multichannel EEG signals to automatically detect epilepsy.
Juárez-Guerra et al. [22] used wavelet transforms and
neural networks to detect epilepsy. Srinivasan et al. [23]
introduced the concept of entropy into artificial neural
networks to classify epilepsy EEG signals. Subasi [24]
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used a discrete wavelet transform for preprocessing and,
then, neural networks for classification, which improved
the performance of the classifier. Khan and Gotman [25]
mainly study the law of fluctuations between different
frequencies and backgrounds. This method can detect
epilepsy automatically with higher sensitivity. Bhuiyan and
Das [26] preprocessed the EEG signals and then used
the neural network to classify them. The advantage of
this algorithm is an increase in the speed of calculation.
Hassanpour and Boashash [27] proposed a new time-
frequency-based spike detection technique and evaluated it
in neonatal EEG data with good results. The fuzzy cluster-
ing algorithm automatically diagnoses epilepsy by classify-
ing normal and seizure EEG signals. Sucharitha et al. [28]
applied the improved fuzzy c-means (FCM) algorithm to
epilepsy detection. Kuwata et al. [29] proposed a self-
organized additive fuzzy clustering method and applied the
algorithm to brain EEG recognition. The segmentation results
obtained by the algorithm were more adaptive. Harikumar
and Vijayakumar [30] compared the classification perfor-
mance of epilepsy EEG signals by k-means clustering and
several other classic algorithms. All of the abovementioned
methods use a calculated virtual single cluster center to
describe the cluster structure, which is not a real sample.
Therefore, drift occurs under the influence of noise and
outliers, making this method unable to accurately capture
the internal structure of the cluster. In addition, for medical
images, the virtual center does not express organ tissue very
well.

To address the abovementioned challenges, an MvFMMdd
algorithm is given, and the algorithm is applied to epilepsy
EEG signals. Some contributions made in the process of ana-
lyzing EEG signals in epilepsy mainly include the following.

(1) The use of a single representative medoid point in
describing the cluster structure is prone to insufficient
information. To accurately capture more accurate intra-
cluster structural information, a cluster structure expres-
sion strategy based on multiple representative medoid
points is introduced.

(2) A new multi-view clustering model comprehensively
considers the quality of each view and assigns corre-
sponding weights according to the quality of each view,
which effectively improves the clustering performance.

(3) Experiments verify the effectiveness of the clustering
performance of the MvFMMdd algorithm; the strategy
of expressing the cluster structure with real representa-
tive multi-medoid points is more relevant for medical
data.

II. RELATED WORK
A. MULTI-MEDOID REPRESENTATIVE
POINT EXPRESSION STRATEGY
The multi-medoid representative point expression strategy
treats all samples in the sample space as potential clus-
ter centers and assigns a weighting factor to each sample

FIGURE 1. Sample graph of the virtual single-medoid representative
point expression cluster structure.

FIGURE 2. Sample graph of the real multi-medoid representative point
expression cluster structure.

to indicate the extent to which it represents the cluster.
Therefore, the cluster structure in the sample space can be
exemplified by the included samples, and more cluster struc-
ture information can be captured than by the cluster center
being represented by a single representative medoid point.
To make the strategy more general, it can be considered that
each sample in the data set may become a representative
point of the cluster, and this possibility can be quantized into
a weight coefficient within the range [0,1]. The larger the
weight value of the sample is, the more likely the sample is
to represent its cluster. The schematic diagram of the strategy
is as follows:

FIGURE 1 shows a sample graph of the virtual single-
medoid representative point expression cluster structure.
FIGURE 2 shows a sample graph of the real multi-medoid
representative point expression cluster structure. The cluster
center expressions shown in Figure 2 are all real sample
points, which can better express the cluster structure.

B. MULTI-VIEW LEARNING MECHANISM
BASED ON VIEW FUZZY THEORY
For some data sets with complex structures or large numbers,
the multi-view learning mechanism is introduced. Due to the
increased complexity of the data, when people observe com-
plex data sets, they can often interpret data through multiple
views to obtain multi-view data. Multi-view data refers to the
fact that some objects have multiple feature sets from differ-
ent attribute spaces that are the result of synthesizing multiple
types of features from different views. Themain feature of the
multi-view learning mechanism is that it analyzes data sam-
ples constructed from different features of the same object
and uses the synergy between the various perspectives to find
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FIGURE 3. Schematic diagram of multi-view data.

FIGURE 4. Schematic diagram of the view fuzzy mechanism.

the similar components between the perspectives to obtain a
global decision result that tends to be consistent. Since the
learning mechanism comprehensively considers the charac-
teristic information of the research object from various views,
the decision result that is obtained is more comprehensive and
reliable than the traditional decision result based on the single
view feature space. In the multi-view learning mechanism,
the quality of each view is different; thus, each view makes a
different contribution to the segmentation result. The problem
description is as follows.

In FIGURE 3, the view 1 division quality is obviously
better than that of views 2 and 3. The division quality of
view 2 is better than that of view 1, and that of view 3 is the
worst. To get a more satisfactory result, this paper introduces
the view fuzzy weighting mechanism, which gives different
weights to different views according to the quality of the
division of each view. The principle being followed is that the
data with a good-quality of view will have a large weight, and
the data with a poor-quality viewwill have a small weight. For
the multi-view data in Figure 3, the schematic diagram of the
view fuzzy mechanism is as follows.

The process of the traditional clustering algorithm for
processing multi-view data is as follows. First, traditional
algorithms are used to process each view separately, and then,
the integration strategy [31] is used to obtain the global result.

Directly decomposing multi-view data into multiple single-
view data sets for processing will have a bad influence on the
final global segmentation result due to the obvious difference
in the clustering results of the various views, resulting in
the deterioration of the final global segmentation result and
poor or unstable algorithm performance. The multi-view
learning mechanism solves this problem very well. Many
scholars have begun to study related algorithms based on
the multi-view learning mechanism. Yamanishi et al. [32]
used a cooperative clustering algorithm to handle a multi-
view scene. Zhou and Burges [33] extended traditional spec-
tral clustering and proposed a multi-view spectrum clus-
tering algorithm. Pedrycz [34] introduced a collaborative
learning idea based on FCM and proposed a cooperative
method. Cleuziou et al. [35] proposed a multi-view fuzzy
c-means (MvFCM) algorithm based on the classic FCM.
Chen et al. [36] upgraded the traditional k-means algorithm
to a multi-view k-means algorithm.

III. MULTI-VIEW FUZZY CLUSTERING ALGORITHM
WITH MULTI-MEDOID
Considering the multi-view learning mechanism mentioned
above and the multi-medoid representative point expres-
sion strategy in related work, a multi-view fuzzy clustering
algorithm with multi-medoid (MvFMMdd) is given. Given
a sample set X = {x, i = 1, 2, . . . ,N }, U represents the
X ′ fuzzy partition, and the goal of V is to describe the
internal structure of each cluster. The objective function of
MvFMMdd is

JMvFMMdd (U ,V ) =

R∑
r=1

wm1
r

K∑
c=1

N∑
i=1

N∑
j=1

um2
ci,rv

n
cj,rdij,r

(1)
K∑
c=1

uci,r = 1, uci,r ≥ 0 (2)

N∑
j=1

vcj,r = 1, vcj,r ≥ 0 (3)

R∑
r=1

wr = 1,wr ≥ 0 (4)

where R is the number of views, wr is the weight of view r ,
m1 and m2 are fuzzier, K is the cluster number, N is the total
number of samples, uci,r represents the sample xi’s member-
ship to cluster c in view r , vcj,r is the sample xj’s prototype
weight in cluster c in viewr , the parameter n is used to adjust
the smoothness of the distribution of the prototype weights
between all the objects in each cluster, D is the dissimilar-
ity matrix, and dij,r is the dissimilarity between samples xi
and xj. UK×N is a membership matrix belonging to K clus-
ters for N samples, VK×N represents the prototype weights
of N samples for K clusters. The Lagrangian multiplier
method is used to solve Eq. (1), and the variable expressions
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are as follows.

uci,r =

(
N∑
j=1

vncj,rdij,r

) −1
m−1

K∑
h=1

(
N∑
j=1

vnhj,rdij,r

) −1
m−1

(5)

vcj,r =

(
N∑
i=1

umci,rdij,r

) −1
n−1

N∑
l=1

(
N∑
i=1

umci,rdil,r

) −1
n−1

(6)

wr =

(
K∑
c=1

N∑
i=1

N∑
j=
um2
ci,rv

n
cj,rdij,r

) −1
m1−1

R∑
g=1

(
K∑
c=1

N∑
i=1

N∑
j=
um2
ci,gv

n
cj,gdij,g

) −1
m1−1

(7)

For easy understanding, set

vnc,r =
(
vnc1,r , v

n
c2,r , . . . , v

n
cN ,r

)T
,

di,r =
(
di1,r , di2,r , . . . .diN ,r

)T
,

zc,r = vnc,r (8)

a
(
xi,r , zc,r

)
=

N∑
j=1

zcj,rdij,r =zTc,rdi,r (9)

Substituting Eq. (8) and (9) into Eq. (5), the expression of
uci,r is as follows.

uci,r =
a
(
xi,r , zc,r

)−1/(m2−1)

K∑
f=1

a
(
xi,r , zf ,r

)−1/(m2−1)
(10)

The integration strategy for the global division result is as
follows

U =
R∑
r=1

wruci,r (11)

where zc,r is used to characterize the representative vector
of each sample in the cth cluster in the view r . This vector
can be seen as the ‘‘center vector’’ of the cth cluster, and
each dimension in the vector represents the weight of each
representative sample. zc,r is used to characterize the cth

cluster, and
(
xi,r , zc,r

)
represents the dissimilarity between

xi,r and cluster c. In Eq.(10), the membership degree of
sample xi,r to the cth cluster is related to the dissimilarity
between the sample and the cluster. uci,r is proportional to
the dissimilarity between xi,r and cluster c and is inversely
proportional to the sum of the dissimilarities between sample
xi,rand other clusters. When a ‘‘center vector’’ of all the
clusters is obtained, each object can be characterized by the
distance between the object and all clusters.

Set

um2
c,r =

(
um2
c1,r , u

m2
c2,r , . . . , u

m2
c,r

)T
yc,r = um2

c,r (12)

b
(
xj,r , yc,r

)
=

N∑
i=1

yci,rdij,r = yTc,rdj,r (13)

Substituting (12) and (13) into (8), the transformed expres-
sion of vcj,r is as follows

vcj,r =
b
(
xj,r , yc,r

) −1
n−1

N∑
h=1

b
(
xh,r , yc,r

) −1
n−1

(14)

where yc,r is used to indicate the membership of all sam-
ples in view r to the cth cluster. b

(
xj,r , yc,r

)
represents the

dissimilarity between the sample xj,r in view r and other
objects in cluster c. The size of b

(
xj,r , yc,r

)
characterizes the

typical extent of sample xj,r in the cth cluster. In (14), vcj,r
is b

(
xj,r , yc,r

)
normalized over all the objects in the same

cluster in view r , and the value of vcj,r does not depend on
other clusters. Therefore, we call V a representative measure
inside the cluster.

From the above series of formula derivation and analysis,
xj,r in view r is ranked by comparing the centrality of xj,r
with other samples in the same cluster, and cluster c in
each view is characterized by the representative weight of
all objects in that cluster. After each cluster is character-
ized, each object’s membership to K clusters is assigned by
the relative distances between this object and each of the
clusters. The proposed MvFMMdd algorithm is described as
follows.

Algorithm:MvFMMdd
Input Given view number R, cluster number

K , sample number N , iteration number
Tmax , iterative precision,
fuzzy coefficients m1 and m2, and
smoothing parameters n, initialize the
distance matrix D of each view sample.

Output the global fuzzy partition matrix U
1 Set iteration number T =0;
2 Repeat
3 T = T+1;
4 From r =1:R
5 Iteratively calculate uci,r by (5);
6 Iteratively calculate the vcj,r by (6);
7 Iteratively calculate the wrby (7);
8 End
9 Until

∥∥JT − JT+1∥∥ ≤ ε or T = Tmax
10 Compute the global fuzzy partition

matrix based on Eq (11)
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TABLE 1. Parameter settings.

IV. SIMULATION EXPERIMENTS AND RESULTS ANALYSIS
A. EXPERIMENTAL SETTINGS
To demonstrate the performance of theMvFMMdd algorithm
in processing multi-view data, three types of contrast algo-
rithms were selected. One is the FCM algorithm and the
k-means algorithm for a single-view single-medoid rep-
resentative point. The second is the CoFKM algorithm
for a multi-view single-medoid representative point [35],
TW-(k)-means algorithm [36] and WV-Co-FCM [16]. The
third is the FCMdd algorithm with multiple views and
multiple medoids representative points [16]. To objectively
compare the performance of each algorithm, the evalua-
tion indicators used here are normalized mutual informa-
tion (NMI) and the rand index (RI). The value range of both
indicators is [0, 1], and the value is proportional to the cluster
performance. The specific calculation of the two indicators is
referenced [13].

The parameter settings involved in the algorithm and the
comparison algorithm are shown in Table 1.

The processor of the PC used in the experiment is an Intel
Core i5-6200 CPU@ 2.30 GHz, the memory is 4.00 GB, and
the system type is a 64-bit operating system. The simulation
software version is MATLAB R2018a. The experimental
results were obtained by running the program 15 times to
obtain the mean value.

B. EXPERIMENTAL DATA SET
The experimental data used in this article can be downloaded
from http://epileplotlogiebonn,de/cms/front_content.php?
idcat=193&lang=3&changelange=3. The data set contains
500 samples and is divided into 5 groups of 100 samples.
Groups A and B are EEG signals collected from healthy
people, and groups C-E are EEG signals collected from
patients. A detailed description of the data set can be found
on the database download site.

To construct the multi-view EEG data set required for the
experiment, this paper first uses the feature extraction method
to extract the features of the EEG signal and, then, combines
the extracted features into multiple different combinations,
with one combination being regarded as the data set. The
view number is equal to the method number for feature
extraction. The feature extraction approaches used in this
paper include kernel principal component analysis (KPCA),

TABLE 2. Constructed multi-view EEG data sets.

wavelet packet decomposition (WPD) and short-time Fourier
transform (STFT); thus, the total number of views is 3, and a
total of 6 data sets are constructed. See Table 2 for the details
of the constructed multi-view data sets.

C. EXPERIMENTAL RESULT
The results of the operation of each algorithm on the six
multi-view EEG data sets are shown in Table 3. The data
in bold show the best performance for the corresponding
experimental data sets.

Observing Table 3, the following conclusions can be
drawn.
(1) For the multi-view EEG data, it can be seen from

the experimental data of S1 to S6 that the clustering
performance of the single-view clustering FCM and
K-means algorithms is worse than that of the multi-
view clustering algorithms CoFKM, WV-Co-FCM, and
TW-(k)- means, including our proposed MvFMMdd
algorithm. This result fully demonstrates that the cluster-
ing performance of the multi-view clustering algorithm
is indeed more suitable for multi-view data.

(2) The clustering performance of the FCMdd algorithm
is not much different from that of FCM or K-means
algorithms, indicating that the multi-medoid represen-
tative points strategy did not substantially improve the
clustering performance. However, this strategy is very
important for the expression of medical data.

(3) The MvFMMdd algorithm proposed in this article
has the best clustering performance for S2 and S4, but
the effect on other datasets was not optimal. However,
the MvFMMdd algorithm’s performance on the six
data sets is better than that of the single-view FCMdd
algorithm, which further demonstrates that the multi-
view algorithm is more suitable for multi-view data.
However, although the MvFMMdd algorithm proposed
in this paper results in limited improvement in clus-
tering performance, its performance is always better
than that of the single-view clustering algorithm, and
the cluster structure expression strategy based on multi-
medoid representative points is more suitable for cluster-
ing medical data – not only because the cluster structure
expressed by multiple medoids representative points is
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TABLE 3. Comparison of the clustering performance of each algorithm on multi-view EEG data sets.

FIGURE 5. Three views’ weights for S1 in the MvFMMdd algorithm.

richer and more accurate but also because the multiple
medoids representative points are real data points, which
is more medically meaningful.

Traditional multi-view clustering algorithms such as the
Co-FKM algorithm, generally consider the importance of
each view to be the same for clustering. However, in practical
applications, there are often cases in which the clustering
effect of some perspectives is not ideal. Then, the results
obtained after the final decision will be subject to those views
that have no obvious clustering characteristics, resulting in
poor clustering performance in some cases. To solve this
problem, the proposed MvFMMdd algorithm performs fuzzy
weighting on each view and assigns corresponding weights
according to the importance of each view. The influence
of the determination of the view weight on the clustering
performance has also been studied.

To verify the difference in the quality of each view,
FIGURE 5 shows the weighting of each view in the algo-
rithm for the S1 data set. In Figure 5, each view contributes
differently to the final partition. The weights of views 1 and
3 are small, indicating that the data overlap between the
two views is high, and the weight of view 2 is the largest,
indicating that the data in view 2 has good spatial division
characteristics. The method used to assign corresponding
weights according to the different degrees that each view con-
tributes can substantially heighten the clustering performance
and avoid interference from poor-quality samples in some
views.

V. CONCLUSION
In this study, a multi-view fuzzy clustering algorithm with
multi-medoid is presented and used to analyze epilepsy EEG
data. On the one hand, the introduction of a multi-view learn-
ing mechanism based on view fuzzy weighting considers the
correlations and differences between the various view data;
thus, the final result tends to be consistent. On the other hand,
the view fuzzy weighting strategy that assigns correspond-
ing weights according to the degree of contribution from
each view substantially improves clustering performance and
effectively avoids interference from the poor-quality data in
some views. The introduction of the real multi-medoid rep-
resentative points strategy can describe the cluster structure
more richly and accurately. For the identification of med-
ical data, real representative points can also be medically
meaningful. The clustering performance of the MvFMMdd
algorithm approaches that of the classic Co-FKM algorithm,
and the clustering performance has not been substantially
improved or decreased. However, the multi-medoid represen-
tative points strategy algorithm has high value for epileptic
EEG data processing, since the multiple representative points
are real data points; thus, the use of real points as the cluster
center representative points is more medically meaningful for
the processing of medical data.

Although the algorithm presented in this paper has a good
clustering effect on the multi-view epilepsy EEG dataset,
there is still room for further expansion in subsequent
research. For example, it will be important to explore how to
significantly improve clustering accuracy, avoid interference
from noise points, and the like.
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