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Abstract: In this survey, we discuss the task of automatically classifying medical documents into the
taxonomy of the International Classification of Diseases (ICD), by the use of deep neural networks.
The literature in this domain covers different techniques. We will assess and compare the performance
of those techniques in various settings and investigate which combination leverages the best results.
Furthermore, we introduce an hierarchical component that exploits the knowledge of the ICD
taxonomy. All methods and their combinations are evaluated on two publicly available datasets
that represent ICD-9 and ICD-10 coding, respectively. The evaluation leads to a discussion of the
advantages and disadvantages of the models.
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1. Introduction

The International Classification of Diseases (ICD), which is endorsed by the World Health
Organization, is the diagnostic classification standard for clinical and research purposes in the medical
field. ICD defines the universe of diseases, disorders, injuries, and other related health conditions,
listed in a comprehensive, hierarchical fashion. ICD coding allows for easy storage, retrieval, and
analysis of health information for evidenced-based decision-making; sharing and comparing health
information between hospitals, regions, settings, and countries; and data comparisons in the same
location across different time periods (https://www.who.int/classifications/icd/en/) . ICD has
been revised periodically to incorporate changes in the medical field. Today, there have been 11
revisions of the ICD taxonomy, where ICD-9 and ICD-10 are the most studied when it comes to
their automated assignment to medical documents. In this paper, we compare state-of-the-art neural
network approaches to classification of medical reports written in natural language (in this case
English) according to ICD categories.

ICD coding of medical reports has been a research topic for many years [1]. Hospitals need to
label their patient visits with ICD codes to be in accordance with the law and to gain subsidies from
the government or refunds from insurance companies. When the documents are in free text format,
this process is still done manually. Automating (a part of) this process would greatly reduce the
administrative work.

In this paper, we compare the performance of several deep learning based approaches for ICD-9
and ICD-10 coding. The codes of ICD-9 consist of, at most, five numbers. The first three numbers
represent a high level disease category, a fourth number narrows this down to specific diseases, and a
fifth number differentiates between specific disease variants. This leads to a hierarchical taxonomy with
four layers underneath a root node. The first layer (L1) consists of groups of 3-numbered categories,
the next three layers (L2 through L4) correspond to the first 3, 4, or 5 numbers of the ICD code as is
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displayed in the upper part of Figure 1. In the lower part of this figure, a concrete example of the
coding is shown.

Figure 1. ICD-9 code structure with second through fourth layer representations and diabetes as
an example.

In this paper, we survey state-of-the-art deep learning approaches for ICD-9 coding. We especially
focus on the representation learning that the methods accomplish.

Experiments with ICD-9 are carried out on the MIMIC-III dataset [2]. This dataset consists of over
50,000 discharge summaries of patient visits in US hospitals. These summaries are in free textual format
and labeled with corresponding ICD-9 codes, an example snippet is visible in Figure 2. Most discharge
summaries are labeled with multiple categories, leading to a multiclass and multilabel setting for
category prediction.

Figure 2. Example snippet of discharge summary from the MIMIC-III dataset with corresponding
target International Classification of Diseases (ICD) codes.
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Codes from the ICD-10 version are very similar to those of ICD-9. The main difference is that they
consist of up to seven characters of which at least the first three are always present, the latter four are
optional. The first character is an uppercase alphabetic letter, all other characters are numeric. The first
three characters indicate the category of the diagnoses, and the following three characters indicate the
etiology, anatomic site, severity, or other clinical details. A seventh character indicates an extension.
An example of the ICD-10 structure is visible in Figure 3, it visualizes the same diagnosis as in Figure 1
but for ICD-10 instead of ICD-9.

Experiments with ICD-10 are conducted on the CodiEsp dataset, which is publicly available.
This dataset consists of 1000 discharge summaries of patient visits in Spain. The documents are in free
text format, which is automatically translated to English from Spanish, and they are manually labeled
with ICD-10 codes by healthcare professionals.

Figure 3. ICD-10 code structure with second through fourth layer representations and diabetes as
an example.

The deep learning methods that we discuss in this paper encompass different neural network
architectures including convolutional and recurrent neural networks. It is studied how they can be
extended with suitable attention mechanisms and loss functions and how the hierarchical structure
of the ICD taxonomy can be exploited. ICD-10 coding is especially challenging, as in the benchmark
dataset that we use for our experiments the ICD coding model has to deal with very few manually
labeled training data.

In our work we want to answer the following research questions. What are the current
state-of-the-art neural network approaches for classifying discharge summaries? How do they compare
to each other in terms of performance? What combination of techniques gives the best results on
a public dataset? We hypothesize the following claims. (1) A combination of self-attention and
convolutional layers yields the best classification results. (2) In a setting with less training samples per
category, attention on description vectors of the target categories improves the results. (3) Using the
hierarchical taxonomy explicitly in the model improves classification on a small dataset. The most
important contribution of our work is an extensive evaluation and comparison of state-of-the-art deep
learning models for ICD-9 and ICD-10 coding which currently does not exist in the literature.

The remainder of this paper is organized as follows. In Section 2, related work relevant for the
conducted research will be discussed. Section 3 will elaborate on the datasets used in the experiments
and how this data is preprocessed. The compared deep learning methods are described in Section 4.
These methods are evaluated on the datasets in different settings and all findings are reported in
Section 5. The most important findings will be discussed in Section 6. Finally, we conclude with some
recommendations for future research.

2. Related Work

The most prominent and more recent advancements in categorizing medical reports with standard
codes will be described in this section.
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2.1. Traditional Models for ICD Coding

Larkey and Croft [3] are the first to apply machine learning techniques to ICD coding.
Different techniques including a k-nearest neighbor classifier, relevance feedback, and a Bayesian
classifier are applied to the texts of inpatient discharge summaries. The authors found that an ensemble
of models yields the best results. At that time, and still later, one has experimented with rule-based
pattern matching techniques, which are often expressed as regular expressions (see, e.g., in [4]).
Farkas et al. [5] have proposed a hybrid system that partially relied on handcrafted rules and partially
on machine learning. For the latter, the authors compare a decision tree learner with a multinomial
logistic regression algorithm. The system is evaluated on the data from the CMC Challenge on
Classifying Clinical Free Text Using Natural Language Processing, support vector machines (SVMs)
were also a popular approach for assigning codes to clinical free text (see, e.g., in [6] who evaluate a
SVM using n-gram word features on the MIMIC-II dataset). A systematic overview of earlier systems
for automated clinical coding is found in [7]. The authors of [8] show that datasets of different sizes
and different numbers of distinct codes demand different training mechanisms. For small datasets,
it is important to select relevant features. The authors have evaluated ICD coding performance
on a dataset consisting of more than 70,000 textual Electronic Medical Records (EMRs) from the
University of Kentucky (UKY) Medical Center tagged with ICD-9 codes. Integrating feature selection
on both structured and unstructured data is researched by the authors of [9] and has proven to aid
the classification process. Two approaches are evaluated in this setting: early and late integration of
structured and unstructured data, the latter yielding the better results. Documents are tagged with
ICD-9 and ICD-10 medical codes.

2.2. Deep Learning Models for ICD Coding

More recently, and following a general trend in text classification, deep learning techniques have
become popular for ICD coding. These methods learn relevant features from the raw data and thus skip
the feature engineering step of traditional machine learning methods. Deep learning proved its value
in computer vision tasks [10], and rapidly has conquered the field of text and language processing.
Deep learning techniques also have been successfully applied to Electronic Health Records (EHR) [11].
In the 2019 CLEF eHealth evaluation lab, deep learning techniques had become mainstream models
for ICD coding [12].

A deep learning model that encompasses an attention mechanism is tested by the authors of [13]
on the MIMIC-III dataset. In this work, a Long Short-Term Memory network (LSTM) is used for both
character and word level representations. A soft attention layer here helps in making predictions for
the top 50 most frequent ICD codes in the dataset. Duarte et al. [14] propose bidirectional GRUs for
ICD-10 coding of the free text of death certificates and associated autopsy reports. Xie et al. [15] have
developed a tree-of-sequences LSTM architecture with an attention mechanism to simultaneously
capture the hierarchical relationships among codes. The model is tested on the MIMIC-III dataset.
Huang et al. [16] have shown that deep learning-based methods outperform other conventional
machine learning methods such as a SVM for predicting the top 10 ICD-9 codes on the MIMIC-III
dataset, a finding confirmed by Li et al. [17], who have confirmed that ICD-9 coding on the MIMIC-II
and MIMIC-III datasets outperforms a classical hierarchy-based SVM and a flat SVM. This latter
work also shows that convolutional neural networks (CNNs) are successful in text classification given
their capability to learn global features that abstract larger stretches of content in the documents.
Xu et al. [18] have implemented modality-specific machine learning models including unstructured
text, semistructured text, and structured tabular data, and then have used an ensemble method to
integrate all modality-specific models to generate the ICD codes. Unstructured and semistructured
text is handled by a deep neural network, while tabular data are converted to binary features which
are input as features in a decision tree learning algorithm [19]. The text classification problem can
also be modeled as a joint label-word embedding problem [20]. An attention framework is proposed
that measures the compatibility of embeddings between text sequences and labels. This technique is
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evaluated on both the MIMIC-II and MIMIC-III datasets but achieves inferior results to the neural
models presented further in this paper. Zeng et al. [21] transfer MeSH domain knowledge to improve
automatic ICD-9 coding but improvements compared to baselines are limited. Baumel et al. [22]
have introduced the Hierarchical Attention bidirectional Gated Recurrent Unit model (HA-GRU).
By identifying relevant sentences for each label, documents are tagged with corresponding ICD codes.
Results are reported both on the MIMIC-II and MIMIC-III datasets. Mullenbach et al. [23] present the
Convolutional Attention for Multilabel classification (CAML) model that combines the strengths of
convolutional networks and attention mechanisms. They propose adding regularization on the long
descriptions of the target ICD codes, especially to improve classification results on less represented
categories in the dataset. This approach is further extended with the idea of multiple convolutional
channels in [24] with max pooling across all channels. The authors also shift the attention from the
last prediction layer, as in [23], to the attention layer. Mullenbach et al. [23,24] achieve state-of-the art
results for ICD-9 coding on the MIMIC-III dataset. As an addition to these models, in this paper a
hierarchical variant of each of them is constructed and evaluated.

Recently, language models have become popular in natural language processing. The use of
Bidirectional Encoder Representations from Transformers (BERT) models, which uses a transformer
architecture with multi-head attention, and especially BioBERT has improved the overall recall values at
the expense of precision compared to CNN and LSTM models when applied in the ICD-10 coding task
at CLEF eHealth in 2019 [25], a finding which we have confirmed in our experiments. Therefore, we do
not report on experiments with this architecture in this survey.

Finally, Campbell et al. [26] survey the literature on the benefits, limitations, implementation,
and impact of computer-assisted clinical coding on clinical coding professionals. They conclude that
human coders could be greatly helped by current technologies and are likely to become clinical coding
editors in an effort to raise the quality of the overall clinical coding process. Shickel et al. [11] review
deep learning models for EHR systems by examining architectures, technical aspects, and clinical
applications. Their paper discusses shortcomings of the current techniques and future research
directions among which the authors cite ICD coding of free clinical text as one of the future challenges.

2.3. Hierarchical Models for Classification

In this paper, we foresee several mechanisms to exploit the hierarchical taxonomy of ICD codes
in a deep learning setting, in other words we exploit the known dependencies between classes.
Although this is a rather novel topic, hierarchical relationships between classes have been studied
in traditional machine learning models. Deschacht et al. [27] have modeled first-order hierarchical
dependencies between classes as features in a conditional random field and applied this model to text
classification. Babbar et al. [28] study error generalization bounds of multiclass, hierarchical classifiers
using the DMOZ hierarchy and the International Patent Classification by simplifying the taxonomy
and selectively pruning some of its nodes with the help of a meta-classifier. The features retained in
this meta-classifier are derived from the error generalization bounds. Furthermore, hierarchical loss
functions have been used in non-deep learning approaches. Gopal et al. [29] exploit the hierarchical or
graphical dependencies among class labels in large-margin classifiers, such as a SVM, and in logistic
regression classifiers by adding a suitable regularization term to their hinge-loss and logistic loss
function, respectively. This regularization enforces the parameters of a child classifier to be similar
to the parameters of its parent using a Euclidean distance function, in other words, encouraging
parameters which are nearby in the hierarchy to be similar to each other. This helps classes to leverage
information from nearby classes while estimating model parameters. Cai and Hofmann [30] integrate
knowledge of the class hierarchy into a structured SVM. Their method also considers the parent–child
relationship as a feature. All parameters are learned jointly by optimizing a common objective function
corresponding to a regularized upper bound on the empirical loss. During training it is enforced that
the score of a training example with a correct labeling should be larger than or equal to the score
of a training example of an incorrect labeling plus some loss or cost. It is assumed that assignment
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of confusing classes that are “nearby” in the taxonomy is less costly or severe than predicting a
class that is “far away” from the correct class. This is realized by scaling the penalties for margin
violation. A similar idea is modeled in a deep learning model for audio event detection [31]. These
authors propose the hierarchy-aware loss function modeled as a triplet or quadruplet loss function that
favors confusing classes that are close in the taxonomy, over ones that are far away from the correct
class. In [32], an hierarchical SVM is shown to outperform that of a flat SVM. Results are reported
on the MIMIC-II dataset. In a deep neural network setting, recent publications on hierarchical text
classification outside the medical field make use of label distribution learning [18], an hierarchical
softmax activation function [33], and hierarchical multilabel classification networks [34].

Recent research shows the value of hierarchical dependencies using hierarchical attention
mechanisms [22] and hierarchical penalties [34], which are also integrated in the training of the
models surveyed in this paper.

If the target output space of categories follows a hierarchy of labels—as is also the case
in ICD coding—the trained models efficiently use this hierarchy for category assignment or
prediction [32,35,36]. During categorization the models apply a top-down or a bottom-up approach at
the classification stage. In a top-down approach parent, categories are assigned first and only children
of assigned parents are considered as category candidates. In a bottom-up approach, only leaf nodes
in the hierarchy are assigned which entail that parent nodes are assigned.

In the context of category occurrences in hierarchical target spaces, a power-law distribution is
described in [37]. Later, the authors of [38] have addressed this phenomenon quantitatively deriving
a relationship in terms of space complexity for those kind of distributions. They have proved that
hierarchical classifiers have lower space complexity than their flat variants if the hierarchical target
space satisfies certain conditions based on, e.g., maximum branching factor and the depth of the
hierarchy. The hierarchical variants discussed in this survey are of different shape than those discussed
in these works, layer-based instead of node-based, and do not suffice the necessary conditions for
these relationships to apply.

2.4. Models Relevant for This Survey

The experiments reported in Section 5 are carried out starting with and expanding the models
described in [23,24]. These models are evaluated against common baselines, partly inspired by other
models e.g., the GRU form [22]. For all models, the state-of-the-art, and the baselines, a hierarchical
version is constructed using the principles explained in [34]. This hierarchical version duplicates
the original model for each layer in the corresponding ICD taxonomy (ICD-9 or ICD-10). These are
then trained in parallel. Furthermore, the weights in these networks are influenced by the weights
of neighboring layers via the addition of a hierarchical loss function. This loss function penalizes
hierarchical inconsistencies that arise when training the model. This leads to a clear comparison
between all tested models among themselves as well as with their hierarchical variants.

3. Materials

3.1. ICD-9 Datasets

The publicly available MIMIC-III dataset [2] is used for ICD-9 code predictions. MIMIC-III is an
openly accessible clinical care database. For this research, following the trends of previous related work,
the patient stay records from the database are used. Every hospital admission has a corresponding
unique HADM-ID. In the MIMIC-III database, some patients have also an added Addendum to their
stay. Based on earlier studies, records of only those patients who have discharge summaries linked are
selected. The addendum is concatenated to the patient’s discharge summary. Analogous to the work
in [24], out of the the original database, three sub-datasets are extracted. These datasets are used for
the experiments and allow for evaluation in different settings. The sub-datasets are the following.
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• Dis-50 consists of a selection of the discharge summaries from the MIMIC-III dataset (11,369 out
of 52,726) for the classification of Top-50 ICD-9 codes. We use the publicly available split [23] for
training (8066), testing (1729), and development (1574) of the models.

• Dis describes the full label setting where all Diagnostic (6918) and Procedural (2011) ICD-9 codes
are used. This leads to a total of 8929 Unique codes on the 52,726 discharge summaries. We again
use the publicly available split for training (47,723), testing (3372), and development (1631) of
the models.

• Full extends the Dis dataset with other notes regarding the patient (radiology notes, nursing notes,
etc.) in addition to the discharge summaries. This dataset, contains almost thrice the number of
tokens for training. We use the same test, train, development split as used in the Dis dataset.

3.2. ICD-10 Dataset

The CodiEsp corpus [39] consists of 1000 clinical cases, tagged with various ICD-10 codes by
health specialists. This dataset is released in the context of the CodiEsp track for CLEF ehealth 2020.
The dataset corresponding to the subtask of classifying diagnostic ICD codes is used. The original
text fragments are in Spanish but an automatically translated version in English is also provided by
the organizers, this version is used in this research. The publicly available dataset contains a split of
500 training samples, 250 development samples, and 250 test samples. In total, the 1000 documents
comprises of 16,504 sentences and 396,988 words, with an average of 396.2 words per clinical case.
The biggest hurdle while training with this dataset is the size and consequently the small number of
training examples for each category present. Figure 4 gives a sorted view of all categories present in
the training dataset and the amount of examples tagged with that specific category.
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Figure 4. Category frequencies of CodiEsp training dataset.

There are in total 1767 different categories spread out over only 500 training documents.
Every document is labeled with on average 11.3 different categories and each category is on average
represented by 3.2 training examples. Even the top 50 most frequently occurring categories have only
between 15 and 112 corresponding positive training documents. Therefore, tests for this dataset are
conducted on these 50 categories. Table 1 gives an overview of statistics for all discussed training
datasets. The specifics for the corresponding development and test sets are similar. Displayed statistics
for the Dis and the Full dataset are the same since the only difference lies in larger text fragments,
resulting in 72,891 unique tokens for the Full dataset compared to 51,917 for Dis. There are no
differences concerning the labels.
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Table 1. Dataset specifics overview.

Dataset #Training Docs #Labels Avg. #Labels/Doc Avg. #Training Docs/Label

Dis-50 8067 50 5.7 920
Dis 47,724 8922 15.9 85
Full 47,724 8922 15.9 85

CodiEsp 500 1767 11.3 3.2

3.3. Preprocessing

The preprocessing follows the standard procedure described in [23], i.e., tokens that contain no
alphabetic characters are removed and all tokens are put to lowercase. Furthermore tokens that appear
in fewer than three training documents are replaced with the “UNK” token. All documents are then
truncated to a maximum length of 2500 tokens.

4. Methods

In this section, all tested models will be discussed in detail. First, a simple convolutional and a
recurrent baseline commonly used in text classification are described. Then, two recent state-of-the-art
models in the field of ICD coding are explained in detail. These models are implemented by the authors
following the original papers and are called DR-CAML [23] and MVC-(R)LDA [24], respectively.
We discuss in detail the attention mechanisms and loss functions of these models. Afterwards, as a
way of handling the hierarchical dependencies of the ICD-codes, we propose various ways of their
integration in all models. This is based on advancements in hierarchical classification as inspired
by [34].

All discussed models have for each document i as input a sequence of word vectors xi as their
representation and as output a set of ICD-codes yi.

4.1. Baselines

The performance of all models will be evaluated and compared against two simple common
baselines used for handling sequential input data (text). These models are, respectively, based on
convolutional and recurrent neural principles.

4.1.1. Convolutional

The baseline convolutional neural network model, or CNN, consists of a 1D temporal
convolutional neural layer. This convolutional layer consists of different kernels, which are filters with
a specific pattern that are tested against all sequences of the input data with the same length. This is
followed by a (max-)pooling layer, to reduce the data size by only remembering the maximum value
over a certain range. More formally, for an input x and a given 1D kernel f on element s of the input
sequence, the convolutional and pooling operation can be defined as follows.

F1(s) = (x ~ f )(s) =
k−1

∑
i=0

f (i) · xs−i (1)

F2(s) = maxl−1
i=0 F1(s− 1) (2)

The amount of filters k and l in the convolutional and pooling layer, respectively, as well as their
sizes are optimizable parameters of this model. For both layers a stride length, i.e., the amount by
which the filter shifts in the sequence, can be defined leading to a trade-off between output size and
observability of detailed features.

4.1.2. Recurrent

As the recurrent neural network baseline, two common approaches are considered.
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BiGRU

The GRU, or Gated Recurrent Unit, is a gating mechanism in recurrent neural networks. It is
the mechanism of recurrent neural networks allowing the model to “learn to forget” less important
fragments of the data and “learn to remember” the more important fragments with respect to the
learning task. More formally, consider an input vector xt, update gate vector zt, reset gate vector rt,
and output vector ht at time t. The respective values can be calculated as follows.

zt = σ(Wz · [ht−1, xt] + bz) (3)

rt = σ(Wr · [ht−1, xt] + br) (4)

h∗t = tanh(Wh · [tt × ht−1, xt] + bh) (5)

ht = (1− zt)× ht−1 + zt × h∗t (6)

This leads to weight matrices Wz, Wr, and Wh to train as well as biases bz, br, and bh, σ stands for
the sigmoid activation function. BiGRU is the bidirectional variant of such a model that processes the
input data front-to-back and back-to-front in parallel.

BiLSTM

An LSTM, or Long Short-Term Memory neural network model, is very similar to a GRU but
replaces the update gate with a forget gate and an additional output gate. This way it usually has more
computational power than a regular GRU, but at the expense of more trainable parameters and more
chance of overfitting when the amount of training data is limited [40–42]. Formally, consider again an
input vector xt and a hidden state vector ht at time t. Activation vectors for the update gate, forget gate,
and output gate are, respectively, represented by zt, ft, and ot. These states relate to each other like
follows.

zt = σ(Wz · [ht−1, xt] + bz) (7)

ft = σ(W f · [ht−1, xt] + b f ) (8)

ot = σ(Wo · [ht−1, xt] + bo) (9)

c∗t = tanh(Wc · [ht−1, xt] + bc) (10)

ct = ( ft)× ct−1 + zt × c∗t (11)

ht = ot × tanh(ct) (12)

This again leads to weight matrices Wz, W f , Wo, and Wc to train as well as biases bz, b f , bo, and bc

with σ being the sigmoid activation function. BiLSTM is the bidirectional variant of a regular LSTM,
analogous to BiGRU, which is the bidirectional variant of GRU.

4.2. Advanced Models

This subsection describes the details of recent state-of-the-art models presented in [23,24] in the
way they are used for the experiments in Section 5.

4.2.1. DR-CAML

DR-CAML is a CNN-based model adopted for ICD coding [23]. When an ICD code is defined by
the WHO, it is accompanied by a label definition expressed in natural language to guide the model
towards learning the appropriate parameter values of the model. For this purpose, the model employs
a per-label attention mechanism enabling it to learn distinct document representations for each label.
It has been shown that for labels for which there are very few training instances available, this approach
is advantageous. The idea is that the description of a target code is itself a very good training example
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for the corresponding code. Similarity between the representation of a given test sample and the
representation of the description of a target code gives extra confidence in assigning this label.

In general, after the convolutional layer, DR-CAML employs a per-label attention mechanism
to attend to the relevant parts of text for each predicted label. An additional advantage is that the
per-label attention mechanism provides the model with the ability of explaining why it decided to
assign each code by showing the spans of text relevant for the ICD code.

DR-CAML consists of two modules: one for the representation of the input text, and the other
for the embedding of the label’s description as is visualized in Figure 5. The CAML module has a
CNN at the base layer which takes a sequence of the embeddings of the text tokens as input and
consequently represents the document as the matrix H. Then, the per-label attention mechanism
applies. Attention in this context means learning which parts of some context (the label description
vectors) are relevant for a given input vector.

After calculating the attention vector α using a softmax activation function, it is applied as a
product with H. With hl , the vector parameter for label l, the vector representation for each label is
computed as

vl =
N

∑
n=1

αl,nhn (13)

Given the vector representation of a document and the probability for label l, ŷl can be obtained
as shown in Figure 5.

Figure 5. DR-CAML (after [23]).

The CNN modules on the left hand side try to minimize the binary cross entropy loss. The second
module is a max-pooling CNN model which produces a max-pooled vector, zl , by getting the
description of code l. Assuming ny is the number of true labels in train data, the final loss is computed
by adding a regularization term to the base loss function. The loss function is explained in more detail
in Section 4.2.3.

4.2.2. MVC-(R)LDA

MVC-LDA and MVC-RLDA can be seen as extensions of DR-CAML. Similar to that model,
they are based on a CNN architecture with a label attention mechanism that considers ICD coding as a
multi-task binary classification problem. The added functionality lies in the use of parallel CNNs with
different kernel sizes to capture information of different granularity. MVC-LDA, the top module in
Figure 6, is a multi-view CNN model stacked on an embedding layer. MVC-RLDA reintroduces the
per-label attention mechanism introduced in the previous subsection.

In general, the multi-view CNNs are constructed with four CNNs that have the same number of
filters but with different kernel sizes. This convolutional layer is followed by a max-pooling function
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across all channels to select the most relevant span of text for each filter. A separate attention layer
for each label comes next, helping the model to attend to relevant parts of a document for each label.
A linear layer with weight vector Vj is implemented for the jth label and CVj is the attention for the
input C and label j. This attention vector CVj is the output of a dense layer with softmax activation
function leading to a relative weighting of the input elements C.

Figure 6. MVC-(R)LDA (after the work in [24]).

Then, the pooled outputs of the attention layer are computed as

Pj = CT(CVj). (14)

At the end, a dense layer is used for each label. The length of an input document is also encoded
into the output layers with embedding function

Tj(l) = Sigmoid(Kjl + dj), (15)

to decrease the problem of under-coding to some extent. This is done as in [24], which showed a
statistically significant Pearson’s correlation between the input length and the number of ground truth
codes. Therefore, the model can derive an underlying bias that, on average, shorter input documents
represent a lower amount of categories.

Parameters a, Kj, and dj in the length embedding function respectively represent the input length,
and the layer’s weight and bias, respectively, for a given label j. The prediction yj for class j is then
computed as

yj = Sigmoid(UT
j Pj + bj + Tj(a)). (16)

Similar to DR-CAML, this model tries to minimize the binary loss function. Adding the label
description embedding to MVC-LDA, the lower part of Figure 4 leads to MVC-RLDA whose loss
function includes an extra weighted term as a regularizer. It guides the attention weights to avoid



Appl. Sci. 2020, 10, 5262 12 of 20

overfitting. In addition, this regularization forces the attention for classes with similar descriptions to
be closer to each other. The loss function is again explained in more detail in Section 4.2.3.

4.2.3. Loss Function

The loss functions used to train DR-CAML and the multiview models MVD-(R)LDA are calculated
in the same way. The general loss function is the binary cross entropy loss lossBCE. This loss is extended
by regularization on the long description vectors of the target categories, visualized in Figure 6 on the
lower right corner.

Given N different training examples xi. The values of ŷl and max-pooled vector zl can be
calculated as represented in Figure 5 by getting the description of code l out of all L target codes. In this
figure, and the following formulas, βl is a vector of prediction weights and vl the vector representation
for code l. Assuming ny is the number of true labels in the training data, the final loss is computed by
adding regularization to the base loss function as

ŷl = σ(βt
lvl + bl) (17)

lossBCE(X) = −
N

∑
i=1

L

∑
l=1

yl log (ŷl) + (1− yl) log (1− ŷl) (18)

lossModel(X) = lossBCE + λ
1

ny

N

∑
i=1

L

∑
l=1
‖zl − βl‖2 (19)

4.3. Modeling Hierarchical Dependencies

In this section, we investigate the modeling of hierarchical dependencies as extensions of the
models described above. A first part integrates the hierarchical dependencies directly into the structure
of the model. This leads to Hierarchical models, which are layered variants of the already discussed
approaches. The second way hierarchical dependencies are explicitly introduced into the model is
via the use of a hierarchical loss function to penalize hierarchical inconsistencies across the model’s
prediction layer.

4.3.1. Hierarchical Models

Hierarchical relationships can be shaped directly into the architecture of any of the described
models above. The ICD-9 taxonomy can be modeled as a tree with a general ICD root and 4 levels
of depth, as already described in Section 1. This leads to a hierarchical variant of any of the models.
In this variant, not 1 but 4 identical models will be trained, one for each of the different layers in the
ICD hierarchy (corresponding to the length of the codes).

Such an approach is presented in [34] and is adapted to the target domain of ICD categories.
An overview of the approach is given in Figure 7.

The input for each layer is partially dependent on an intermediary representation from the
previous layer as well as the original input through concatenation of both. Layers are stacked from
most to least specific or from leaf to root node in the taxonomy. Models corresponding to different
layers will then rely on different features, or characteristics, to classify the input vectors. This way
the deepest, most advanced representations, can be used for classifying the most abstract and broad
categories. On the other hand, for the most specific categories, word level features can directly be used
to make detailed decisions between classes that are very similar.
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Figure 7. Overview of hierarchical variant of a model, inspired by [34].

4.3.2. Hierarchical Loss Function

To capture the hierarchical relationships in a given model, the loss function of the above
models can be extended with an additional term. This leads to the definition of a Hierarchical
loss function (lossH). This loss function penalizes classifications that contradict the inherent ICD
hierarchy. More specifically, when a parent category is not predicted to be true, none of its child
categories should be predicted to be true. The hierarchical loss between a child and its parent in the
tree is then defined as the difference between their computed probability scores, with 0 as a lower
bound. More formally, for the entire loss function lossH_Model for a category of layer X, combining the
regular training loss lossModel described above and the hierarchical loss lossH , is calculated as follows,

P(X) = Probability(X == True) (20)

Par(X) = Probability(Parent(X) == True) (21)

L(X) = True label o f X(0 or 1) (22)

lossH(X) = Clip(P(X)− Par(X), 0, 1) (23)

lossH_Model(X) = (1− λ)lossModel(X) + λlossH(X) (24)

which leaves a parameter λ to optimize the loss function (parameter λ is optimized over the
training set).

5. Results

5.1. MIMIC-III

Results are displayed for five different models. First, results for the two baseline models, CNN
and BiGRU, are shown. Because in most of the experiments, the BiGRU models performed at least on
par with their BiLSTM variants, we only report the results of BiGRU as a recurrent neural network
baseline. The reason for this good performance of GRU models compared to LSTM models most
likely resides in the amount of available training data for various target categories. Then, we report
on three more advanced models as discussed in the Method section: DR-CAML, MVC-LDA, and
MVD-RLDA. Different hyperparameter values are considered and tested on the development set of
MIMIC-III the setting giving the highest average performance on the development set is reported in
Table 2.
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Table 2. Optimal hyperparameter values obtained on the development set of the MIMIC-III dataset.

CNN BiGRU DRCAML MVC-LDA MVC-RLDA

# of filters 500 - 50 6,8,10,12 6,8,10,12

Filter Sizes 4 - 10 70 90

λ - 0.0005 - - 0.0005

Lr 0.003 0.003 0.0001 0.001 0.001

Batch size 16 16 16 4 4

Seq. length~ 2500 2500 2500 10000 10000

For all these models using their optimal hyperparameter settings, the average performance is
reported in terms of Micro F1, Macro F1, Micro AUC (ROC), and Precision@X. For models that are only
evaluated on the top 50 most frequent categories in the training data, results are displayed in Table 3.
This experiment is then repeated over all categories, which leads to the results in Table 4. Last, Table 5
gives the results of training the models on all labels for the Full dataset.

Table 3. Results of flat models on top 50 most frequent categories of the MIMIC-III Dis-50 dataset.

Micro F1 Macro F1 Micro AUC P@5

Dis-50

CNN 63.42 59.74 91.57 62.33

GRU 63.49 55.72 91.79 61.72

DR-CAML 69.64 64.56 93.90 65.39

MVC-LDA 69.07 64.17 93.69 65.15

MVC-RLDA 69.53 64.85 93.77 64.91

Table 4. Results of flat models on all labels of the MIMIC-III Dis dataset.

Micro F1 Micro F1 Micro F1 Micro AUC P@5
Proc Diag Both

Dis

CNN 51.01 40.80 42.58 84.38 59.48

GRU 53.88 40.86 43.40 85.36 61.59

DR-CAML 48.99 59.03 50.47 89.45 68.28

MVC-LDA 59.75 51.60 53.03 90.02 69.77

MVC-RLDA 58.84 50.74 52.10 89.77 68.71

Table 5. Results of flat models on all labels of the MIMIC-III Full dataset.

Micro F1 Micro F1 Micro F1 Micro AUC P@5
Proc Diag Both

Full

CNN 46.19 41.19 42.18 83.96 57.53

GRU 46.50 37.74 39.64 83.19 55.00

DR-CAML 57.90 41.40 49.94 89.42 67.16

MVC-LDA 58.12 50.70 51.97 89.93 68.53

MVC-RLDA 57.61 49.67 50.97 89.68 67.60

This experiment is repeated for the hierarchical variants of all described models. This time,
only results on the top 50 most frequent target categories are reported in Table 6. As hierarchical
models introduce a large number of additional intermediate categories, the target space is too large to
train these hierarchical variants in a full category setting.
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Table 6. Results of hierarchical models obtained on the MIMIC-III Dis-50 dataset.

Micro F1 Macro F1 Micro AUC P@5

Dis-50

CNN 61.70 53.79 90.62 59.87

GRU 62.38 54.88 91.77 60.03

DR-CAML 67.68 63.74 93.47 63.48

MVC-LDA 65.21 60.06 92.29 62.41

MVC-RLDA 65.43 61.22 92.34 61.73

To assess the importance of the different components of the highest performing model on
MIMIC-III Dis, an ablation study is conducted. The multi-view and the hierarchical component
are added and the regularization on long descriptions of the target ICD-codes is removed while all
other components stay the same. The difference in performance is measured and visualized in Figure 8.
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Figure 8. Ablation study on highest performing model (hierarchical MVC-RLDA) for MIMIC-III dataset.

5.2. CodiEsp

Similar experiments are carried out on the CodiEsp dataset, while only using the top 50 most
frequent codes. The same hyperparameter settings are used as in Table 2. Results are visualized in
Tables 7 and 8. Results for the full target space are not reported, as 90% of the target categories would
only have 5 or less positive training examples. Furthermore, this would lead to a target space of
1767 different categories with only 500 training examples in total, which makes training of a decent
model unfeasible.

Table 7. Results of flat models on top 50 codes obtained on the CodiEsp dataset.

Micro F1 Macro F1 Micro AUC P@5

CodiEsp

CNN 12.52 6.17 49.35 7.96

GRU 11.54 11.03 50.54 7.68

DR-CAML 9.58 8.24 48.63 7.96

MVC-LDA 10.84 6.23 49.26 4.17

MVC-RLDA 11.52 6.67 48.01 3.70
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Table 8. Results of hierarchical models for top 50 codes obtained on the CodiEsp dataset.

Micro F1 Macro F1 Micro AUC P@5

CodiEsp

CNN 12.44 6.18 53.08 2.84

GRU 11.87 11.50 50.14 7.68

DR-CAML 10.35 3.97 53.61 5.59

MVC-LDA 13.00 2.79 60.76 11.94

MVC-RLDA 13.92 4.21 56.38 8.72

To assess the importance of the different components of the highest performing model on CodiEsp,
an ablation study is conducted. The multi-view, the hierarchical component, and the regularization on
long descriptions of the target ICD-codes are each removed while all other components stay the same.
The difference in performance is measured and visualized in Figure 9.
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6. Discussion

A comparison between the results displayed in Tables 3 and 4 shines a light on the value of the
multiview component. The micro F1 scores of the five models are in similar relationship to each other
in both tables, except for the two multiview models. They outperform CAML in the full label setting
of the MIMIC-III Dis dataset, where they show very similar behavior to CAML in a top-50 category
setting, where for each of the categories a decent amount of training samples is available. When the
target space increases and more categories have fewer training examples, the added granularity of
having multiple kernel sizes in the MVC-(R)LDA model pays off. Table 5 shows results for models
trained on the Full dataset. The best performing model (MVC-LDA, 58.12%) gets outperformed by the
best performing model for all labels on Dis (MVD-LDA, 59, 75%). The addition of the information in
other medical documents than just discharge summaries thus seems to complicate instead of facilitate
the classification process.

Furthermore, comparing Tables 3 and 6, where the influence of the hierarchical parameter can
be assessed in a top-50 category setting, reveals a shift in the opposite direction. While in general,
the modeling of the hierarchical relationships hurts the classification process for all categories, it hinders
the multiview models the most. This time, DR-CAML is clearly the best performing model. Adding
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multiview and simultaneously modeling the hierarchical relationships between the target categories
tend to make the model overfit on the training data.

Looking at Tables 7 and 8, it is clear that the lack of a sufficient amount of training data in CodiEsp
(about 100 times less than for the Dis dataset) for most categories led to lower performance of all
models on this dataset. For the flat variants of the models, a regular CNN even outperforms the more
complex models. As the amount of training data is low, the added complexity of the latter models
hinders them generalizing well for unseen data. Comparing the results in both tables also leads to the
conclusion that in contrast to the results on MIMIC-III, on average the hierarchical component increases
the classification performance based on Micro F1 on CodiEsp. Where the information embedded in
the ICD taxonomy is redundant and even counteracting the performance for the larger MIMIC-III
dataset, it is leveraged when there is a lack of information in the training data itself, which is the case
for CodiEsp.

Last, Figures 8 and 9 display the relative importance of the long description regularization,
the multi-view. and the hierarchy for the top performing model on both the Dis and CodiEsp
datasets. For the Dis dataset, not using the hierarchy is by far the most important component.
The regularization on long descriptions still adds 0.46% and the multi-view almost does not influence
the results. For CodiEsp, it shows that the multi-view component has the biggest influence, followed
by the hierarchy, whose importance on this smaller dataset is already shown previously.

7. Conclusions

In this paper, we have surveyed the current methods used for classification of clinical reports
based on ICD codes using neural networks. We have combined the techniques already present in the
literature and assessed the relative importance of all present components. Combining a convolutional
framework with self-attention as well as regularizing, the loss function with attention on the long
descriptions of target ICD codes proved to be valuable. Furthermore, a hierarchical objective was
integrated in all presented models. Its added value lies especially in a setting with low amounts of
available training data. Last, extending the dataset with the information present in other medical
documents introduced too much noise into the data, hindering the performance of the tested models.

Concerning future research directions, it would be valuable to test the techniques on a ICD-10 or
ICD-11 dataset of larger size. This would give better insights into which performance these models
could achieve in current hospital settings. On a similar note, tackling the problem of lack of data
by finding a way to combine the available training data from different datasets (e.g., MIMIC-III
and CodiEsp) and different ontologies (e.g., ICD-9, ICD-10, and MeSH) could further improve
the classification performance of all models. Last, it would be interesting to investigate the use
of hierarchical descriptions as an addition to the loss function, giving another use for the information
inherently present in the ICD taxonomy.
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