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ABSTRACT Person re-identification, identifying and tracking pedestrians in cross-domain monitoring
systems, is an important technology in the computer vision field and of real significance for the construction
of smart cities. With the development of deep learning techniques, especially convolutional neural networks,
this technology has received more extensive attention and improvement in recent years and a large number
of noteworthy achievements have emerged. This paper provides a comprehensive overview of person
re-identification approaches to assist researchers in quickly understand this field with preference as well
as to provide a more structured framework. By reviewing more than 300 re-identification related papers, the
focus of these studies is summarized as information extraction, metric learning, post-processing, efficiency
improvement, labeling cost reduction, and data type expansion. This classification is then organized based on
different technologies, and on this basis, the pros and cons of each technology are analyzed. Moreover, this
overview summarizes the difficulties and challenges of re-identification and discusses the possible research
directions for reference.

INDEX TERMS Computer vision, convolutional neural networks, distance learning, feature extraction,
person re-identification.

I. INTRODUCTION
With the construction of smart cities, a large number of high-
definition surveillance cameras have been installed in cities
around the world, which generate numerous surveillance
videos. The pedestrian data’ analyzing and utilizing of among
them is a practical subject. These results can not only help the
police quickly get clues to the suspect or findmissing children
and the elderly, but also enable the merchants to obtain the
rules of pedestrian behavior and make more reasonable use of
commercial value for resource allocation. Therefore, person
re-identification [1] emerges as the times require, which is the
key technology to be solved in the construction of intelligent
surveillance systems. This technology has also been applied
inmany practical scenarios, including human traffic statistics,
street event detection, and person behavior analysis.

Person re-identification [1] refers to using computer vision
technology to determine the identity of a particular person in
the monitoring system with multiple non-overlapping cam-
eras. Given an interesting query, the person re-identification
task devotes to retrieve other images or video sequences
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FIGURE 1. Differences and connections between (a) person detection,
(b) person attribute, (c) person re-identification, and (d) multi-target
multi-camera tracking. The person images among this paper are from the
DukeMTMC-reID [82] dataset.

from the gallery collected by the multi-camera system and
determine whom the person is, as illustrated in Fig. 1 (c).

The concept of person re-identification was first defined
in 2006 [5]. So far, this field has experienced rapid devel-
opment, and scholars around the world have done extensive
research on this task and have developed many outstanding
approaches. But these approaches are numerous and have dif-
ferent focuses. Therefore, for enabling researchers preparing
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TABLE 1. Conclusion of several person re-identification reviews in recent years.

to enter this field to quickly understand its development status
and to provide researchers in this field with an overview
and valuable research directions, we investigate the person
re-identification field in depth and summarize the related
concepts and achievements so far.

Prior to this survey, some researchers [1], [9], [10], [127],
[178]–[187], [189]–[191] have also reviewed re-identification
field. In Table 1, we summarize the major contributions
of these reviews. However, there are still some improve-
ments to be made in these reviews. Some of these sur-
veys [179], [180] summarized the person re-identification
before the outbreak of deep learning, which has developed
rapidly after 2014 and become the main research means.
Other surveys summarized these outcomes based solely on
datatype [1], [9], [191], framework [127], or performance
evaluation [178], or reviewed the heterogeneous person
re-identification methods [181]. Recently, Wu et al. [10] have
outlined the person re-identification datasets, loss functions
and methods. But this survey lacked logical classification
in methods and missed many characteristics and important
parts for re-identification, such as re-ranking and camera
network-based methods.

On the basis of predecessors, this paper supplemented the
missing parts of the above surveys and the rapidly developing
means in recent years, as well as generalized re-identification
approaches from a more purposeful dimension. Specifically,
our work’s contributions come from three aspects:

1) We summarize the main contributions of several person
re-identification reviews and explain the relevance of
the four human-related studies that are critical to person
re-identification. However, no one has summed these
up yet as far as we know.

2) We fully investigate the research approaches of person
re-identification. Different from the previous surveys,
these approaches are divided into seven categories
according to their purposes. This classification is more
suitable for researchers to explore these approaches
from their actual needs.

3) We condense the main constraints in the person
re-identification field and consider that there is still
enough necessity to research person re-identification.
Furthermore, we summarize six possible research
directions in two aspects for person re-identification
researchers.

The remaining parts of this overview are structured as
follows. Section II presents the preliminary on person
re-identification, including development course, datasets,
and evaluation metrics. Section III summarizes the person
re-identification approaches according to the research pur-
pose. Section IV discusses performance comparison, research
challenges and possible research directions for reference.
Section V outlines the work of this overview.

II. PRELIMINARY
In this section, we review the development, datasets, and
evaluation metrics of person re-identification as a support
for the subsequent content, including the relationship of four
kinds of human-related researches and the characteristics of
several common datasets.

A. DEVELOPMENT COURSE
Person, one of the most concerned parts of the data col-
lected by city cameras, is getting a lot of attention in
the field of computer vision. So there are various person-
related researches, such as detection [280], attributes [11],
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re-identification, tracking [283], action recognition [284],
semantic segmentation [282], and face recognition [281].
Person re-identification is closely connected with other
person-related researches. Person detection, a target detection
technology, requires determining whether a person appears
in the video picture of a single camera, positioning this per-
son, and then giving the cropped image [2]. Later, the fast
development of person re-identification technology is based
on target detection technology, but it is different from per-
son detection. The person re-identification datasets should
include identities captured from multiple cameras, preferably
covering different scenes and regions. Generally, these identi-
ties are manually labeling or cropped using person detection
technology. If there has mistaken in cropping, the accuracy
of the person re-identification will be affected. Pedestrian
attributes, such as gender, age, and clothing, are conducive
to person re-identification [11]. Generally, based on the per-
son re-identification result and combined with geographical
location and regional distribution, the trail of the target person
can be mapped, which is multi-target multi-camera (MTMC)
tracking technology [12]. Fig. 1 presents the relationships and
differences between these four person-related studies.

Person re-identification is originated from MTMC tech-
nology and its development can be divided into two dis-
tinct stages. Before 2014, person re-identification mainly
relied on the traditional hand-designed features [6]–[8].
In 2003, Porikli [3] used the correlation coefficient matrix
to establish a non-parametric model between camera pairs
to obtain the color distribution of the target between dif-
ferent cameras and achieved cross-view target matching.
In 2005, Zajdel et al. [4] first proposed re-identification in the
multi-camera tracking task. In 2006, Gheissari et al. [5] used
color and salient edge histograms for person re-identification,
which was the first time to raise the concept of ‘‘person
re-identification’’. In 2010, Farenzena et al. [6] published
the first person re-identification article at the Conference
on Computer Vision and Pattern Recognition (CVPR), a top
conference in the computer vision field.

In 2014, deep learning [67], [68] was first used in the per-
son re-identification field. Since then, the Convolutional Neu-
ral Network [63] (CNN), Recurrent Neural Network (RNN),
and other deep learning technologies have been used to design
end-to-end models for automatic feature extraction [52].
Fig. 2 illustrates that there has been a significant increase
in the proportion of collected person re-identification papers
since 2014. At the same time, researchers had achieved lots
of breakthroughs in person re-identification performance and
greatly promoted the development of person re-identification
technology.

Basically, means on person re-identification have been
divided into two categories. The simplest idea is to treat
it as a binary task and input two images into a model
at the same time. This model does not need the identity
information of the two images, only output judgment result.
If they were the same person, then output ‘‘1’’, otherwise
output ‘‘0’’ [67], [68].

FIGURE 2. The number of accepted person re-identification papers in the
three top computer vision conferences, i.e., CVPR, International
conference on computer vision (ICCV), and European conference on
computer vision (ECCV), and its total proportion. Their percentage and
counts are basically increasing year by year.

This method is easy to operate but unable to recognize
identity. Tomake full use of the identity tag, the image and the
corresponding tag can be input into the classification model,
and finally, the prediction probability of belonging to a certain
identity can be output to give the identity. This method classi-
fies the person re-identification task into recognition (multi-
classification) task. By learning the correspondence between
the characteristics of the person and label, the output of the
fully connected layer is set as the number of identities, and
finally, the requirement for predicting the identity of different
samples is reached. By conducting comparative experiments
on large-scale datasets, the results [69] show that the classifi-
cationmodel can still show good performancewithout careful
selection of training samples. The disadvantage is that a large
number of training samples are required and only applies to
closed set problems.

B. DATASETS
For different applications in different scenarios, dozens of
person re-identification datasets have appeared from 2007 to
2019. And for eliminating the influence of person detec-
tion or tracking algorithm on the re-identification accu-
racy, person images or video sequences are usually marked
by hand-crafted boundary boxes at the start of person re-
identification. With the improvement of person detection
technology, at present, automatic detection and tracking algo-
rithms, such as deformable parts model (DPM) [40] and
neural network, are usually used. Moreover, it is common
practice to apply pre-trained models on other datasets to
person re-identification tasks, the so-called fine-tuning strate-
gies [98]. For example, the models such as GoogLeNet [64],
ResNet [65], and DenseNet [66] are trained on ImageNet [53]
dataset, and then experiments are performed based on the
person re-identification datasets.

Table 2 (a) and (b) compare several benchmark person
re-identification datasets based on RGB image and video,
respectively. The following parts mainly describe the details
and characteristics of several datasets.
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TABLE 2. (a) Image-based datasets comparison [41], [68], [42], [82], [44], [125]. (b) Video-based datasets comparison [45]–[49], [141].

1) RGB IMAGE-BASED DATASETS
CUHK03 [68] is the first large-scale person re-identification
dataset that is enough for deep learning and was collected on
campus. There are currently two single-shot setting protocols
for this dataset. One is the training set containing 1,160 iden-
tities and the test set containing 100 identities [68]. The other
is the training set containing 767 identities and the test set
containing 700 identities [35], called CUHK03-NP.
Market1501 [42] also includes 2,793 false data from

the DPM, which simulates the interference of real scenes,
but its boundary frame quality is inferior to that of the
CUHK03 dataset. Later, in 2015, the Market1501 dataset
was integrated with 500,000 disturbing images. Besides, this
dataset has a fixed training/testing split.
DukeMTMC-reID [82] is a subset of the high-definition

DukeMTMC [38] tracking dataset in which every identity
comes with ground-plane world coordinates across all cam-
eras that appear in it. This dataset also contains pedestrians
with occlusions and has 408 identities who appear in only
one camera.

TheMarket1501 dataset and DukeMTMC-reID dataset are
commonly used at present. Each identity in these two datasets
has multiple queries, which are consistent with practical
applications. Each image in both datasets contains the camera
identifier. Moreover, both of these datasets and the VIPeR
dataset [41] include attribute annotations.
MSMT17 [44]. Probably because this dataset has just been

published, there are not many studies comparing their effects
on it. The data of this dataset was collected from multiple
indoor and outdoor cameras at three different periods over
four consecutive days.

KnightReid [125] was collected on the campus at night and
remedy for the defect that there is no dataset for the night
scene in the current person re-identification field.

2) RGB VIDEO-BASED DATASETS
PRID2011 [46] has more than 900 identities, but only 200 of
them appear in both cameras. That means other identities are
only single camera’s frame segments and the lighting and
shooting angles of these identities in this dataset may not
change much.
MARS [48], an extended version of theMarket1501 dataset,

is the first large-scale video-based person re-identification
dataset. Because all bounding boxes and tracklets were
automatically generated, this dataset contains several natural
detection/tracking errors, and each tag may have multiple
tracklets.

The PRID2011, iLIDS-VID [47], and MARS dataset are
commonly used at present.
DukeMTMC-VideoReID [51] is another commonly used

video-based person re-identification dataset, which is also a
subset of the DukeMTMC [38] tracking dataset. In total there
are 2,196 videos for training and 2,636 videos for testing.
Each video contains person images sampled every 12 frames.
During testing, a video for each identity is used as the query
and the remaining videos are placed in the gallery.
LPW [49] is characterized by its good cleanliness and

closer to real-world conditions, which include three different
crowded scenes with a large span of age, frequent occlusion,
and various postures.

Except for these two types, there are other multi-modal
datasets mentioned in Section III, such as those based on
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FIGURE 3. Example of the cumulative match characteristic curve.

RGB depth (RGB-D) and RGB infra-red (RGB-IR) data.
Another person re-identification survey [10] described these
datasets in detail and showed some sample images. The
labeling of large person re-identification datasets is extremely
laborious, but those works have great significance to the
research and development of this community. Appreciate the
founders of these datasets and their contributions to person
re-identification research.

C. EVALUATION METRICS
To measure the performance of different person re-identifi-
cation models, the researchers proposed many metrics.
Rank-n measures ranking accuracy. According to the def-

inition of the person re-identification, when a query image
is given, the model must retrieve the predicted matching
image from the data collected by the multi-camera system to
help determine the person’s identity in this query image. The
first image in the returned search results is usually selected
for comparison, namely rank-1. It is difficult to find spe-
cific similar samples from a large amount of gallery, and
few algorithms can achieve the highest precision. Therefore,
as long as the correct picture is retrieved from the top n result,
the accuracy can be calculated as rank-n. Researchers often
compare rank-1, rank-5, rank-10 and rank-20.
CMC [50]. By artificially setting the size of n, the result

can be retrieved quickly and the accuracy can be calculated
to measure the performance of algorithms. This method is
expressed in terms of the Cumulative Match Characteris-
tic (CMC) curve, shown as Fig. 3, and is defined as follows,

cmc (N ) =
∑N

n=1
r (n) (1)

where r (n) represents rank-n. The CMC curve is used exten-
sively in the person re-identification task to measure the
performance of different algorithms.
AUC and ROC. If the CMC curves of different methods

are not much distinctive, it is not easy to compare them.
So [88] used the Receiver Operating Characteristic (ROC)
curve for performance comparison. Generally, the ROC is a
well-accepted measure to express the performance of match-
ers, and the CMC is used to measure the performance of
identification systems [128]. Several researchers [29] also

employed the normalized area under curve (AUC) scores for
the CMC curves. AUC means the area limited between the
ROC curve and the x-axis.
MeanAP. In the casewhere the dataset is single-query (SQ)

in the gallery, the CMC curve can effectively measure the
performance of one algorithm. However, in many public
datasets, each person usually contains multiple-query (MQ)
truth values. If twomodels are applied to the same dataset and
both give the same query results, but the order of appearance
of the truth images is different, the performance of the two
models is also different. However, the CMC curve only
considers the situation where each identity only has one true
value match and leads to consistent evaluation results, which
is not consistent with reality.

To this end, Zheng et al. [42] introduced mean average
precision (mAP) to consider the comprehensive indicators of
all query pictures. The mAP takes the person re-identification
as a retrieval task, and every query image has a matching
cross-camera ground truth. For each query, the area under the
precision-recall (PR) curve, which is the average precision, is
calculated first, and then take the mean of all the precision.
There are manyways to calculate the area under the PR curve,
one of which is shown as follows,

AP=
1
2

∑M

i=2

(
(recall i−recall i−1)

(
precisei+precisei−1

))
(2)

where M is the number of identities in the test set. This
evaluation method considers the accuracy and recall of the
person re-identification algorithm and providing a more com-
prehensive assessment criterion.

III. SUMMARY OF VARIOUS APPROACHES
In this section, we summarize the person re-identification
approaches into seven categories according to different
research purposes. Each category has been divided more
meticulous, which basically covers the main research meth-
ods of person re-identification, shown as Fig. 4. Further,
we discuss the pros and cons of some key methods for
reference.

A. LOCAL INFORMATION EXTRACTION
The local information extraction mainly performs iden-
tity matching at the image level, which is the basis of
re-identification, while the global information extraction con-
straints and optimizes from the entire camera network.

1) FEATURE DESIGN
To reduce the impact of chaotic backgrounds, it is common
practice to extract only the local features of the personal area.
By dividing the human body into different blocks, the under-
lying features are extracted separately, and then the feature
vectors are fused to represent this person. Finally, the vectors’
similarity between different identities is calculated using a
simple Euclidean distance. Farenzena et al. [6] proposed a
characterization method based on the symmetry of human
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FIGURE 4. Person re-identification approaches are divided into seven
categories according to their research purposes, each of which lists their
research methods.

body parts. Cheng et al. [7] proposed a similar approach,
the difference being the introduction of the painting structure.

It is not enough to distinguish persons by local features.
Integrating the whole and local features together can be
considered to better improve the performance of person
re-identification. In 2012, Bazzani et al. [8] adopted the
above idea to extract the color HSV cumulative histogram of
multi-frame images to describe the global features. Then the
body part was divided into the upper body and the lower body,
to respectively extract the local area features with a higher
occurrence rate, and finally combined the whole and the part
features.

Most of the characterization methods are based on the
underlying features. However, in the actual cross-camera
scene, the appearance characteristics of persons change
greatly. Two different persons may have similar visual char-
acteristics, which can only be distinguished by the details

such as the presence or absence of a hat and stripes of shoes,
and the type of clothes, which are also semantic features.
In 2012, Layne et al. [54] defined 15 semantic features,
including the hairstyle, shirt type, shoes, etc., using a support
vector machine (SVM) to obtain various attribute features,
and fusion with the underlying features, to obtain a better
distinction. Liu et al. [55] detailed the various attributes of the
clothes. Su et al. [56] embed the binary semantic attributes at
the same person under different cameras into a continuous
attribute space, which is more discriminating for matching.
Shi et al. [57] suggested learning attributes from existing
fashion photography datasets, including color, texture, and
category labels. These attributes are directly transferred to
the person re-identification task under the surveillance video,
and the experiments have achieved good results. Li et al. [58]
collected a large-scale dataset with richly annotated pedes-
trian attributes. Recently, Li et al. [13] further expanded this
dataset to facilitate attribute-based person re-identification
methods.

Most of the early research works used a similar approach,
focusing research on images. These image-level approaches
usually focused on the similarity of the global image, and in
most cases ignored the details and often did not distinguish
between two identities whose appearance looks very similar.
So many researchers began to study the local areas with
discrimination in an image.

2) PART SEGMENTATION
Most existing person re-identification methods focus on
learning supervised identity discrimination information, but
both feature extraction and distance metric learning, and
even deep learning methods assumed that person images
are strictly aligned, which would be almost impossible in
a real-world scenario. Because there is a deviation in the
person detection algorithm, it is likely to cut out part of the
body, and the position of the person in the whole image
is also different and may be biased. These imperfect per-
son detection boundary boxes can change the posture of
the human body and cause great interference to the person
re-identification task. Cheng et al. [72] proposed a part-based
multi-channel network. Zhao et al. [263] chose the most
distinguishing one from the split patch. Wu et al. [73] divided
the image into five fixed-length regions. Histograms are
extracted for each region and blended with global depth
features. Rahul et al. [74] also adopted a similar local feature
extraction method, which introduced the long short term
memory (LSTM) network [111]. First, divide the image ver-
tically into several parts, and then extract the whole and
local features separately. Although this cascading method
extracted effective local features and achieved better perfor-
mance, it ignored the problem of image misalignment and
easily leads to judgment errors. Several works have been
similar [265]–[267], [268].

Earlier re-identification works that considered body parts
were [264], [7], [269]. Later, in response to the above prob-
lems, many researchers first used bone key points and post
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FIGURE 5. Visualization of within-part inconsistency. Left: The image is
equally partitioned to six horizontal stripes (parts) during training. Right:
Every column vector in the image is denoted with a small rectangle and
painted in the color of its closest part [76].

estimation algorithms to align each body part before seg-
mentation. Wei et al. [75] used Deeper Cut [112] to detect
three overlapping body parts and then learned the feature
vectors. Li et al. [77] employed the Spatial Transform Net-
work (STN) [78] to extract potential body parts. Refer-
ence [79] first used the pose estimation model to locate the
14 key points of the human body. These key points divide
the human body into several parts and then align the local
areas with affine transformation. To extract local features
at different scales, the author designed three different pose
frame combinations and then entered them into the net-
work. In 2017, Zhao et al. [80] proposed Spindle Net, which
divides seven human body parts, including three large regions
(head, upper body, and lower body) and four small regions
of limbs. Then the original picture and local area are input
into a parameter sharing CNN network extraction feature.
This research also creatively introduces a tree-level hierar-
chical fusion strategy, which combines the eight features in
a gradient. The experimental results also demonstrate the
effectiveness of global and local fusion methods. At the same
time, the author also presents a dataset named SenseReID for
performance testing only. Subsequently, [122] also studied
global and local features together, and automatically aligned
local body parts by local distance computed by finding the
shortest path. Finally, the author proves that this method has
exceeded the average level of human beings. Similar to part
alignment, Sun et al. [76] devised a new stronger baseline
network, named part-based convolutional baseline (PCB).
Compared with the traditional image for uniform horizontal
slices of the same part alignment problem, this paper put
forward by using the refined part pooling to specify and distri-
bution of the PCB part to make it more close to the real part
of the section (see Fig. 5). Furthermore, Zheng et al. [290]
proposed a coarse-to-fine pyramid model, which can grasp
the gradual clues from global to local. They also presented a
dynamic training strategy to seamlessly combine ID loss and
triplet loss. This research greatly improved re-identification
accuracy.

A large number of experimental results prove that the
part segmentation method can extract more discriminating

and regional features, thus improving the re-identification
accuracy of themodel. However, the abovemethods also have
some problems. When segmenting local regions, these meth-
ods based on part segmentation cannot be randomly cropped,
and can only be combined with other models, such as human
joint point positioning. Some also require additional training
posture assessment algorithms to ensure accurate positioning
of the human body during the experiment.

3) ATTENTION MECHANISM
In the cognitive process, the human visual system usually
selectively focuses on things we are interested in, rather than
on the whole. This method of focusing on one part and
ignoring other information is the attention strategy [117].
As long as you input an image, the attention model can
return to the local interesting area. Through this mechanism,
person re-identification models obtain more local and sig-
nificant features, thereby improving the cognitive ability of
the machine, and it is possible to have a brain like a human.
Hence, several works mimic the attentional mechanisms of
human re-identification processing to improve the perfor-
mance through local block matching [87], [88] and signifi-
cance weighting [89], [90]. However, these methods require
a strict bounding box for the entire person and are highly
sensitive to hand-designed features.

To improve the above methods, some researchers have pro-
posed a deep learning-based attentionmechanism to deal with
person non-alignment challenges in person re-identification
tasks. The common strategy of these methods is to add
an additional local attention module to the subnet in the
depth recognition model. For example, Su et al. [91] inte-
grated the separately trained posture detection model into
the part-based person re-identification model. Li et al. [77]
designed an end-to-end site-aligned CNN network for locat-
ing potential discriminative regions and extracting these
region features for re-identification. Wang et al. [270]
exploited the attention mechanism to solve human misalign-
ment. Zhao et al. [93] used the STN to obtain several atten-
tion regions and then extract local features from the regions.
The HA-CNN model [95] focuses on noise problems in
pixel-level regions by establishing a joint learning scheme
for simulating soft and hard attention in a single model.
This is the first attempt at multi-level attention modeling in
the person re-identification field. Besides, cross-interaction
learning has been introduced to enhance the complementary
effects of different levels of attention, which is an important
addition to the previous method. However, such multi-task
learning also adds to the task’s training burden. There-
fore, Chen et al. [139] proposed a new regularization term
on features and weights and combined with complementary
channel-wise information and body part spatial awareness
to make the attention more extensive and reduce the over-
fitting of a certain attention area. Zheng et al. [104] com-
bined attention consistency and Siamese learning to learn
the spatial orientation of people, as shown in Fig. 6. And
the Siamese module in its network architecture ensured that
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FIGURE 6. Framework for re-identification that provides mechanisms to
make attention and attention consistency end-to-end trainable in a
Siamese learning architecture as well as explaining the reasoning for why
the model predicts that the two images belong to the same person [104].

the same person could obtain spatially consistent attention
areas, which enhanced the robustness of the network. This
is the first research that combines attentional consistency
with Siamese learning, which greatly enhances the gener-
alization ability of data. Guo et al. [138] firstly focused
on the non-human part’s contextual cues, such as back-
pack, reticule, and umbrella. They extracted the human
part and non-human part masks by designing a dual part-
aligned representation scheme, its potential branches for
extracting non-human masks use the self-attention mecha-
nism. This method achieved 95% rank-1 accuracy on the
Market1501 dataset but relied heavily on the invariance of
personal belongings. Recently, high-order attention modules
have also been designed to model the interaction between
attention modules [271]. This module was decoupled from
the framework and could be combined with any person
re-identification framework.

The essence of attention mechanism is a weight distri-
bution strategy. The parts with high weight are more deci-
sive to the result. Therefore, the correctness of the feature
weights obtained by attention mechanism is more impor-
tant, otherwise, there will be a greater deviation. For per-
son re-identification, the attention mechanism can greatly
improve the performance and also enhance the efficiency of
data if it extracts more discriminative features. But most of
the methods based on attention mechanism need to use pairs
of person images as input. Moreover, due to the possible
need to extract the attention area and aggregate the features
within the multi-level attention area, the attention mechanism
modules usually have great computational complexity and
video memory capacity.

4) SEMANTIC ATTRIBUTES
Pedestrian attributes task is one of the human-related stud-
ies that can lay the foundation for person re-identification
and retrieval. Structured pedestrian attributes usually include
but are not limited to gender, age, hairstyle, clothing, and
accessories. The person re-identification based on semantic
attribute is more consistent with the human mind in the ideal
scenario.

Earlier studies directly integrated attributes into the
person re-identification framework for attribute consis-
tency matching [272], fine-tuned feature extraction using
attribute datasets [279], or assisted semi-supervised per-
son re-identification with attribute information [273]. How-
ever, due to the huge work of attribute annotation,
Chang et al. [274] proposed an attribute-based framework
without the hand-crafted labels. This method decomposed
human visual representation into multiple potential differ-
entiating factors and models them dynamically. In addi-
tion, multi-task learning combining attribute recognition
and re-identification tasks was favored because it can
improve the performance of both tasks [276]–[278]. Among
them, Tay et al. [276] designed an Attribute Attention
Network (AANet), which integrates part segmentation,
attribute recognition, and re-identification and performed
these tasks sequentially. Reference [278] systematically
studied how person re-identification and attribute recogni-
tion benefit each other and manually labeled attribute tags
for two large-scale re-identification datasets, Market-1501
and DukeMTMC-reID. In the research of video-based
re-identification, Zhao et al. [275] used attribute information
to measure the weight of video frames. Zhang et al. [223]
mined the dependency relationship between attributes and
converted them to human re-identification.

The importance of semantic attributes, similar to part align-
ment, are self-evident for person re-identification tasks. How-
ever, how to weigh the proportion of attributes, how to deal
with occluded attributes and generalization of attributes, how
to solve the variable representation of attributes caused by
changes in body posture or camera angle, and how to reduce
unnecessary labeling costs need to be explored in depth.

5) OTHERS
a: OTHER APPROACHES TO ALIGN HUMAN
Part segmentation, attention mechanism, and semantic
attributes are all based on the idea of alignment to find the spa-
tial distribution and correspondence between human images.
By fusing the information of the human body and posture,
some researches [286]–[289], [300] have greatly improved
the performance of re-identification. Reference [300] treated
the human body as a whole composed of several components
and aligned these components, which are represented as the
key point of the human body. Suh et al. [286] designed a
dual-stream network to extract appearance and body part
features separately, where the part sub-streamwas pre-trained
using the existing pose estimation network. Wu et al. [315]
proposed a Siamese network that the designed multiplica-
tive integration gating function was first used to strengthen
the local and then the four-directional recurrent neural net-
work was used to solve the misalignment problem. Refer-
ence [287] proposed to solve the alignment problem with
dense semantics. This method densely corresponded 2D per-
son image and 3D surface-based canonical representation of
the human body. By establishing a human pose model to
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learn pose priors, Wu et al. [289] realized a robust online
re-identification framework for perspectives transformation.
In addition, someworks had attempted to find themost distin-
guishable part to align images from multi-shot queries [288]
or restore probabilistic similarities between spatial regions of
two images based on the Kronecker ProductMatching (KPM)
module [285].

b: GRAPHS-BASED PERSON RE-IDENTIFICATION
Moreover, graphs are so suitable for expressing the relation-
ship between objects that some scholars have proposed to
use graph structure to deal with the person re-identification
task. And recently, graphs have been widely applied in the
image analysis field. Borrowing from the greedy algorithm
and Ant Colony Optimization, Barman et al. [301] for-
mulated an extensible algorithm to solve the re-identified
sorting issue and aggregate the results of multiple algo-
rithms. Shen et al. [153], [318] integrated the relationships
between images in the gallery into the training of the
model. Reference [232] suggested using Graph Convolu-
tional Network (GCN) to model the correlation between spa-
tial regions. [154], [155] utilized graph structure to deal with
unsupervised cross-domain adaptive problems.

c: CAMERA VIEW-BASED PERSON RE-IDENTIFICATION
Due to the high dependence of the re-identification sys-
tem on the camera settings, most frameworks cannot fully
adapt to various camera perspective changes. In this regard,
scholars have proposed several methods to reduce the fea-
ture differences caused by cross-view problems. The Cam-
era coRrelation Aware Feature augmenTation (CRAFT)
method [308] automatically measured the camera correlation
from the cross-vision data distribution and adaptively per-
formed feature enhancement to transform the original fea-
tures into a new adaptive space for cross-view adaptation.
Feng et al. [312] designed a view-specific network with a
cross-view Euclidean constraint (CV-EC) to reduce the dif-
ferences between individual view features. The Deep Asym-
metric Metric learning (DAM) method [313] was designed
to jointly learn viewpoint- specific and feature-specific trans-
formations. Zhu et al. [314] fully mined the information of
negative samples and proposed a projection-based method to
reduce the differences between camera pairs.

d: ANTI-CHALLENGES PERSON RE-IDENTIFICATION
Finally, some studies have proposed processing methods
for challenges such as foreground occlusion [297]–[299],
lighting changes [294]–[296], and background disturbances
[291]–[293].

B. GLOBAL INFORMATION EXTRACTION
Person re-identification is a task of matching and retriev-
ing person with multiple non-overlapping cameras. Those
methods mentioned above try to extract the detail infor-
mation in each image, considering to obtain more discrim-
inative features, so as to match identity further based on

FIGURE 7. (a) Camera topology of DukeMTMC-reID. (b) Spatial-temporal
distribution, i.e., frequency of positive image pairs (an image pair with the
same person identity denotes a positive pair) with respect to time
interval [170].

these features. Other researchers have used the constraint
of ‘‘non-overlapping cameras’’ to improve the accuracy of
person re-identification in the overall perspective.

The ‘‘non-overlapping cameras’’ means that the data come
from different cameras (domains), which cause the difficulty
of intra-category differences, such as an identity under dif-
ferent cameras with different light, different image acqui-
sition quality, and different angles. However, this essential
condition also provides some relatively rigid constraints for
person re-identification. For example, the distance between
the cameras that identities may appear is greatly related to
their moving speed and the dress of identity under different
cameras is basically the same in a short period.

1) TOPOLOGY OF CAMERAS
Therefore, several works combine the first constraint,
depending on the camera’s topology, to judge the camera that
a pedestrian may appear on. Cai et al. [174] hypothesized that
the camera network topology was given and then proved the
validity of the topology information for inter-camera multiple
target tracking. Subsequently, some person re-identification
researchers [175], [168], [171] tried to infer the camera’s
network topology in a variety of ways.With the publication of
the Market1501, DukeMTMC-reID and GRID dataset with
camera topology (see Fig. 7(a)), work to improve the per-
son re-identification’s accuracy based directly on the given
camera topologies began to emerge [170]. Wang et al. [170]
combined spatial-temporal information and visual seman-
tic information to eliminates lots of irrelevant images and
alleviate the problem of appearance ambiguity in person
(see Fig. 7(b)).

In conclusion, the advantages of camera topology infor-
mation are obvious. In reality, this information is easy to
obtain, and there are now several large datasets that include
this information. There is a strong correlation between the
locations where an identity appears. Furthermore, it is neces-
sary to exclude some unreasonable data with this information
as data volumes grow. However, we believe that it’s research
still needs to overcome at least the three problems. First, this
constraint relationship is not absolute, and easy to produce
negative effects if it is not handled well. So how to better com-
bine with the detail features for performance optimization
needs further study. Second, the range and speed of human
activities are highly uncertain, for example, there is a great
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FIGURE 8. An illustration of person re-identification in a camera network.
The green lines refer to correct matches and the red line indicates wrong
matches. If P1 is considered to be the same person as both P2 and P3,
then P2 and P3 must be the same person. Otherwise, the inconsistency
will arise. This constraints results in the upper left green triangle [169].

speed difference between the runner and the disabled. Third,
this information may not work for remote re-identification.

2) NETWORK CONSISTENCY
On the one hand, the person re-identification involves a grow-
ing number of cameras that do not overlap, making pedestrian
movements unpredictable. On the other hand, the appearance
of pedestrians under different cameras can vary greatly, mak-
ing it difficult to completely distinguish pedestrians using
only visual information. Hence, others work to improve accu-
racy by maintaining consistency of the results across the
network according to another constraint. Das et al. [173]
firstly explored the consistency in re-identification across a
network of cameras and used the consistency information
from additional cameras to improve the otherwise standard
camera pairwise re-identification. Compared to the above
paper, which only maintained consistency during the match-
ing part, Lin et al. [169] also exploited consistency informa-
tion in the training stage. They sought the globally optimal
matching by maximizing the sum of all matching simi-
larity for all camera pairs while satisfying all the consis-
tency constraints (see Fig. 8). To extract full-scale features,
Yang et al. [172] combined the visual information, temporal-
spatial information, and consistent information to re-rank
person re-identification results.

The method based on network consistency converts person
re-identification into a global optimization problem under the
consistency constraints and maintains the consistency of the
camera’s re-identification results. But this method did not
apply to any paired camera similarity score.

Finally, it must be admitted that this information, if prop-
erly exploited, can improve the performance. Nevertheless,
such information can only be used as supplemental factors,
and ultimately needs to be confirmed by the person’s detail
features.

C. METRIC LEARNING
Person re-identification methods based on classical machine
learning generally design standard distances between

descriptor vectors that are not affected by light and back-
ground. The closer the distance, the higher the ranking, and
the more likely it is the same person. Those methods based
on neural networks update the weights in the network every
iteration to minimize discrimination loss.

1) DISTANCE METRIC
The main idea of those methods based on distance met-
ric is to design a new measurement function, project all
the eigenvectors, pull the eigenvectors belonging to the
same persons closer, and push the eigenvectors belong-
ing to different persons farther to effectively distinguish
identities [60], [61], [106], [107]. In general, human eyes
judge whether two objects are the same, mainly to deter-
mine whether two objects look similar, and how similar
they are. For judging whether two samples are the same
person, the person re-identification system should measure
the similarity between images, that is, the distance, which
represents the difference between two images. The feature
description method generally uses the Euclidean distance
when calculating the similarity of the feature vectors. But
in the multi-camera monitoring environment, descriptors are
affected by factors such as viewing angle and illumination.
The Euclidean distance method does not consider the effect
change of different features in different environments, and
treats the effect equally poorly, thus causing bias. Therefore,
the researchers attempt to obtain a new metric subspace by
training learning methods, making it easier to distinguish
eigenvectors in this space. Different from simple similarity
calculation, metric learning can be trained with fully anno-
tated data to learn more discriminating subspaces. In general,
metric learning is based on Mahalanobis [60],

d
(
xi, xj

)
=
(
xi − xj

)T M (
xi − xj

)
(3)

where xi and xj are samples and M is a semi-definite matrix.
Nowadays, metric learning methods based on Mahalanobis
distance have been widely used in person re-identification
tasks. Xing et al. [59] divided two different pairing data
based on identity tags. Weinberger et al. [60] added triad
samples to the network and added constraints on positive and
negative sample pairs to limit training. In the end, the images
of the same person gradually approach, and the gap is smaller
than different persons. This method was therefore named as
the large interval nearest neighbor classification. Assuming
that the input triplet samples are (xi, xj, xk ), where the labels
y (xi) = y

(
xj
)
, y (xi) 6= y (xk), learn the optimal matrix M

that satisfies the following constraints,

d (xi, xk) ≥ d
(
xi, xj

)
+ 1 (4)

In 2012, Kostinger et al. [61] conducted supervised linear
metric learning based on keeping simple and straightforward
metric (KISSME) strategies. The main difference between
this work and other methods is to use the log-likelihood ratio
to measure the divergence between samples. In essence, it is
learning the matrix M in Mahalanobis distance, which is
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defined as follows,

δ (xi, xi) = log

(
p
(
xi, xj|H0

)
p
(
xi, xj|H1

)) (5)

where H0 assumes that the sample pair is negative and H1
assumes that the sample pair is positive. The smaller δ,
the more similar the samples. Finally, the Mahalanobis dis-
tance metric reflecting the properties of the log-likelihood
ratio test is obtained as,

d2M
(
xi, xj

)
=
(
xi − xj

)T M (
xi − xj

)
(6)

Liao et al. [62] added a branch to the KISSME algorithm,
which can learn both Mahalanobis matrix and feature extrac-
tion. This crossover learning method is called cross-view
quadratic discriminant analysis.

2) LOSS FUNCTION
In the person re-identification datasets, there are a large
number of person samples that look very similar, which
are caused by environmental and subjective factors. The
difference between the feature vectors of the entire image
may be small, and generally can only be distinguished by
local minute details, for which different weights need to be
assigned to these features. If a standard distance is used,
the model will ignore these details and treat all features
equally, resulting in poor accuracies at the end of the model.
To this end, the more discriminating measurement algorithm
must be designed, that is, the metric learning. Throughout
the training process, the researchers also designed the loss
function as the target of the entire depth model and optimized
by continuous learning to achieve the requirements of the
person re-identification task. Such as the comparison loss
function of receiving pair samples as input, the triplet loss
function of receiving triplet samples as input, the Binary
Cross-Entropy (BCE) objective loss function [104], and the
identification loss of receiving the identity’s tag as the input.
Contrast loss function [70] used to train the Siamese net-

work, receiving sample pairs and labels as inputs. The tag is
a binary value. When it is ‘‘1’’, it means that two pictures
belong to the same person, that is, positive sample pairs, and
in reverse, they belong to different persons that are, negative
sample pairs. Given two images and labels, the contrast loss
function is defined as,

Lossc = yd2x,y + (1− y)
(
α − dx,y

)2
+

(7)

where (z)+ demotesmax(z, 0), y is the label, α is a parameter,
dx,y is the Euclidean distance, which is used to measure the
degree of the difference between the features. Minimizing
the loss function also means pulling the positive sample
pair closer, pushing the negative sample pair farther away,
and learning continuously to achieve optimality during the
training process.
Triplet loss function [71], [116] is similar to the con-

trast loss function, except that its input data is a manually
designed triplet sample. Among them, two images are from

FIGURE 9. Triplet loss diagram.

the same identity, and the other image is from different iden-
tities. Then the three images are combined to form a posi-
tive and negative sample pair. Assuming the input samples
(a, p, n), a and p belong to the same person, a and n belong to
different persons, then the triplet loss function is formulated
as,

Losstri =
(
da,p − da,n + α

)
+

(8)

Triplet loss is one of the most basic objective functions
in the person re-identification task. It also enables the dis-
tance between positive sample pairs to be shortened and
the distance between negative sample pairs to be expanded,
illustrated in Fig. 9. This loss function can well solve the
problems of inter-class similarity and intra-class differences
existing in the person re-identification task and can be used
to train samples with small differences. When the dataset is
small, its over-fitting problem can be effectively alleviated
by constructing triplets that can generate much more than
training data. Although simple but very practical, this idea
has high application value and has been widely used by
researchers.
Quadruplet loss [109] and TriHard loss [108] are two

improved versions of the triplet loss function. Quadruplet
loss considers the absolute distance between positive and
negative sample pairs compared to Triplet loss, while TriHard
loss [108] introduces the idea of hard sample mining. Mar-
gin Sample Mining Loss (MSML) [114] introduces the idea
of difficult sample mining into Quadruplet loss, absorbs
the advantages of the above several loss functions, fur-
ther improves the generalization ability of the model, and
becomes a common measurement learning method in the
field of image identification. In [114], several performance
indicators of these loss functions under different datasets
and baseline conditions were compared, and the experiment
proved that TriHard and MSML had better performance in
terms of accuracy.
Identification loss function [14] used to train the neural

network of identification tags whose input data is the picture
and its identification. The last layer of the network is the full
connection layer, whose dimension N is the number of iden-
tities in the dataset. For an input sample (xi, yi), where xi is
the input person image yi is the real identification tag, pi is the
prediction junction probability. Therefore, the cross-entropy
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FIGURE 10. Diagram of person re-identification based on re-ranking.

loss of the identification task is expressed as,

LossID =
∑N

i=1
−qi log (pi)

{
qi = 0, yi 6= i
qi = 1, yi = i

(9)

The above are several common loss functions in the
field of person re-identification. Besides, many studies com-
bine several loss functions to fully utilize the advantages
and avoid the disadvantages to obtain better experimental
results [14], [98], [110].

D. POST PROCESSING
Previously, re-ranking is used to improve the accuracy of
target retrieval and has achieved certain success [123], [124].
Subsequently, some person re-identification researchers put
their attention on re-ranking [29], [37], [208]. Re-ranking of
person re-identification, also known as post-ranking, mainly
refers to that after obtaining initial ranking by some other
methods, researchers expect to add a re-ranking step to make
the image related to the target image get a higher ranking
than the initial ranking, as shown in Fig. 10. Reference [29]
summarized three characteristics that should be noted in the
person re-identification re-ranking research. (1) Each identity
has multiple target images in the context. (2) The input of this
task is the results generated by the person re-identification
method and need to be re-ranked. (3) Its task is to output a
re-ranked list with higher accuracy.

Nguyen et al. [29] were believing that if an image has
been ranked high in one result, then this identity should be
ranked low in the other results. So, based on this common-
sense restriction, high-ranked gallery images will be assigned
a penalty to update gallery images’ scores in other lists. How-
ever, the limitation of this method is that it is only effective if
there have other rankings (at least three) except the current
probe ranking. In addition to the above methods based on
content and context information [29], [30], [37], [204], there
are many re-rankingmethods in person re-identification, such
as handcrafted annotation or labeling supervision [31]– [33],
common nearest neighbors [34], [122], [207], as well as
k-reciprocal method [35], [36], [39], [122], [203].

Given fuzzy vision, García et al. [37] proposed using an
unsupervised post-ranking framework to find out the parts

that caused fuzzy vision according to the content informa-
tion extracted from gallery persons and the context infor-
mation extracted from the feature extractor and delete them.
Finally, its result obtained was greatly improved compared
to the baseline. Reference [31] used supervised embed-
ding manifold to represent the feature vector of person
image with dimensionality reduction, estimated the similar-
ity value between two instances under the background of
other instance pairs, and ensured the constraint of dimen-
sionality reduction on the intra-class distance and inter-class
distance. The difference between extensible manifolds and
ordinary manifolds lies in the fact that in the process of
embedding a manifold, in addition to preserving the relation
of its neighbors, the relation of global embedding can be
extended. In order to improve efficiency, associative learn-
ing is carried out only when the dataset instance is offline.
Zheng et al. [35] believed that if a gallery image is simi-
lar to probe in k-reciprocal neighbors, it is more likely to
be a true match. Therefore, they proposed a k-reciprocal
encoding method to compare a person’s k-reciprocal feature
and finally realize the reordering of person re-identification
results. Inspired by this idea, Su et al. [39] proposed a
k-reciprocal attentionmodule to integrate informative context
into frame-level features and applied non-local attention to
the video-based person re-identification’ space and channel
field to improve performance. Fei et al. [202] further explored
the relationships between each gallery and other queries for
the problem that [35] are not suitable for the single query
scenario. Recently, Luo et al. [205] suggested avoiding the
extra inferential costs by representing the data points in the
training batch as a graph. Bai et al. [206] proposed a more
robust Unified Ensemble Diffusion (UED) method, which is
generally applicable to object retrieval.

After re-ranking, person re-identification results can
achieve a significant performance improvement, even directly
improving accuracy by five percentages. However, the con-
sumption of calculation and time is not to be neglected in
re-ranking. Therefore, future re-ranking method should try to
avoid excessive computational cost and label cost.

E. EFFICIENCY IMPROVEMENT
The emphasis of the above several research methods is to
improve the accuracy of the person re-identification task
to ensure more correct results. However, the efficiency
issue cannot be ignored for person re-identification task.
In most practical applications, such as criminal investigation,
the retrieval time is even more important than the accu-
racy. Unfortunately, most of the previous studies focused on
improving re-identification accuracy and ignoring time con-
sumption. At present, no evaluation strategy for the efficiency
of the person re-identification model has been proposed.

For deep convolutional neural networks, accuracy and
computational cost are often difficult to achieve concurrently.

Some person re-identification researchers have designed
lightweight neural network frameworks to reduce computa-
tional complexity and model memory. Guo et al. [209] used
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the multitasking model, in which ranking loss was calcu-
lated from the attended regions extracted from the feature
mapping of the image using STN. This method not only
kept the accuracy but also reduced the computational com-
plexity. Wang et al. [210] reduced the amount of computa-
tion and model size based on the lightweight strategy of
yolov3-tiny, and eventually increased the speed of compu-
tation for real-time monitoring. Zhou et al. [211] designed
a lightweight architecture of CNN, namely OSNet, using
pointwise kernel and depthwise kernel to replace standard
3 × 3 kernel and modifying the residual bottleneck. This
architecture is suitable for many computer vision tasks,
including re-identification. Different from the above studies,
Yao et al. [212] considered a coarse-to-fine framework that
would extract the global descriptors and local descriptors of
images. The global descriptor was responsible for selecting
the Top-M similar images from the gallery to narrow down
the scope. The local descriptor performed a fine-level search
on the M images.

Otherwise, the research community has been exploring
ways to solve this problem of computational cost by
model compression or designing efficient architectures [97].
Recently, some researchers [96] proposed a new deep learn-
ing architecture that uses heterogeneous cores for convolution
operations. The so-called heterogeneous convolution refers
to the convolution using heterogeneous convolution filters,
including convolution kernels of different sizes. This method
could reduce the amount of calculation and the number of
parameters compared to standard convolution operations.
Improve the efficiency of existing models without sacrificing
accuracy. Experimenting on standard convolutional neural
networks, such as VGG [118] and ResNet, by replacing the
standard convolution filter with a heterogeneous convolution
filter, it was found that three to eight times the computational
speed can be achieved while maintaining or even improving
accuracy.

Person re-identification tasks need to extract person fea-
tures and then feature matching. For the former stage,
the above can be referenced to shorten the calculation time
and maintain the quality of the representation. At present,
many researchers also use the Bag ofWords (BoW) to quickly
describe the characteristics of the image [119]–[121], [123].
First, each image needs to be divided into small blocks,
and the features of each region are extracted separately, and
then the vocabulary is constructed by the k-means algorithm.
K-means algorithm is an indirect clustering method based
on the similarity measure between samples. This algorithm
takes k as the parameter and divides n objects into k clusters,
so that objects within the cluster have a higher similarity,
while objects of different clusters have a lower similarity.
By setting the parameters of the dictionary and algorithm, all
the small blocks are clustered. When the k-means algorithm
converges, the center of each cluster is obtained, that is,
the corresponding words are obtained. Finally, the words in
the vocabulary are used to represent the image. When all the
images’ features have been calculated, classification training

TABLE 3. Comparison of average query time of different methods based
on the market-1501 dataset.

FIGURE 11. Hash-based neighbor search process. The dashed line
indicates that the extracted feature is directly used for linear search. The
hashed nearest neighbor search algorithm maps the extracted feature to
a low-dimensional space, generates binary code, and then uses the
binary code for fast search.

and prediction can be performed. In the field of person re-
identification, Zheng et al. [42] used the BoW model and
simulated and tested the feature extraction time and retrieval
time of the SDALF [6] and SDC [90] methods on Matlab.
The experimental results, shown in Table 3, showed that the
method can effectively shorten the feature extraction time.

In the person re-identification field, given a query pic-
ture, the similarity is calculated from the picture library
and the matching process of the ranking can be regarded
as an image retrieval problem. The comparison experi-
ment results present that in the re-identification problem
of persons, the matching retrieval time is far more than
the feature extraction time. If the efficiency of the person
re-identification algorithm should be optimized, the query
time can be shortened. Recently, hash search algorithms
for fast approximate nearest neighbors have attracted many
researchers [166], [167], [213]–[215] because of their supe-
rior performance under large-scale data. The purpose of this
algorithm is to establish a data structure that can find the
nearest point of any query in a short time, and sacrifice a bit of
accuracy for faster search speed than violent search. Instead
of using the high-dimensional features extracted by themodel
to represent the image, researchers project the vector into a
subspace-based on the hash map, reducing the vector dimen-
sion. The process is shown in Fig. 11. In simple terms, this
method is to encode the original data into 0-1 code, which
not only achieves high efficiency in time but also achieves
high efficiency in storage. To solve the problem of massive
image retrieval speed in the future, researchers still need to
explore a better indexing method.

F. LABELING COST REDUCTION
A severe problem with person re-identification is that there is
less training data and the model is easy to over-fit. Meantime,
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the labeling of the person re-identification dataset is tedious,
and the training process of deep learning needs a lot of data
to support the training process. Currently, the largest image
dataset contains more than 4,000 identities, a total of more
than 100,000 images. In addition to addressing the challenge
of large-scale training data needs from the perspective of
building larger and more realistic datasets, there are multiple
ways to reduce labeling costs.

1) DATA ENHANCEMENT
Data generation can also be used to augment training
data [115]. A severe problem with person re-identification
is that there is less training data and the model is easy to
over-fit. Currently, the largest image dataset contains more
than 4,000 identities, a total of more than 100,000 images.
In addition to addressing the challenge of large-scale training
data needs from the perspective of building larger and more
realistic datasets, data generation methods can also be used
to augment training data [115]. Data enhancement methods
are traditional and based on deep learning. There are many
traditional data generation methods widely used, such as
performing flipping, cropping [99] and random erasing aug-
mentation [98], [100], [316] on images and building pyramid
input [94].

In recent years, there have been many methods for deep
learning, and a more representative one is generative adver-
sarial networks (GAN). GAN is a generative model proposed
by Goodfellow et al. [101] in 2014, which produces a fairly
good output through game learning between (at least) two
modules in the framework: the generative model and the
discriminant model. It has been favored by many researchers
since its introduction. Nowadays, GAN has gradually become
a hot research direction in industry and academia [81].
GAN can generate new data samples based on the poten-
tial distribution of data samples, with numerous advan-
tages in super-resolution image generation. For the person
re-identification problem of insufficient training samples,
data generation can be realized and the training process of the
model can be enhanced by using GAN and its deformation.

Zheng et al. [82] first proposed the study of GAN in
the field of person re-identification, which was published at
the International Conference on Computer Vision (ICCV)
in 2017. Although the paper’s thinking is relatively simple,
it confirms the effectiveness of the data enhancement method.
This paper uses a deep convolutional generative adversar-
ial network to generate samples and then directly into the
training data. While the performance of the training model
is improved, the quality of the generated samples is not
high, and the images are randomly generated and no tags
can be used. To solve this problem, this paper proposed a
method of label smoothing regularization to assign labels
for the sample generation. The actual operation is also very
simple, that is, each element in the label vector takes the same
value and satisfies the condition. The generated image was
added to the training process as training data to avoid model
over-fitting. Huang et al. [102] proposed to supplement the

generated tags with real data dynamically by applying the
multi-pseudo-regularized tags (MpRL) method. These tags
reflect the different contributions’ weight of predefined train-
ing classes to the generated new data in GAN training.
Considering the open-world person re-identification problem
where the similarity between non-target and target people
makes the framework difficult to judge, Li et al. [243] pro-
posed the method of generating target people with generators
and improving the robustness of the framework with dis-
criminators. Zheng et al. [247] first integrated discriminative
and generative learning into a unified framework for end-
to-end training and generated high-quality cross-id composed
images with changed appearance and structure.

In the field of person re-identification, there are still dataset
bias, camera bias, and person posture change, which leads to
poor generalization ability of the model. Applying a trained
model in one scenario may be very poor in another one.
Therefore, many researchers have proposed using GAN’s
derivative model and combining it with other algorithms
to migrate images [83], [84]. Reference [85], [242] used
GAN to generate a series of images with standard poses
extracted from the MARS dataset and covered all angles.
And Zhong et al. [86] focused on the style deviation between
different cameras, used CycleGAN to transfer the image
style of one camera to another one, and tried to retain
the identity information of a person during the migration.
In particular, Label Smooth Regularization (LSR) was further
applied to the sample of style transfer in order to reduce the
noise generated during the style transfer process by making
the labels soft and distributed. Similarly, Deng et al. [103]
focused on how to ensure that the person area with poten-
tial relationship and tag information remained unchanged
after style migration. The author constructed an unsupervised
self-similarity and domain-dissimilarity relationship to con-
strain the learning of source-target translation. Differently,
Liu et al. [244] proposed a Similarity Preserved Camera-
to-Camera GAN (SPCGAN) framework to replace the back-
ground of person images. Huang et al. [252] suppressed
backgrounds by suppression of Background Shift Generative
Adversarial Network (SBSGAN).

Person re-identification research based on GAN research
illustrates that the data generated by GAN can indeed expand
the training data and prevent overfitting by combining with
other datasets or migrating datasets style. Compared with
all other models, GAN can produce clearer and more real
samples. However, GAN’s training needs to achieve a Nash
balance, and there is no good way to achieve this balance.
In addition, GAN is prone to problems such as training insta-
bility, gradient disappearance, and mode collapse. Further
studies are needed to make the training of GAN more stable
and generate more diverse samples.

2) UNSUPERVISED DOMAIN ADAPTIVE
When there is little or no tag data, the performance of
supervised person re-identification methods will be greatly
reduced. Moreover, traditional machine learning methods
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FIGURE 12. Illustration of the domain disparity among Market1501,
DukeMTMC-reID, and PRID2011 benchmarks, presenting significant
variances in illumination, resolution and camera viewpoint etc [255].

assume that training data and test data are distributed inde-
pendently and identically, but this assumption is basically
not satisfied in practical scenarios (see Fig. 12). Given these
above problems, the unsupervised domain adaptive (UDA)
method emerged. UDA is a kind of transfer learning technol-
ogy, which refers to learning the discriminative representation
of the unlabeled target domain through the labeled source
domain. It can minimize the distribution difference between
domains and effectively solve the change of data distribution
between domains. Therefore, a few researchers focus on the
UDA-based person re-identification.

In 2013,Ma et al. [249] proposed a person re-identification
method based on domain transfer learning, which simulta-
neously learned the optimal model of source task and target
task. In 2015, the earliest UDA-based person re-identification
method was proposed by Ma et al. [129], which used
SVMs for cross-domain ranking to estimate the positive
information of the target. However, this method was essen-
tially weakly supervised because the SVM-based model can-
not be completely learned in unlabeled datasets. In 2016,
Peng et al. [130] employed the dictionary learning model to
transfer source label knowledge without any labels, which is
the first UDA-based person re-identification research. Also to
extract initialization features from a labeled source domain,
Yu et al. [28] found shared space between the source and
target domains by learning the view-specific projections of
each camera view. Li et al. [253] combined the pose features
from the source domain and target domain and the content
features from the source domain to generate the target domain
data with changing the pose.

With the popularity of deep learning, some researchers
have respectively used k-reciprocal nearest neighbor [131],
k-means [27] and self-training clustering target domain [132],
[139], [255] to estimate labels of the unlabeled tar-
get domain. Zhong et al. [133] used an encoding and decod-
ing model to learn the invariant characteristics between
the domains. Recently, some scholars have focused on
using GAN to narrow the gap between the images in the
source domain and the target domain [44], [103], [134].

In addition, [135], [136], [255] proposed using auxil-
iary attributes and identity tags for UDA-based person
re-identification, which provided a new idea for follow-up
researches. These methods achieved great results but ignored
the intra-domain changes in the target domain, that is, the dif-
ferences between cameras in the target domain. Given this
problem, Zhong et al. [137] proposed a style transfer model
using LSR, which could transfer the labeled image to each
camera style. And Liu et al. [26] used GAN to generate
images with the target camera domain style. Qi et al. [254]
developed an unsupervised online in-batch triplet generation
method to explore the discriminative information in the target
domain. Then, an alternating optimization algorithm [259] is
designed to jointly solve the cross-view and cross-domain
problems. Combining the defined semantic attributes and
potential attributes in the source domain, Peng et al. [258]
decomposed the dictionary space into three parts for the
UDA problem. In 2019, Zhong et al. [113] employed three
underlying invariances of the target domain, i.e., exemplar-
invariance, camera-invariance and neighborhood-invariance,
which can improve the transferable ability of person
re-identification model.

For cross-domain adaptation, the differences in light, res-
olution, and camera views between the two domains are
so large that the difficulty of direct cross-domain conver-
sion increases. Therefore, several studies [251], [256] have
attempted to gradually narrow the difference between the
source domain and the target domain. Thereinto, for incre-
mentally optimize the classifiers based on the unlabeled target
domain, Lv et al. [251] presented an unsupervised incremen-
tal learning algorithm. Liu et al. [256] decomposed complex
cross-domain transmissions, focusing on one factor in each
sub-transfer, such as illumination, resolution, and camera
view.

The UDA-based person re-identification technologies
reduced the deviation between the source domain and the
target domain at the image or feature level, making the
person re-identification model extendable and transferable.
However, their accuracies were still significantly lower than
that of supervised learning. Adopting UDA in the person
re-identification field has a problem, which is different from
other fields. As an open-set problem, person re-identification
tasks not only have different camera views between the source
domain and target domain but also have different identifica-
tion tasks, that is, the target domain needs to match the iden-
tities who are different from the source domain. This unique
characteristic makes it difficult for person re-identification
researchers who are dedicated to this method to directly
refer to other fields’ UDA outcomes. Nevertheless, the UDA
method has excellent research value because of the explosion
of big data and the huge cost of labeling dataset.

3) OTHERS
a: UNSUPERVISED RE-IDENTIFICATION
Generally, unsupervised re-identification researches mainly
start from several perspectives: transfer learning [303],
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feature representation extraction [304], [307], dictionary
learning [302], clustering [305], [306], and distance measure-
ment. Reference [257] proposed a state-of-the-art method,
which looked for distinguishable patch features from unla-
beled data sets. Lin et al. [305] designed a simple and intuitive
bottom-up clustering approach. For the realistic challenge
of newly added cameras in open-world re-identification,
Panda et al. [250] managed to find the most suitable source
camera and applied a transitive inference algorithm to adapt
to this change.

b: OTHER MEANS OF LEARNING
To reduce the cost of labeling data and improve the scala-
bility of the model, researchers have made a lot of attempts.
Semi-supervised learning [143], [144], [146], weakly super-
vised learning [145], meta learning [262], small sample
learning [147], [148], active learning [33], [149], [150],
online learning [151], knowledge transfer [152], reinforce-
ment learning [309]–[311], and learning without forget-
ting [260], [261] have also attracted the attention of person
re-identification researchers. These studies have greatly pro-
moted the exploration of open-world person re-identification.

G. DATA TYPES EXTENSION
1) RGB VIDEO DATA TYPE
Before 2016, the person re-identification research meth-
ods were mainly used CNN to extract spatial features on
images. However, due to the small size of the datasets in
the early stage and the limited available information of a
single image, the advantages of deep learning cannot be
given full play. In 2016, Zheng et al. [48] proposed a
large-scale dataset MARS for motion analysis and person
re-identification. Each identity in this dataset contains sev-
eral video sequences, and many researchers began to study
the video-based person re-identification methods using deep
learning. The idea of image-based person re-identification
methods can usually be borrowed or further developed by
the video-based re-identification framework because video
sequences are extensions of images in the time dimen-
sion. These data have more available information, such as
inter-frame temporal relationship, pedestrian motion char-
acteristics, and occlusion completion. But compared with
image-based re-identification, continuous video frames often
contain more noise and redundant information.

Although the person re-identification method based
on video sequence has early machine learning meth-
ods [16]–[18], [47], the recent mainstream methods utilize
RNN to extract temporal features while using CNN to extract
spatial features [52]. The model input image sequence, each
image through a shared Siamese network to extract the image
spatial features. Then these feature vectors are input into
an RNN network to extract the temporal features, as shown
in Fig. 13. The final feature representation of the identities
integrates the features of the single-frame image and the
motion features between frames to replace the feature vectors
of the previous single-frame method to train the network.

FIGURE 13. RGB Video-based person re-identification process.

References [19], [20] proposed to use the above pro-
cess for the video-based person re-identification task. These
papers are the earliest papers that use CNN and RNN to
complete this task. Among them, McLaughlin et al. [20]
inputted three-channel color images and two-channel images
processed by the optical flow method. Subsequently, this
network structure became the baseline of many video-based
frameworks [21], [22]. These frameworks refer to other meth-
ods on this basis and use ResNet, GoogLeNet, and other
common neural network structures as the base network.
In [22], the author combined the attention mechanism based
on the above structure, taking into account the emphasis
of the human brain’s attention on different frames and the
interaction between video frame sequences. This paper pro-
posed a joint spatial and temporal attention pooling network,
which is mainly composed by a spatial pyramidal pooling
and a temporal attention pooling in the natural language
processing field. This method not only improved accuracy but
also reduced computation. Chung et al. [219] gave different
weights to spatial and temporal features. Zhang et al. [233]
used Bidirectional Recurrent Neural Networks (BRCNN) in
the temporal branch to better extract the information before
and after frames.

The attention mechanism is also used in [23], [24],
[141], [224]. Liu et al. [24] referred to the non-local atten-
tion layer [105], generated attention masks according to the
characteristics of different frames and different spatial posi-
tions. And due to applying the non-local attention layer to
multiple feature extraction layers, they utilized the redun-
dancy in space and time to reduce the total floating-point
operations (FLOP) and better balance the performance and
complexity. Rao et al. [229] designed a new non-local tem-
poral attention model, which could capture the long-term and
global dependencies between video frames.

Part of the works [23], [227] took advantage of the fact that
video sequences have more information than images to try
to complete the occluded part. Among them, Hou et al. [23]
proposed a Spatio-temporal completion network to restore
the occludes in the video. In addition to using other parts
of the person body to predict the occludes, this method also
restored the appearance of persons with the help of time series
information in a video, and finally used the unoccluded frame
to train the re-identification network.
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However, except for the advantages, video sequences also
contain more noise. Several works [25], [141], [217], [220],
[222], [227] are centered on this shortcoming. Li et al. [141]
used a Temporal Self-Attention (TSA) model to deal with
spot occlusions and noises, which could capture the global
temporal cues and combined an improved Dilated Temporal
Pyramid (DTP) convolution to distinguish two pedestrians,
which focus on the local temporal context learning. Its struc-
ture design is simple, but the effect is better than the others.
Recent results also suggest that current researches were more
likely to use concise but effective designs. Liu et al. [25]
proposed a network consisting of two branches, namely,
the feature generation branch and the quality generation
branch. This network mainly aimed at the fact that noise
caused by jitter or blur in the video will affect the mutual
supplement of a group of image information. The second
branch in this network can predict themass fraction of frames,
and finally, extract the features of the first branch according to
the fraction of each frame. This method focused on the set to
set recognition and the training is simple, but the convergence
speed is very slow due to the use of triplet loss.

Another problem with video-based re-identification is that
video sequences often contain too many frames, which have
redundant information. So the focuses of several works are to
pick out frames worth noting [234]–[238] or assign different
weights to different frames [218], [225], [228], [230], [231].
Zhou et al. [218] learned the weight of each frame utilizing
the temporal attention model.Wu et al. [238] proposed a deep
Siamese attention architecture to learn together spatial parts
and temporal frames that require extra attention.

There are some works [217], [221], [235], [240] on
the alignment of people in the video. Among them,
Dai et al. [240] designed a spatial-temporal transformer net-
work (ST2N) module to spatially align the people in the
video, which leverage the context knowledge of consecutive
frames.

In the video-based computer vision community, except
using optical flow information and RNN to extract the fea-
tures of the time dimension, another commonmethod is to use
a 3D convolutional neural network [241], which takes contin-
uous frames as extra channels. This technology is also used in
the video-based person re-identification [226], [235], [236].
Wu et al. [235] encoded the Spatio-temporal signals,
extracted from video frame using 3D convolution, into a
global compact video descriptor (see Fig. 14).

In the video-based re-identification dataset, each identity
collects a set of video sequences instead of a single image.
Such a set of video sequences complement each other, and
also provides more information than a single image, such
as a person’s different positions. At the same time, video
sequences include the walking posture and walking speed of
a human, and light has less impact on the re-identification
result, which is helpful for the neural network to extract more
discriminant and robust features. However, video sequences
also contain more noise, making the problem of human
alignment more difficult. And most video-based person

FIGURE 14. Illustration of video-based 2D convolution (top) and 3D
convolution (bottom) [234].

re-identification is still based on the attention mechanism,
with few unique innovations in the temporal dimension.
We believe that other time modeling methods need to be
explored in the future.

2) OTHERS
a: DEPTH-BASED PERSON RE-IDENTIFICATION
Compared with the RGB camera with only color information,
the RGB-D sensors can attach the spatial location informa-
tion, and using RGB-D data for person re-identification is
not easily affected by light. Specifically, the RGB-D sen-
sors can sample the environment, and people within the
scene to generate dense point clouds, which are arrange-
ments of points that simulate the scene in three-dimensional
space [156]. Given this advantage, some research outcomes
on the person re-identification of the RGB-D sensor have
emerged to fill this gap [160], [161]. Wu et al. [182] used
the skeleton-based features to identify a person and, in par-
ticular, proposed an implicit feature transfer scheme when
depth information was unavailable. Karianakis et al. [183]
and Hafner et al. [184] mainly studied the cross-modal imple-
mentation from RGB-based image datasets to the RGB-D
dataset because of their scale differences. There are also some
several RGB-D datasets, such as RGBD-ID [157], BIWI
RGBD-ID [158], and KinectREID [159], have been pro-
posed to measure the performances of these studies. With the
development of fields such as self-driving vehicles, computer
vision research based on depth information will becomemore
meaningful.

b: INFRARED-VISIBLE PERSON RE-IDENTIFICATION
Most person re-identification studies were done during the
daytime and using visible images, and few studies on
infrared images. Infrared images, mainly for the nighttime,
are created by a thermal infrared scanner that receives
and records thermal radiation energy emitted by a target.
Dual-cameras capture different images depending on the
brightness of the environment. However, People in infrared
images have few obvious color features, but these color
features are often key features for person re-identification,
which causes this situation is more difficult than others
(see Fig. 15). Therefore, in 2017, Wu et al. [162] first
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FIGURE 15. Illustration about the visible thermal person re-identification
(VT-REID). Person images from different modalities should be
matched [165].

presented the cross-modal re-identification problem between
RGB images and infrared images. The following stud-
ies [164], [165], [185]–[190] mainly used dual-flow networks
to extract features from each mode, then fused or shared
features, and finally optimizes the scheme by specific metric
learning. Among them, Wang et al. [164] first decomposed
and treated the mixed modal and appearance differences sep-
arately. Some researchers also proposed some datasets, such
as SYSU-MM01 [162] and RegDB [163].

c: LOW-RESOLUTION PERSON RE-IDENTIFICATION
The resolution difference, which caused by different cam-
era resolutions or different distances between pedestri-
ans and the cameras, is another focus in the person
re-identification community. It is difficult to extract dis-
criminative features from low-resolution images. Therefore,
the general re-identification methods, which directly uni-
fied the low-resolution images and high-resolution images to
the same size, are inconvincible. Li et al. [192] first stud-
ied the low-resolution problem in person re-identification
through cross-scale image domain alignment. Subsequent
studies focus on methods such as low-resolution information
recovery [194], [197], dictionary learning [193], [195], and
resolution adaptation [196], [198].

In addition, there are some special person re-identification
works [239]. Text-based retrieval [199], [200] is similar to
pedestrian attribute recognition and person search. Image to
video person re-identification [201], [216] is also one of the
research directions. These methods are better for helping
the police collect evidence and solve crimes. Particularly,
some studies [245], [246], [248] have attempted to con-
struct 3D models of the human body to assist person-related
researches. Chakrabortyn et al. [317] used face data collected
by wearable devices for re-identification.

IV. DISCUSSION
In this section, we analyze and discuss the preferable per-
formance results of person re-identification methods on each
dataset and the main challenges of this task. We also propose
our views on possible research directions in this field.

A. PERFORMANCES COMPARISON
In Table 4, we collect accuracy rates, including mAP and
rank-1, 5, 10, and 20, reported by state-of-the-art methods on
four kinds of datasets. In these datasets, the CUHK03 dataset

is divided into handcrafted labeling parts and DPM detected
parts. Generally speaking, the accuracy of DPM annotation is
lower because it is closer to the real scene and influenced by
the person detection algorithm. The Market1501 dataset usu-
ally has two comparison methods: single-query and multiple-
query. The data in Table 4 are the results of studies with
high accuracy that we know of at present, most of which are
published in 2019.

Table 4 shows that among these research results with
high accuracy, the most accurate one is the attention
mechanism-based research methods. This is because, on the
one hand, the attention mechanism can effectively reduce the
impact or other interfering information in image or video
on the accuracy. On the other hand, by determining the
most noticeable part of the image or video, it can accurately
locate the most differentiated part of the multiple similar
probes to find the real target person. In addition to these
methods, other methods, such as feature fusion and designing
more effective distance measurement can also achieve better
re-identification performance. Considering that re-ranking
often leads to a significant improvement in accuracy, usually
around 5% or even 10%, the results presented in Table 4 are
compared without re-ranking.

According to the accuracy listed in Table 4, we can find
that the accuracy of some early datasets has been very
high with the contribution of researchers. Rank-20 has basi-
cally reached 95%. Some datasets, such as PRID2011 and
iLIDS-VID, have reached 100% accuracy. Moreover,
the rank-1 accuracy of most datasets is over 90%. Many of
these datasets listed in Table 4 are manually annotated. The
feature of these datasets is that the boundary boxes of person
are well handled and there is no error condition existing in the
automatic person detection algorithm. Therefore, it is easier
to achieve high accuracy compared with the datasets detected
by the automatic detection algorithm. However, other chal-
lenging datasets, such as MSMT17 and PRW, or data types,
i.e., RGB-D and RGB-IR, remain less accurate because they
are more realistic or cross-modal.

Finally, comparing the accuracy results before 2015,
in terms of re-identification accuracy, the deep learning
method greatly surpasses the traditional level of manual
design features. However, the deep learning method is too
dependent on the quality of data. If the training data can
cover different application scenarios, the model will have
generalization ability. Otherwise, better algorithms should be
designed to make up for the lack of data.

B. CONSTRAINTS AND CHALLENGES
Compared with other visual image fields, person re-identi-
fication is a very challenging task, and there are still many
difficulties, which lead to the current technology cannot
be applied on a large scale and put higher requirements
on the person re-identification algorithm. So the more dis-
criminating and realistic model must be designed to distin-
guish two different persons. In the real world like Fig. 16,
person re-identification is not a simple query-search task,
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TABLE 4. The state-of-the-art methods with high accuracy on several datasets.

FIGURE 16. Challenges in the person re-identification task. (a) Cropping
Errors. (b) Indistinct Image. (c) Occlusion. (d) Illumination Variation.
(e) Different identities with a similar appearance. (f) One identity with
different clothes and hats.

and there are still many challenges to solve these problems
completely. We summarize the main influencing factors into
four categories.

1) INHERENT FACTORS
This factor causes the non-ideal scene. The commonly
used person detection technology has problems such as low
precision and cropping errors, which often leads to the person

missing part or at the edge of the entire image. This prob-
lem brings the non-aligned challenge. In the early years,
the resolution and image quality of the monitoring system
is relatively low, so it is difficult to distinguish different
pedestrians from blurred images. Besides, different shooting
angles and heights [245] can also lead to huge personal visual
differences.

2) ENVIRONMENTAL FACTORS
The current person re-identification approaches will segment
the foreground human body to reduce the impact of the
chaotic background. People who are not all in the foreground
are covered when the human traffic in the shooting scene
is intensive. In natural scenes, some sensitive features such
as color will significantly deviate when the lighting change,
which would affect the robust feature selection.

3) SUBJECTIVE FACTORS
Subjective factors cause matching difficulty and mainly
reflected in the dressing and walking posture of people.
Human beings will present various postures under different
cameras, such as calling phones, turning around and changing
the position and angle of their belongings. A human with
a similar appearance to others or having different clothes,
hats, glasses, or hairstyles will also bring huge challenges to
confirm its identity.
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4) DATA FACTORS
The data factor will cause the model to be easily over-fitting.
Judging from the current person re-identification datasets, its
collection and labeling are difficult, and the privacy issues
have also hindered data access. Moreover, the spatial and
temporal distribution of the collected data relative to the real
world is very limited, incomplete, and circumscribed. Geo-
graphical location, weather changes, night and day, indoor
and outdoor, and other scenes cannot be fully covered. The
number of identities and cameras cannot meet the actual
needs.

C. POSSIBLE DIRECTION FOR FUTURE WORKS
We consider that the research on person re-identification will
still focus on deep learning in the next few years and analyze
the possible research directions from the perspective of data
and algorithms.

1) DATA AUGMENTATION
a: MORE REALISTIC DATASETS
Compared with other research fields, the current data of per-
son re-identification datasets can only be used for academic
research, and it is far from the actual application require-
ments. In addition to increasing the amount of data, it is more
important to provide more diverse scenes, richer identities,
more comprehensive human perspectives, and more realistic
person re-identification datasets. For example, the elderly
and children are easy to get lost, and accidents are likely
to happen at night or on rainy or snowy days. These real
situations most require person re-identification technology to
locate the missing and suspect, but currently, there are few
datasets included elderly, children, night cases, and extreme
weather.

b: ADVERSARIAL EXAMPLES
The current person re-identification datasets have higher
accuracy, but the approaches are not robust enough. The study
of adversarial examples, a research hotspot, is very helpful to
the system’s robustness. However, Zheng et al. [176] demon-
strated that the problem of person re-identification, an open
set problem, requires different attack methods from other
communities. For this issue, there is still a need for further
in-depth study.

c: SYNTHETIC HUMANS
There are many methods for synthetic humans, such as GAN
or 3D modeling, but the gap between the use of synthetic
human data and real samples, as well as the proportion of
synthetic data in all training data, on the effect of person
re-identification still needs further analysis.

2) ALGORITHM DESIGN
a: MORE SUITABLE FOR LARGE, REAL-WORLD SYSTEMS
There are more identities in the real world than in the
dataset, and there are plenty of instances where there are no

matches in the gallery. Therefore, the optimization of match-
ing algorithms and the screening of non-matching identities
are important. Then, cross-modal algorithms may be empha-
sized, such as infrared-based re-identification. In addition,
the real-world systems need not only result matching but also
reasonable use of other information to assist the recognition
task. Finally, neural architecture search can be attempted to
be used for re-identification to reduce design complexity and
experience dependence.

b: NOT JUST FULL-SUPERVISED LEARNING
Active learning can not only improve data utilization but
also reduce data annotation. Self-supervised learning, more
in line with the law of biological learning, has been very
successful at Natural Language Processing (NLP). Recently,
Wang et al. [177] have used self-supervised learning to
achieve accurate 3D human posture estimation.

c: DRAWING ON IDEAS OF OTHER COMMUNITIES
Person re-identification can refer to the research method in
vehicle re-identification, which makes full utilization of the
Wi-Fi network, vehicle GPS, and regional electronic map to
quickly eliminate persons who do not meet the requirements
according to the camera distribution.

V. CONCLUSION
As an important technology in the smart city, person
re-identification still needs to be perfected and further applied
in many aspects. Therefore, we reviewed the research on
person re-identification. Firstly, this paper has outlined some
necessary premises of the person re-identification task.
Then, given the diversity and complexity of re-identification
approaches, we have summarized them according to different
research purposes and have expressed some views on these
techniques’ pros and cons. Finally, we have analyzed the
performance and the challenges of current re-identification
research as well as proposed our ideas on the possible devel-
opment direction in the future.
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