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#### Abstract

The celebrated Erdős-Ko-Rado theorem states that given $n \geqslant 2 k$, every intersecting $k$-uniform hypergraph $G$ on $n$ vertices has at most $\binom{n-1}{k-1}$ edges. This paper states spectral versions of the Erdős-Ko-Rado theorem: let $G$ be an intersecting $k$-uniform hypergraph on $n$ vertices with $n \geqslant 2 k$. Then, the sharp upper bounds for the spectral radius of $\mathcal{A}_{\alpha}(G)$ and $\mathcal{Q}^{*}(G)$ are presented, where $\mathcal{A}_{\alpha}(G)=\alpha \mathcal{D}(G)+(1-\alpha) \mathcal{A}(G)$ is a convex linear combination of the degree diagonal tensor $\mathcal{D}(G)$ and the adjacency tensor $\mathcal{A}(G)$ for $0 \leqslant \alpha<1$, and $\mathcal{Q}^{*}(G)$ is the incidence $\mathcal{Q}$-tensor, respectively. Furthermore, when $n>2 k$, the extremal hypergraphs which attain the sharp upper bounds are characterized. The proof mainly relies on the Perron-Frobenius theorem for nonnegative tensor and the property of the maximizing connected hypergraphs.
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## 1 Introduction

A family $\mathcal{F}$ of sets is called intersecting if $A \cap B \neq \emptyset$ for any two $A, B \in \mathcal{F}$. An intersecting family of sets is trivial if all of its members share a common element. One essential problem in extremal set theory is to study the properties of intersecting families.

For integers $1 \leqslant k \leqslant n$ and a set $X$ of $n$ elements, $[n]=\{1,2, \cdots, n\}$. In 1961, Erdős et al. in their paper [9] obtained the well-known theorem: when $n \geqslant 2 k$, every intersecting family of $k$-subsets on $n$-element $X$ has at most $\binom{n-1}{k-1}$ members. Moreover, when $n>2 k$, the

[^0][^1]extremal family is unique (up to isomorphism): it consists of all the $k$-subsets of $X$ that contains a fixed element, and it is easy to see that the extremal family is trivial.

The Erdős-Ko-Rado theorem, as one of the most fundamental results in extremal combinatorics, provides information about systems of intersecting sets and has many interesting applications and extensions, such as the Hilton-Milner theorem, see [16, 18, 19] for a full account.

Also there have been outstanding work on intersecting families satisfying certain properties; for example, Frankl [10] presented some sharp upper bounds on the size of intersecting families with certain maximum degree which extended the Hilton-Milner theorem. Furthermore, intersecting families from the point of view of the minimum vertex degree have been investigated in [12, 13, 23]. For more new results and progress on intersecting families, readers are referred to a survey paper [14] and an excellent book [16].

Let $G$ be a hypergraph on $n$ vertices with a vertex set $V(G)$ and an edge set $E(G)$. The elements of $V=V(G)$, labeled as $\left\{v_{1}, \cdots, v_{n}\right\}$, are referred to as vertices and the elements of $E=E(G)$ are called edges. If $|e|=k$ for each $e \in E(G)$, then $G$ is said to be a $k$-uniform hypergraph. For $k=2$, it refers to the ordinary graph. For a vertex $v_{i} \in V(G)$, we denote $E_{v_{i}}(G)=\left\{e \in E(G) \mid v_{i} \in e\right\}$, which is the set of edges containing the vertex $v_{i}$. The degree $d_{v_{i}}$ of a vertex $v_{i} \in V(G)$ is defined as $d_{v_{i}}=\left|e_{j}: v_{i} \in e_{j} \in E(G)\right|$. A hypergraph is $d$-regular if $d_{v_{1}}=\cdots=d_{v_{n}}=d$. A complete $k$-uniform hypergraph is defined to be a hypergraph $G=(V(G), E(G))$ with the edge set consisting of all $k$-subsets of $V(G)$. Clearly, it is a $d=\binom{n-1}{k-1}$-regular hypergraph. Moreover, two vertices are said to be adjacent if there is an edge that contains both of these vertices. Two edges are said to be adjacent if their intersection is not empty. A vertex $v$ is said to be incident to an edge $e$ if $v \in e$.

A walk $W$ of length $l$ in $G$ is a sequence of alternate vertices and edges: $v_{0} e_{1} v_{1} e_{2} \cdots e_{l} v_{l}$, where $\left\{v_{i}, v_{i+1}\right\} \subseteq e_{i+1}$ for $i=0,1, \cdots, l-1$. If $v_{0}=v_{l}$, then $W$ is called a circuit. A walk of $G$ is called a path if no vertices or no edges are repeated. A circuit $G$ is called a cycle if no vertices or edges are repeated except $v_{0}=v_{l}$. A hypergraph $G$ is said to be connected if every two vertices are connected by a path. If $l>1$ and $v_{0}=v_{l}$, then this path of length $l$ is called a cycle of length $l$. We assume that $G$ is simple throughout this paper, which means that $e_{i} \neq e_{j}$ if $i \neq j$. More information on hypergraphs can be referred to both in Berge [1] and Bretto [2].

A hypergraph $G=(V(G), E(G))$ is called intersecting if there is at least one element in any two edges of $E(G)$. Hence, for an intersecting family $\mathcal{F}$ on the $n$-element $X$, there is an intersecting hypergraph $G=(X, \mathcal{F})$ corresponding to this intersecting family.

Let $S_{n, k, 1}$ be the $k$-uniform hypergraph on $n$ vertices which all edges share exactly a common vertex $u$, such that the hypergraph obtained by deleting $u$ from each edge $e \in E\left(S_{n, k, 1}\right)$ is a complete ( $k-1$ )-uniform hypergraph on $n-1$ vertices.

We may view a family $\mathcal{F}$ of $k$-subsets of $X$ as a $k$-uniform hypergraph $G$ with the vertex set $X$ and the edge set $\mathcal{F}$. The celebrated Erdős-Ko-Rado theorem can be stated as the following.

Theorem 1.1 For two integers $n \geqslant 2 k$, every intersecting $k$-uniform hypergraph $G$ on $n$ vertices has at most $\binom{n-1}{k-1}$ edges. Moreover, when $n>2 k$, the equality holds if and only if $G=S_{n, k, 1}$.

To present spectral versions for the Erdős-Ko-Rado theorem, we first introduce some notations of tensors. For integers $k \geqslant 2$ and $n \geqslant 2$, a real tensor (also called hypermatrix)
$\mathcal{T}=\left(t_{i_{1} \cdots i_{k}}\right)$ of order $k$ and dimension $n$ refers to a multidimensional array with entries $t_{i_{1} \cdots i_{k}}$, such that

$$
t_{i_{1} \cdots i_{k}} \in \mathbb{R} \quad \text { for all } i_{j} \in[n]=\{1,2, \cdots, n\} \text { and } j \in[k] .
$$

The tensor $\mathcal{T}$ is called symmetric if $t_{i_{1} \cdots i_{k}}$ is invariant under any permutation of its indices $i_{1}, i_{2}, \cdots, i_{k}$.

For $k \geqslant 2$, let $G$ be a $k$-uniform hypergraph with $V(G)=[n]$. The adjacency tensor of $G$ (see [6]) is defined as the $k$-th order $n$-dimensional tensor $\mathcal{A}(G)=\left(a_{i_{1}} \cdots i_{k}\right)$, where

$$
a_{i_{1} \cdots i_{k}}= \begin{cases}\frac{1}{(k-1)!} & \text { if }\left\{i_{1}, \cdots, i_{k}\right\} \in E(G) \\ 0 & \text { otherwise }\end{cases}
$$

Clearly, the adjacency tensor is always nonnegative and symmetric. Recently, Keevash et al. [24] gave an adjacency spectral version for the Erdős-Ko-Rado theorem.

Theorem 1.2 ([24]) For any $k \geqslant 2$, there is an $n_{0}$, such that the following holds for $n \geqslant n_{0}$. Let $G$ be an intersecting $k$-uniform hypergraph on $n$ vertices. Then,

$$
\rho(\mathcal{A}(G)) \leqslant \rho\left(\mathcal{A}\left(S_{n, k, 1}\right)\right)
$$

with the equality if and only if $G=S_{n, k, 1}$, where $\rho(\mathcal{A}(G))$ is the spectral radius of the adjacency tensor $\mathcal{A}(G)$.

On the other hand, the spectral radius of the adjacency tensor has been widely investigated. For example, Fan et al. [15] determined the extremal spectral radii of several classes of $k$-uniform hypergraphs with a few edges. Yuan et al. [35] obtained several bounds for the spectral radius of uniform hypergraphs in terms of the degrees of vertices. Xiao et al. [33] determined the unique $k$-uniform supertrees with maximum spectral radii among all $k$-uniform supertrees with given degree sequences. Li et al. [27] determined the extremal spectral radii of $k$-uniform supertrees. Chen et al. [5] proved several good upper bounds for the adjacency spectral radius of uniform hypergraphs in terms of degree sequences. Bai and Lu [3] solved the problem of maximizing the spectral radius of $k$-uniform hypergraphs among all $k$-uniform hypergraphs with a given number of edges. Xiao and Wang [32] determined the unique hypergraphs with the maximum spectral radius among all the uniform supertrees and all the connected uniform unicyclic hypergraphs with a given number of pendant edges, respectively.

Motivated by the adjacency spectral version of the Erdős-Ko-Rado theorem and the results on hypergraph spectra, we continue to study other spectral versions of the Erdős-Ko-Rado theorem and make some contribution to the spectral hypergraph theory. This paper is organized as follows. In Sect. 2, we state some basic notations of tensors. In Sect. 3, some lemmas are presented regarding the $\mathcal{A}_{\alpha}$-spectral radius and incidence $\mathcal{Q}$-spectral radius of $k$-uniform hypergraphs on $n$ vertices, including giving the exact value of $\mathcal{A}_{\alpha}$-spectral radius and incidence $\mathcal{Q}$-spectral radius of $S_{n, k, 1}$. In Sect. 4, we state the main theorem of this paper and give the proof of the main theorem and some corollaries.

## 2 Preliminaries

In the sequel, we present some essential concepts of tensors which will be used later. A real symmetric tensor $\mathcal{T}$ of order $k$ dimension $n$ uniquely defines a $k$ th-degree homogeneous polynomial function with the real coefficient by

$$
F_{\mathcal{T}}(x)=\mathcal{T} x^{k}=\sum_{i_{1}, \cdots, i_{k}=1}^{n} t_{i_{1} \cdots i_{k}} x_{i_{1}} \cdots x_{i_{k}} .
$$

$\mathcal{T}$ is called positive semi-definite if $F_{\mathcal{T}}(x)=\mathcal{T} x^{k} \geqslant 0$ for all $x \in \mathbb{R}^{n}$. Obviously, for the nontrivial case, $k$ must be even. It is easy to see that $\mathcal{T} x^{k}$ is a real number. Remember that $\mathcal{T} x^{k-1}$ is a vector in $\mathbb{R}^{n}$, which its $i$ th component is defined as

$$
\left(\mathcal{T} x^{k-1}\right)_{i}=\sum_{i_{2}, \cdots, i_{k}=1}^{n} t_{i i_{2} \cdots i_{k}} x_{i_{2}} \cdots x_{i_{k}} .
$$

Definition 2.1 ([29]) Let $\mathcal{T}$ be a $k$ th order $n$-dimensional real tensor and $\mathbb{C}$ be the set of all complex numbers. Then, $\lambda$ is an eigenvalue of $\mathcal{T}$ and $x \in \mathbb{C}^{n} \backslash\{0\}$ is an eigenvector corresponding to $\lambda$ if $(\lambda, x)$ satisfies

$$
\mathcal{T} x^{k-1}=\lambda x^{[k-1]}
$$

where $x^{[k-1]} \in \mathbb{C}^{n}$ with $\left(x^{[k-1]}\right)_{i}=\left(x_{i}\right)^{k-1}$.
If $x$ is a real eigenvector of $\mathcal{T}$, then surely the corresponding eigenvalue $\lambda$ is real. In this case, $x$ is called an $H$-eigenvector and $\lambda$ is called an $H$-eigenvalue. With more information on eigenvalues and eigenvectors of tensors, the readers are referred to the paper of Qi [29]. Moreover, it is easy to see that

$$
\left(\mathcal{T}^{k-1}\right)_{i}=\lambda x_{i}^{k-1} \text { for } i=1, \cdots, n .
$$

Shao [31] introduced the definition for tensor product, by the generalization of Bu et al. [4] for the tensor product, $\mathcal{T}^{k-1}$, in Definition 2.1 can be simply written as $\mathcal{T}$. Furthermore, if $x \in \mathbb{R}_{+}^{n}$, where $\mathbb{R}_{+}^{n}=\left\{x \in \mathbb{R}^{n}: x \geqslant 0\right\}$, then $\lambda$ is an $H^{+}$-eigenvalue of $\mathcal{T}$. If $x \in \mathbb{R}_{++}^{n}$, where $\mathbb{R}_{++}^{n}=\left\{x \in \mathbb{R}^{n}: x>0\right\}$, then $\lambda$ is said to be an $H^{++}$-eigenvalue of $\mathcal{T}$. The spectral radius of $\mathcal{T}$ is defined as

$$
\rho(\mathcal{T})=\max \{|\lambda|: \lambda \text { is an eigenvalue of } \mathcal{T}\} .
$$

Let $x$ be a column vector of dimension $n$. A $k$-uniform hypergraph $G=(V(G), E(G))$ on $n$ vertices consists of a vertex set $V(G)=[n]$ and an edge set $E(G)=\left\{e_{1}, \cdots, e_{m}\right\} \subseteq P_{k}(V(G))$, where $P_{k}(V(G))$ is the set of all $k$-subsets of $V(G)$. It is easy to see that

$$
x^{\mathrm{T}}(\mathcal{A}(G) x)=\sum_{e \in E(G)} k x^{e},
$$

where $x^{e}=x_{i_{1}} \cdots x_{i_{k}}$ for $e=\left\{i_{1}, \cdots, i_{k}\right\} \in E(G)$, and

$$
(\mathcal{A}(G) x)_{i}=\sum_{e \in E_{i}(G)} x^{e \backslash\{i\}} .
$$

Hu and Qi [21] defined the signless Laplacian tensor as $\mathcal{Q}=\mathcal{D}+\mathcal{A}$, where $\mathcal{D}$ is a $k$ th-order $n$-dimensional tensor with its diagonal element $d_{i \ldots i}$ being $d_{i}$, the degree of vertex $i$, for all $i \in[n]$. It is easy to see that

$$
x^{\mathrm{T}}(\mathcal{Q}(G) x)=\sum_{e \in E(G)}\left(x^{[k]}(e)+k x^{e}\right),
$$

where $x^{[k]}(e)=x_{j_{1}}^{k}+\cdots+x_{j_{k}}^{k}, x^{e}=x_{j_{1}} \cdots x_{j_{k}}$ for $e=\left\{j_{1}, \cdots, j_{k}\right\} \in E(G)$. Furthermore,

$$
x^{\mathrm{T}}(\mathcal{Q}(G) x)=\sum_{i \in V(G)} d_{i} x_{i}^{k}+\sum_{e \in E(G)} k x^{e}
$$

and

$$
(\mathcal{Q}(G) x)_{i}=d_{i} x_{i}^{k-1}+\sum_{e \in E_{i}(G)} x^{e \backslash\{i\}} .
$$

Inspired by the innovating work of Nikiforov [28], Lin et al. [25] proposed corresponding notation of the convex linear combination $\mathcal{A}_{\alpha}(G)$ of $\mathcal{D}(G)$ and $\mathcal{A}(G)$, which is defined as

$$
\mathcal{A}_{\alpha}(G)=\alpha \mathcal{D}(G)+(1-\alpha) \mathcal{A}(G),
$$

where $0 \leqslant \alpha<1$. The spectral radius of $\mathcal{A}_{\alpha}(G)$ is called the $\mathcal{A}_{\alpha}$-spectral radius of $G$ and denoted by $\rho_{\alpha}(G)$. Then, $\rho_{0}(G)$ is the spectral radius of $\mathcal{A}(G)$, which is called the adjacency spectral radius of $G$ and denoted by $\rho(\mathcal{A}(G))$. Moreover, $2 \rho_{1 / 2}(G)$ is the spectral radius of $Q(G)$, which is called the signless Laplacian spectral radius of $G$; some bounds for the signless Laplacian spectral radius for uniform hypergraphs can be found in [5, 22, 26, 30]. And the $\mathcal{A}_{\alpha}$-spectral radius of uniform hypergraphs has been studied in [17, 25].

For $k \geqslant 2$, let $G$ be a $k$-uniform hypergraph with $V(G)=[n]$, and $x$ be an $n$-dimensional column vector. Clearly,

$$
\begin{aligned}
& x^{\mathrm{T}}\left(\mathcal{A}_{\alpha}(G) x\right)=\alpha \sum_{i \in V(G)} d_{i} x_{i}^{k}+(1-\alpha) \sum_{e \in E(G)} k x^{e}, \\
& x^{\mathrm{T}}\left(\mathcal{A}_{\alpha}(G) x\right)=\sum_{e \in E(G)}\left(\alpha \sum_{i \in e} x_{i}^{k}+(1-\alpha) k x^{e}\right),
\end{aligned}
$$

and

$$
\left(\mathcal{A}_{\alpha}(G) x\right)_{i}=\alpha d_{i} x_{i}^{k-1}+(1-\alpha) \sum_{e \in E_{i}(G)} x^{e \backslash\{i\}} .
$$

The incidence matrix [2] of a hypergraph $G$ is defined as a matrix $R=\left(r_{i j}\right)$ whose rows and columns are indexed by the vertices and edges of $G$, respectively. The $(i, j)$-entry of $R$ is

$$
r_{i j}= \begin{cases}1 & \text { if } v_{i} \in e_{j}, \\ 0 & \text { otherwise }\end{cases}
$$

Li et al. [27] introduced the concept of the incidence $Q$-tensor of a $k$-uniform hypergraph $G$, which is defined as $Q^{*} \equiv Q^{*}(G)=R \mathcal{I} R^{\mathrm{T}}$, where $R$ is the incidence matrix of $G$ and $\mathcal{I}$ is the identity tensor, i.e., $\mathcal{I}_{i_{1} \cdots i_{k}}=1$ if $i_{1}=\cdots=i_{k} \in[m]$, and zero otherwise when the dimension is $m$. It is easy to see that $R \mathcal{I} R^{\mathrm{T}}$ is a symmetric tensor of order $k$ and dimension n. Clearly,

$$
x^{\mathrm{T}}\left(\mathcal{Q}^{*}(G) x\right)=\sum_{\left\{i_{1}, \cdots, i_{k}\right\} \in E(G)}\left(x_{i_{1}}+\cdots+x_{i_{k}}\right)^{k}=\sum_{e \in E(G)} x(e)^{k},
$$

where $x(e)=x_{i_{1}}+\cdots+x_{i_{k}}$ for $e=\left\{i_{1}, \cdots, i_{k}\right\}$. Moreover, the $\left(i_{1}, \cdots, i_{k}\right)$-entry of $\mathcal{Q}^{*}(G)$ is

$$
\left(\mathcal{Q}^{*}(G)\right)_{i_{1}, i_{2}, \cdots, i_{k}}=\sum_{j=1}^{m} r_{i_{1} j} r_{i_{2} j} \cdots r_{i_{k} j}
$$

and

$$
\left(\mathcal{Q}^{*}(G) x\right)_{i}=\sum_{e \in E_{i}(G)} x(e)^{k-1},
$$

where $x(e)=x_{j_{1}}+\cdots+x_{j_{k}}$ for $e=\left\{j_{1}, \cdots, j_{k}\right\} \in E(G)$. Furthermore, $\mathcal{Q}^{*}(G)$ is positive semi-definite for even $k$.

A $k$ th-order $n$-dimensional tensor $\mathcal{T}=\left(t_{i_{1} i_{2} \cdots i_{k}}\right)$ is called reducible (see [7]) if there exists a nonempty proper index subset $I \subset[n]$, such that

$$
t_{i_{1} i_{2} \cdots i_{k}}=0, \quad \forall i_{1} \in I, \forall i_{2}, \cdots, i_{k} \notin I .
$$

$\mathcal{T}$ is called weakly reducible (see [11]), if there exists a nonempty proper index subset $I \subset[n]$, such that

$$
t_{i_{1} i_{2} \cdots i_{k}}=0, \quad \forall i_{1} \in I, \quad \text { and at least one of } i_{2}, \cdots, i_{k} \notin I .
$$

If $\mathcal{T}$ is not reducible, then $\mathcal{T}$ is called irreducible. Analogously, if $\mathcal{T}$ is not weakly reducible, then $\mathcal{T}$ is called weakly irreducible. It is easy to see that irreducibility implies weak irreducibility.

If $G$ is a connected $k$-uniform hypergraph with $k \geqslant 2$, it is easy to see that both $\mathcal{A}_{\alpha}(G)$ and $Q^{*}(G)$ are weakly irreducible (see [17] and [27]).

Lemma 2.2 ([20]) Let $\mathcal{T}$ be a symmetric nonnegative tensor of order $k$ and dimension $n$. Then,

$$
\rho(\mathcal{T})=\max \left\{x^{\mathrm{T}}(\mathcal{T} x) \mid x \in \mathbb{R}_{+}^{n}, \sum_{i=1}^{n} x_{i}^{k}=1\right\}
$$

Furthermore, $x \in \mathbb{R}_{+}^{n}$ with $\sum_{i=1}^{n} x_{i}^{k}=1$ is an eigenvector of $\mathcal{T}$ corresponding to $\rho(\mathcal{T})$ if and only if it is an optimal solution of the above maximization problem.

## Lemma 2.3

i) [34] If $\mathcal{T}$ is a nonnegative tensor of order $k$ and dimension $n$, then $\rho(\mathcal{T})$ is an $H^{+}$-eigenvalue of $\mathcal{T}$.
ii) [11] If, furthermore, $\mathcal{T}$ is weakly irreducible, then $\rho(\mathcal{T})$ is the unique $H^{++}$-eigenvalue of $\mathcal{T}$, with the unique eigenvector $x \in \mathbb{R}_{++}^{n}$, up to a positive scaling coefficient.
iii) [7] If, moreover, $\mathcal{T}$ is irreducible, then $\rho(\mathcal{T})$ is the unique $H^{+}$-eigenvalue of $\mathcal{T}$, with the unique eigenvector $x \in \mathbb{R}_{+}^{n}$, up to a positive scaling coefficient.

For more details on the Perron-Frobenius theorem of nonnegative tensors, one can refer to a survey [8]. From Lemma 2.2, it is easy to derive that $\rho(\mathcal{T})$ can also be rewritten as follows:

$$
\rho(\mathcal{T})=\max \left\{\left.\frac{x^{\mathrm{T}}(\mathcal{T} x)}{x^{\mathrm{T}}(\mathcal{I} x)} \right\rvert\, x \in \mathbb{R}_{+}^{n}, x \neq 0\right\},
$$

where $\mathcal{T}$ and $\mathcal{I}$ have the same order and dimension. Here, $x^{\mathrm{T}}(\mathcal{I} x)=x_{1}^{k}+x_{2}^{k}+\cdots+x_{n}^{k}=\|x\|_{k}^{k}$. By Lemma 2.3, for a symmetric weakly irreducible nonnegative tensor $\mathcal{T}$, there exists a unique positive eigenvector $x$ with $\|x\|_{k}^{k}=1$ corresponding to $\rho(\mathcal{T})$ which is called the principal eigenvector of $\mathcal{T}$.

## 3 Some Lemmas

In this section, we present some results which will be used in the proof of the main results.
Lemma 3.1 ([6]) Let $G=(V(G), E(G))$ be a $k$-uniform hypergraph that is the disjoint union of $k$-uniform hypergraphs $G_{1}=\left(V\left(G_{1}\right), E\left(G_{1}\right)\right)$ and $G_{2}=\left(V\left(G_{2}\right), E\left(G_{2}\right)\right)$. Then, as sets, $\operatorname{spec}(\mathcal{A}(G))=\operatorname{spec}\left(\mathcal{A}\left(G_{1}\right)\right) \cup \operatorname{spec}\left(\mathcal{A}\left(G_{2}\right)\right)$. Considered as multisets, an eigenvalue $\lambda$ with multiplicity $m$ in $\operatorname{spec}\left(\mathcal{A}\left(G_{1}\right)\right)$ contributes $\lambda$ to $\operatorname{spec}(\mathcal{A}(G))$ with multiplicity $m(k-1)^{\left|V\left(G_{2}\right)\right|}$.

Similarly, we have the analogous results for $\mathcal{A}_{\alpha}$-tensors and incidence $\mathcal{Q}$-tensors. Let $G=(V(G), E(G))$ and $G^{\prime}=\left(V\left(G^{\prime}\right), E\left(G^{\prime}\right)\right)$ be two $k$-uniform hypergraphs. If $V\left(G^{\prime}\right) \subset V(G)$ and $E\left(G^{\prime}\right) \subset E(G)$, then $G^{\prime}$ is called a subhypergraph of $G$. If $G^{\prime}$ is a subhypergraph of $G$ and $G^{\prime} \neq G$, then $G^{\prime}$ is called a proper subhypergraph of $G$.

## Lemma 3.2

(i) Let $G=(V(G), E(G))$ and $G^{\prime}=\left(V\left(G^{\prime}\right), E\left(G^{\prime}\right)\right)$ be two $k$-uniform hypergraphs. If $G^{\prime}$ is a subhypergraph of $G$, then $\rho\left(\mathcal{A}_{\alpha}\left(G^{\prime}\right)\right) \leqslant \rho\left(\mathcal{A}_{\alpha}(G)\right)$.
(ii) Let $G=(V(G), E(G))$ and $G^{\prime}=\left(V\left(G^{\prime}\right), E\left(G^{\prime}\right)\right)$ be two $k$-uniform hypergraphs. If $G^{\prime}$ is a subhypergraph of $G$, then $\rho\left(\mathcal{Q}^{*}\left(G^{\prime}\right)\right) \leqslant \rho\left(\mathcal{Q}^{*}(G)\right)$.

## Proof

(i) By Lemma 3.1, without loss of generality, we assume that both $G$ and $G^{\prime}$ are connected. Let $x$ be a nonnegative $H$-eigenvector corresponding to $\rho\left(\mathcal{A}_{\alpha}\left(G^{\prime}\right)\right)$ with $\|x\|_{k}^{k}=1$. Let $y$ be the vector with the $i$ th component $y_{i}=x_{i}$ for $i \in V\left(G^{\prime}\right), y_{i}=0$ for $i \in V(G) \backslash V\left(G^{\prime}\right)$. Obviously, $\|y\|_{k}^{k}=1$. Then, by Lemmas 2.2 and 2.3,

$$
\begin{aligned}
\rho\left(\mathcal{A}_{\alpha}\left(G^{\prime}\right)\right) & =x^{\mathrm{T}}\left(\mathcal{A}_{\alpha}\left(G^{\prime}\right) x\right) \\
& =\alpha \sum_{i \in V\left(G^{\prime}\right)} d_{i}^{\prime} x_{i}^{k}+(1-\alpha) k \sum_{e \in E\left(G^{\prime}\right)} x^{e} \\
& =\alpha \sum_{i \in V\left(G^{\prime}\right)} d_{i}^{\prime} y_{i}^{k}+(1-\alpha) k \sum_{e \in E\left(G^{\prime}\right)} y^{e} \\
& \leqslant \alpha \sum_{i \in V(G)} d_{i} y_{i}^{k}+(1-\alpha) k \sum_{e \in E(G)} y^{e} \\
& =y^{\mathrm{T}}\left(\mathcal{A}_{\alpha}(G) y\right) \\
& \leqslant \rho\left(\mathcal{A}_{\alpha}(G)\right) .
\end{aligned}
$$

Furthermore, it is easy to see that the equality holds if and only if $G=G^{\prime}$ by Lemma 2.2.
(ii) Also by Lemma 3.1, we assume that $G$ and $G^{\prime}$ are connected. Let $x$ be a nonnegative $H$-eigenvector corresponding to $\rho\left(\mathcal{Q}^{*}\left(G^{\prime}\right)\right)$ with $\|x\|_{k}^{k}=1$. Let $y$ be the vector with the $i$ th component $y_{i}=x_{i}$ for $i \in V\left(G^{\prime}\right), y_{i}=0$ for $i \in V(G) \backslash V\left(G^{\prime}\right)$. Obviously, $\|y\|_{k}^{k}=1$. Then, by Lemmas 2.2 and 2.3,

$$
\begin{aligned}
\rho\left(\mathcal{Q}^{*}\left(G^{\prime}\right)\right) & =x^{\mathrm{T}}\left(\mathcal{Q}^{*}\left(G^{\prime}\right) x\right) \\
& =\sum_{e \in E\left(G^{\prime}\right)} x(e)^{k} \\
& =\sum_{\left\{i_{1}, \cdots, i_{k}\right\} \in E\left(G^{\prime}\right)}\left(x_{i_{1}}+\cdots+x_{i_{k}}\right)^{k} \\
& =\sum_{\left\{i_{1}, \cdots, i_{k}\right\} \in E\left(G^{\prime}\right)}\left(y_{i_{1}}+\cdots+y_{i_{k}}\right)^{k} \\
& \leqslant \sum_{\left\{i_{1}, \cdots, i_{k}\right\} \in E(G)}\left(y_{i_{1}}+\cdots+y_{i_{k}}\right)^{k} \\
& =\sum_{e \in E(G)} y(e)^{k} \\
& =y^{\mathrm{T}}\left(Q^{*}(G) y\right) \\
& \leqslant \rho\left(\mathcal{Q}^{*}(G)\right) .
\end{aligned}
$$

Furthermore, it is easy to see that the equality holds if and only if $G=G^{\prime}$ by Lemma 2.2.
Li et al. [27] introduced an operation of moving edges on hypergraphs. Let $G$ be a hypergraph with $v \in V(G)$ and $e_{1}, \cdots, e_{r} \in E(G)$, such that $v \notin e_{i}$ for $i=1, \cdots, r$. If $e_{i}^{\prime}=\left(e_{i} \backslash\left\{v_{i}\right\}\right) \cup\{v\} \notin E(G)$ are distinct for $v_{i} \in e_{i}$ with $i=1, \cdots, r$, then we can obtain a hypergraph $G^{\prime}$ from $G$ by deleting edges $\left\{e_{1}, \cdots, e_{r}\right\}$ and adding edges $\left\{e_{1}^{\prime}, \cdots, e_{r}^{\prime}\right\}$. Moreover, this operation is called the edge-shifting operation and $G^{\prime}$ is said to be the hypergraph obtained from $G$ by the edge-shifting operation with moving edges ( $e_{1}, \cdots, e_{r}$ ) from $\left(v_{1}, \cdots, v_{r}\right)$ to $v$. Notice that $v_{1}, \cdots, v_{r}$ need not be distinct. Roughly speaking, the edge-shifting operation can be regarded as the shifting method (see [16]) in extremal set theory. According to the property of the shifting method, one can easily deduce that the resulting $k$-uniform hypergraph of an intersecting $k$-uniform hypergraph after the edgeshifting operation is still intersecting. Furthermore, the following two lemmas present how the $\mathcal{A}_{\alpha}$-spectral radius and the incidence $\mathcal{Q}$-spectral radius of a hypergraph change after the edge-shifting operation.

Lemma 3.3 ([17]) Let $G$ be a connected hypergraph and $G^{\prime}$ be the hypergraph obtained from $G$ by the edge-shifting operation with moving edges $\left(e_{1}, \cdots, e_{r}\right)$ from $\left(v_{1}, \cdots, v_{r}\right)$ to $v$. If $x$ is a principal eigenvector of $\mathcal{A}_{\alpha}(G)$ corresponding to $\rho\left(\mathcal{A}_{\alpha}(G)\right)$ and $x_{v} \geqslant \max _{1 \leqslant i \leqslant r}\left\{x_{v_{i}}\right\}$, then $\rho\left(\mathcal{A}_{\alpha}\left(G^{\prime}\right)\right)>\rho\left(\mathcal{A}_{\alpha}(G)\right)$.

Lemma 3.4 ([27]) Let $G$ be a connected hypergraph and $G^{\prime}$ be the hypergraph obtained from $G$ by the edge-shifting operation with moving edges $\left(e_{1}, \cdots, e_{r}\right)$ from $\left(v_{1}, \cdots, v_{r}\right)$ to $v$. If $x$ is a principal eigenvector of $\mathcal{Q}^{*}(G)$ corresponding to $\rho\left(\mathcal{Q}^{*}(G)\right)$ and $x_{v} \geqslant \max _{1 \leqslant i \leqslant r}\left\{x_{v_{i}}\right\}$, then $\rho\left(\mathcal{Q}^{*}\left(G^{\prime}\right)\right)>\rho\left(\mathcal{Q}^{*}(G)\right)$.

Furthermore, we can use the above lemmas to prove the following assertions.

## Corollary 3.5

(i) If $G$ is a hypergraph with the maximum $\mathcal{A}_{\alpha}$-spectral radius among all the connected hypergraphs with a fixed number of vertices and edges, then $G$ contains a vertex $v$ adjacent to all other vertices.
(ii) If $G$ is a hypergraph with the maximum incidence $\mathcal{Q}$-spectral radius among all the connected hypergraphs with a fixed number of vertices and edges, then $G$ contains a vertex $v$ adjacent to all other vertices.

Proof We only prove (i). By Lemma 2.3, let $x$ be the principal eigenvector of $\mathcal{A}_{\alpha}(G)$ corresponding to $\rho\left(\mathcal{A}_{\alpha}(G)\right)$ and let $x_{u_{0}}=\max \left\{x_{v}: v \in V(G)\right\}$. Suppose that there exists a vertex not adjacent to $u_{0}$, say $w$. As $G$ is connected, there exists a path connecting $u_{0}$ and $w$, say $u_{0} e_{1} u_{1} \cdots u_{t-1} e_{t} u_{t}$, where $t \geqslant 2$ and $u_{t}=w$. Let $e_{t}^{\prime}:=\left(e_{t} \backslash\left\{u_{t-1}\right\}\right) \cup\left\{u_{0}\right\}$. Then, $e_{t}^{\prime} \notin E(G)$, otherwise $w$ would be adjacent to $u_{0}$. We obtain a connected hypergraph $G^{\prime}$ from $G$ by the edge-shifting operation with moving the edge $e_{t}$ from $u_{t-1}$ to $u_{0}$. Moreover, the edgeshifting operation does not change the number of vertices and edges. Since $x_{u_{0}} \geqslant x_{u_{t-1}}$, by Lemma 3.3, we obtain $\rho\left(\mathcal{A}_{\alpha}\left(G^{\prime}\right)\right)>\rho\left(\mathcal{A}_{\alpha}(G)\right)$, which is a contradiction. Hence, we complete the proof.

Recall that an automorphism of a $k$-uniform hypergraph $G$ is a permutation $\sigma$ of $V(G)$, such that $\left\{i_{1}, i_{2}, \cdots, i_{k}\right\} \in E(G)$ if and only if $\left\{\sigma\left(i_{1}\right), \sigma\left(i_{2}\right), \cdots, \sigma\left(i_{k}\right)\right\} \in E(G)$, for any $i_{j} \in V(G), j=1, \cdots, k$. The group of all automorphisms of $G$ is denoted by $\operatorname{Aut}(G)$. Shao [31] introduced the concept of permutational similarity for tensors as follows: for two order $k$ and dimension $n$ tensors $\mathcal{A}$ and $\mathcal{B}$, if there exists a permutation matrix $P=P_{\sigma}$ (corresponding to a permutation $\sigma \in S_{n}$ ), such that $\mathcal{B}=P \mathcal{A} P^{\mathrm{T}}$, then $\mathcal{A}$ and $\mathcal{B}$ are called permutational similar. Furthermore, $\mathcal{A}$ and $\mathcal{B}$ are permutational similar, and they have the same characteristic polynomials and the same spectra. Using the theory of automorphism of a $k$-uniform hypergraph $G$. Li et al. ([27]) proved the following result.

Lemma 3.6 ([27]) Let $G$ be a connected $k$-uniform hypergraph and $\mathcal{Q}^{*}=\mathcal{Q}^{*}(G)$ be its (irreducible) incidence $\mathcal{Q}$-tensor. If $x$ is the principal eigenvector of $\mathcal{Q}^{*}$ corresponding to $\rho\left(\mathcal{Q}^{*}\right)$, then
(i) $P_{\sigma} x=x$ for each automorphism of $G$;
(ii) for any orbit $\Omega$ of $\operatorname{Aut}(G)$ and each pair of vertices $i, j \in \Omega$, the corresponding components $x_{i}, x_{j}$ of $x$ are equal.

Lemma 3.7 Let $S_{n, k, 1}$ be the intersecting $k$-uniform hypergraph on $n$ vertices as defined above. Then,

$$
\rho\left(\mathcal{A}_{\alpha}\left(S_{n, k, 1}\right)\right)=\binom{n-2}{k-2}\left(\alpha+(1-\alpha) \eta^{*}\right),
$$

where $\eta^{*} \in\left(\frac{\alpha}{1-\alpha}\left(\frac{n-1}{k-1}-1\right), \frac{\alpha}{1-\alpha}\left(\frac{n-1}{k-1}-1\right)+\left(\frac{n-1}{k-1}\right)^{\frac{1}{k-1}}\right)$ is the largest real root of the equation $x^{k}+\frac{\alpha}{1-\alpha}\left(1-\frac{n-1}{k-1}\right) x^{k-1}-\frac{n-1}{k-1}=0$.

Proof Clearly, $\quad S_{n, k, 1}$ is connected, and the degree sequence of $S_{n, k, 1}$ is $\left(\binom{n-1}{k-1},\binom{n-2}{k-2}, \cdots,\binom{n-2}{k-2}\right)$. Let $x \in \mathbb{R}^{n}$ be a positive $H$-eigenvector of $\mathcal{A}_{\alpha}\left(S_{n, k, 1}\right)$ corresponding to $\rho\left(\mathcal{A}_{\alpha}\left(S_{n, k, 1}\right)\right)$. We may assume that $x_{1}=\eta \in \mathbb{R}$ and $x_{2}=\cdots=x_{n}=1$. Hence,

$$
\left(\mathcal{A}_{\alpha}\left(S_{n, k, 1}\right) x\right)_{1}=\alpha\binom{n-1}{k-1} \eta^{k-1}+(1-\alpha)\binom{n-1}{k-1},
$$

and for $i \in\{2, \cdots, n\}$,

$$
\left(\mathcal{A}_{\alpha}\left(S_{n, k, 1}\right) x\right)_{i}=\alpha\binom{n-2}{k-2}+(1-\alpha)\binom{n-2}{k-2} \eta .
$$

Then, by the eigenvalue equation $\mathcal{A}_{\alpha}\left(S_{n, k, 1}\right) x=\rho x^{[k-1]}$, where $\rho$ denotes $\rho\left(\mathcal{A}_{\alpha}\left(S_{n, k, 1}\right)\right)$ for convenience, we have

$$
\begin{align*}
\rho \eta^{k-1} & =\alpha\binom{n-1}{k-1} \eta^{k-1}+(1-\alpha)\binom{n-1}{k-1},  \tag{1}\\
\rho & =\alpha\binom{n-2}{k-2}+(1-\alpha)\binom{n-2}{k-2} \eta . \tag{2}
\end{align*}
$$

Combining the above two equations (Eqs. (1) and (2)), $\eta$ is a real root of the following equation:

$$
\begin{equation*}
(1-\alpha) \eta^{k}+\alpha\left(1-\frac{n-1}{k-1}\right) \eta^{k-1}-(1-\alpha) \frac{n-1}{k-1}=0 . \tag{3}
\end{equation*}
$$

Let

$$
g(x):=(1-\alpha) x^{k}+\alpha\left(1-\frac{n-1}{k-1}\right) x^{k-1}-(1-\alpha) \frac{n-1}{k-1},
$$

and

$$
h(x):=x^{k}+\frac{\alpha}{1-\alpha}\left(1-\frac{n-1}{k-1}\right) x^{k-1}-\frac{n-1}{k-1} .
$$

We have that $h\left(\frac{\alpha}{1-\alpha}\left(\frac{n-1}{k-1}-1\right)\right)=-\frac{n-1}{k-1}<0$, and $h\left(\frac{\alpha}{1-\alpha}\left(\frac{n-1}{k-1}-1\right)+\left(\frac{n-1}{k-1}\right)^{\frac{1}{k-1}}\right)>0$.
From above, we know $h^{\prime}(x):=x^{k-2}\left(k x+\frac{\alpha}{1-\alpha}(k-n)\right)$, and when $h^{\prime}(x)=0$, we have $x_{1}=\frac{\alpha}{1-\alpha}\left(\frac{n-k}{k}\right), x_{2}=0$ (with multiplicity $k-2$ ). It is easy to see that $h^{\prime}(x)>0$ when $x \in\left(\frac{\alpha}{1-\alpha}\left(\frac{n-k}{k}\right),+\infty\right)$. Hence, $h(x)$ is increasing in the interval $\left(\frac{\alpha}{1-\alpha}\left(\frac{n-1}{k-1}-1\right),+\infty\right)$, since $\frac{\alpha}{1-\alpha}\left(\frac{n-1}{k-1}-1\right)>\frac{\alpha}{1-\alpha}\left(\frac{n-k}{k}\right)$. Moreover, $h\left(\frac{\alpha}{1-\alpha}\left(\frac{n-1}{k-1}-1\right)+\left(\frac{n-1}{k-1}\right)^{\frac{1}{k-1}}\right)>0$. Therefore, $h(x)=0$ has a unique real root in the interval $\left(\frac{\alpha}{1-\alpha}\left(\frac{n-1}{k-1}-1\right), \frac{\alpha}{1-\alpha}\left(\frac{n-1}{k-1}-1\right)+\left(\frac{n-1}{k-1}\right)^{\frac{1}{k-1}}\right)$. Since $1-\alpha>0$, from above discussion, $g(x)=0$ has the largest real root in the interval $\left(\frac{\alpha}{1-\alpha}\left(\frac{n-1}{k-1}-1\right), \frac{\alpha}{1-\alpha}\left(\frac{n-1}{k-1}-1\right)+\left(\frac{n-1}{k-1}\right)^{\frac{1}{k-1}}\right)$. Let $\eta^{*}$ be the largest root of Eq.(3). By Eq.(3), we have

$$
\rho=\binom{n-2}{k-2}\left(\alpha+(1-\alpha) \eta^{*}\right)=\binom{n-1}{k-1}\left(\alpha+(1-\alpha) \frac{1}{\eta^{* k-1}}\right) .
$$

Therefore, the assertion holds.
When $\alpha=0$, it follows from Lemma 3.7 that $\rho\left(\mathcal{A}\left(S_{n, k, 1}\right)\right)=\binom{n-2}{k-2}\left(\frac{n-1}{k-1}\right)^{\frac{1}{k}}$. When $\alpha=\frac{1}{2}$, it follows from Lemma 3.7 that

$$
\rho\left(\mathcal{Q}\left(\mathcal{S}_{n, k, 1}\right)\right)=\binom{n-2}{k-2}\left(1+\eta^{*}\right),
$$

where $\eta^{*} \in\left(\frac{n-1}{k-1}-1, \frac{n-1}{k-1}\right]$ is the largest real root of the equation $x^{k}+\left(1-\frac{n-1}{k-1}\right) x^{k-1}$ $-\frac{n-1}{k-1}=0$.

Lemma 3.8 Let $S_{n, k, 1}$ be the intersecting $k$-uniform hypergraph on $n$ vertices as defined above. Then,

$$
\rho\left(\mathcal{Q}^{*}\left(S_{n, k, 1}\right)\right)=\binom{n-2}{k-2}\left(\left(\frac{n-1}{k-1}\right)^{\frac{1}{k-1}}+k-1\right)^{k-1}
$$

Proof It follows from the definition of $S_{n, k, 1}$ that $S_{n, k, 1}$ has the edge number $m=\binom{n-1}{k-1}$. Let $V_{0} \cup V_{1} \cup \cdots \cup V_{m}$ be the disjoint partition of $V\left(S_{n, k, 1}\right)$, such that $\left|V_{0}\right|=1,\left|V_{1}\right|=\cdots=\left|V_{m}\right|=k-1$ and $E=\left\{V_{0} \cup V_{i} \mid i=1, \cdots, m\right\}$. Note that $V_{0}$ and $V_{1} \cup \cdots \cup V_{m}$ are two orbits of automorphism group $\operatorname{Aut}\left(S_{n, k, 1}\right)$. Let $x$ be the principal eigenvector of $\mathcal{Q}^{*}\left(S_{n, k, 1}\right)$ corresponding to $\rho\left(\mathcal{Q}^{*}\left(S_{n, k, 1}\right)\right)$. Since $S_{n, k, 1}$ is connected, by Lemma 3.6, we have that the components of $x$ corresponding to vertices in $V_{0}$ and $V \backslash V_{0}$ are constant, respectively, and let $a$ and $b$ be these common values, respectively. Hence,

$$
\left(\mathcal{Q}^{*}\left(S_{n, k, 1}\right) x\right)_{1}=\binom{n-1}{k-1}(a+(k-1) b)^{k-1}
$$

and for $i \in\{2, \cdots, n\}$,

$$
\left(\mathcal{Q}^{*}\left(S_{n, k, 1}\right) x\right)_{i}=\binom{n-2}{k-2}(a+(k-1) b)^{k-1} .
$$

Then, by the eigenvalue equation $\mathcal{Q}^{*}\left(S_{n, k, 1}\right) x=\rho x^{[k-1]}$, where $\rho$ denotes $\rho\left(\mathcal{Q}^{*}\left(S_{n, k, 1}\right)\right)$ for short, we have

$$
\begin{align*}
& \rho a^{k-1}=\binom{n-1}{k-1}(a+(k-1) b)^{k-1},  \tag{4}\\
& \rho b^{k-1}=\binom{n-2}{k-2}(a+(k-1) b)^{k-1} . \tag{5}
\end{align*}
$$

Dividing Eq. (4) by Eq. (5), we obtain $\left(\frac{a}{b}\right)^{k-1}=\frac{n-1}{k-1}$ which implies that $\frac{a}{b}=\left(\frac{n-1}{k-1}\right)^{\frac{1}{k-1}}$. Therefore, by Eq. (5), we have

$$
\rho=\binom{n-2}{k-2}\left(\frac{a}{b}+k-1\right)^{k-1}=\binom{n-2}{k-2}\left(\left(\frac{n-1}{k-1}\right)^{\frac{1}{k-1}}+k-1\right)^{k-1} .
$$

Therefore, the assertion holds.

## 4 Main Results

Now, we are ready to state the main theorem.
Theorem 4.1 Assume that $k \geqslant 2$ and $n \geqslant 2 k$. Let $G$ be an intersecting $k$-uniform hypergraph on $n$ vertices. Then,

$$
\rho\left(\mathcal{A}_{\alpha}(G)\right) \leqslant \rho\left(\mathcal{A}_{\alpha}\left(S_{n, k, 1}\right)\right),
$$

and

$$
\rho\left(\mathcal{Q}^{*}(G)\right) \leqslant \rho\left(\mathcal{Q}^{*}\left(S_{n, k, 1}\right)\right) .
$$

Moreover, when $n>2 k$, either one of the above equalities holds if and only if $G=S_{n, k, 1}$.
Proof First, we give the proof of the first assertion. Let $G_{0}$ be a hypergraph having the maximum $\mathcal{A}_{\alpha}$-spectral radius among all intersecting $k$-uniform hypergraphs on $n$ vertices. Furthermore, there are no isolated vertices in $G_{0}$ by Lemma 3.2. In other words, for every vertex $v \in V\left(G_{0}\right)$, there exists one edge $e \in E\left(G_{0}\right)$ containing $v$. For any two vertices $u, v \in V\left(G_{0}\right)$, if there exists an edge $e$ containing $u, v$, then $u$ and $v$ are adjacent; if there exist two edges, such that $u \in e_{1}$ and $v \in e_{2}$, then $e_{1} \cap e_{2} \neq \emptyset$ by $G_{0}$ being an intersecting hypergraph, so there is a path $u e_{1} w e_{2} v$, where $w \in e_{1} \cap e_{2}$. Hence, $G_{0}$ is connected. Let $x$ be the principal eigenvector corresponding to $\rho\left(\mathcal{A}_{\alpha}\left(G_{0}\right)\right)$ with $x_{u_{0}}=\max \left\{x_{v}: v \in V\left(G_{0}\right)\right\}$. Now, we prove that $G_{0}$ contains a vertex adjacent to all other vertices. If not, suppose that there exists one vertex $w$ which is not adjacent to $u_{0}$. Since $G_{0}$ is connected, there must
exist one path connecting $u_{0}$ and $w$, say $u_{0} e_{1} u_{1} e_{2} u_{2} \cdots e_{t} u_{t}$, where $t \geqslant 2$, and $u_{t}=w$. Let $e_{t}^{\prime}=\left(e_{t} \backslash\left\{u_{t-1}\right\}\right) \cup\left\{u_{0}\right\}$. Then, $e_{t}^{\prime} \notin E\left(G_{0}\right)$; otherwise, $u_{0}$ would be adjacent to $w$. Let $G_{0}^{\prime}$ be the hypergraph obtained from $G_{0}$ through the edge-shifting operation with moving the edge $e_{t}$ from $u_{t-1}$ to $u_{0}$. Worth to say, $G_{0}^{\prime}$ is still an intersecting $k$-uniform hypergraph by the property of the edge-shifting operation. Since $x_{u_{0}} \geqslant x_{u_{t-1}}$, by Lemma 3.3, we have $\rho\left(\mathcal{A}_{\alpha}\left(G_{0}^{\prime}\right)\right)>\rho\left(\mathcal{A}_{\alpha}\left(G_{0}\right)\right)$, which is a contradiction. Furthermore, it follows from the definition of $S_{n, k, 1}$ that $G_{0}$ must be a subhypergraph of $S_{n, k, 1}$. By Lemma 3.2, we have $\rho\left(\mathcal{A}_{\alpha}\left(G_{0}\right)\right) \leqslant \rho\left(\mathcal{A}_{\alpha}\left(S_{n, k, 1}\right)\right)$. Note that $S_{n, k, 1}$ is an intersecting $k$-uniform hypergraph on $n$ vertices. Then, $\rho\left(\mathcal{A}_{\alpha}\left(G_{0}\right)\right) \geqslant \rho\left(\mathcal{A}_{\alpha}\left(S_{n, k, 1}\right)\right)$. Hence, $\rho\left(\mathcal{A}_{\alpha}\left(G_{0}\right)\right)=\rho\left(\mathcal{A}_{\alpha}\left(S_{n, k, 1}\right)\right)$. By Lemma 3.2 and $G_{0}$ is a subhypergraph of $S_{n, k, 1}$, we have $G_{0}=S_{n, k, 1}$.

The proof of the second assertion is very similar to that of the first assertion except for Lemma 3.4 and omitted.

Corollary 4.2 Let $G$ be an intersecting $k$-uniform hypergraph on $n$ vertices with $k \geqslant 2$, $n \geqslant 2 k$. Then,

$$
\rho\left(\mathcal{A}_{\alpha}(G)\right) \leqslant\binom{ n-2}{k-2}\left(\alpha+(1-\alpha) \eta^{*}\right),
$$

where $\eta^{*} \in\left(\frac{\alpha}{1-\alpha}\left(\frac{n-1}{k-1}-1\right), \frac{\alpha}{1-\alpha}\left(\frac{n-1}{k-1}-1\right)+\left(\frac{n-1}{k-1}\right)^{\frac{1}{k-1}}\right)$ is the largest real root of the equation $x^{k}+\frac{\alpha}{1-\alpha}\left(1-\frac{n-1}{k-1}\right) x^{k-1}-\frac{n-1}{k-1}=0$, and

$$
\rho\left(\mathcal{Q}^{*}(G)\right) \leqslant\binom{ n-2}{k-2}\left(\left(\frac{n-1}{k-1}\right)^{\frac{1}{k-1}}+k-1\right)^{k-1} .
$$

Moreover, when $n>2 k$, either one of the above equalities holds if and only if $G=S_{n, k, 1}$.
Proof The assertions follow directly from Lemmas 3.7, 3.8, and Theorem 4.1.
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