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ABSTRACT Big Data courses in which students are asked to carry out Big Data projects are becoming more
frequent as a part of University Engineering curriculum. In these courses, instructors and students must face
a series of special characteristics, difficulties and challenges that it is important to know about beforehand,
so the lecturer can better plan the subject and manage the teaching methods in order to prevent students’
academic dropout and low performance. The goal of this research is to approach this problem by sharing the
lessons learned in the process of teaching e-learning courses where students are required to develop a Big
Data project as a part of a final degree/master course. In order to do so, a survey was carried out among a
group of students enrolled in those kinds of courses during the last years. The quantitative and qualitative
analysis of the obtained data led us to present a series of lessons learned that may help other participants
(both students and lecturers) to better study, design and teach similar courses. In addition, the results shed
light on possible existing open problems in the area of Big Data project development. Both the methodology
used and the survey designed in this research were validated by a group of experts in the area using a formal
statistical approach at a significance level of p<0.008, which support the validity of the lessons learned.

INDEX TERMS Academic projects, big data, data mining, data science, NoSQL, lessons learned.

I. INTRODUCTION
The term Big Data, which was adopted in 2008 [1], refers
to a discipline where large quantities of data are extracted,
stored, visualized and analyzed in order to draw conclusions
from them. The basis of this disciplinewas established several
decades ago [2], but the term itself and its popularity has only
appeared in the last few years [3]–[5]. The data to be ana-
lyzed is characterized by what was formerly called the three
V’s: Volume, Variety and Velocity [6] although nowadays,
some authors also take other V’s into consideration, such as
Veracity [7].

There are multiple applications of big data in prac-
tically every field and discipline. Some examples are
healthcare [8]–[10], Internet of Things [11]–[13], and the
manufacturing industry [14]–[16].

The associate editor coordinating the review of this manuscript and
approving it for publication was Oguz Bayat.

Apart from these applications, another field where Big
Data can be of great use is in Education. The field of
Education generates large amounts of data which must be
analyzed with Big Data techniques in order to extract infor-
mation [17], [18]. Additionally, there are an increasing num-
ber of courses that incorporate Big Data subjects as part of
the students’ curriculum [19], [20]. These tasks are especially
interesting in the context of the research undertaken in this
article, as the goal is to demonstrate how students can suc-
cessfully undertake Big Data projects for their end-degree
projects.

In Big Data projects and especially in those that are devel-
oped as part of a university assignment, ensuring quality
is essential given that these projects must be presented and
defended before a panel of experts on the topic. To succeed in
completing such Big Data academic projects achieving a cer-
tain level of quality is not an easy task sometimes, since many
difficulties and risks of many types (personal, educational,
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technological, etc.) may arise. Based on our experience and
according to the literature [21], those particular issues, if not
managed properly, may lead to the student’s dropout in a quite
frequent rate.

To face this problem, this paper especially seeks to carry
out an in-depth study of the nature, difficulties and challenges
faced by students when undertaking Big Data projects as
part of their curriculum. Its main contribution is to provide
a series of lessons and recommendations that may help the
different stakeholders involved in successfully implementing
future Big Data project courses. It is especially aimed at:
a) Other students and professionals, as prior knowledge of

the difficulties and characteristics of this type of projects
will give them a greater chance of success and the chance
to develop a better plan.

b) Lecturers who teach subjects where Big Data projects
must be developed, as the conclusions drawn from this
research will help them to boost training action in the
most critical aspects of Big Data project development.

c) Educational institutions, which can better design and
plan the curriculum that include Big Data topics and the
necessary resources.

The scope of this contribution is limited to the knowledge
that can be extracted from a single academic experience that
is successful but low-scale, within the environment of an
Open University and with data obtained from eight Big Data
projects carried out by students in the past few years. Despite
that, it is the first study of this type developed by the educa-
tional scientific community to the best of our knowledge.

The research methodology is based on the assumption that
Big Data projects consist of the following stages: Data Col-
lection, NoSQL Storage, Data Preparation, Data Analysis,
Data Visualization; although it is true that not all projects may
include each and every stage, or there might be projects that
take other stages into account.

In order to address the problem stated above, our
study attempts to respond to the following Research
Questions (RQ):
• RQ1: What percentage of effort in a Big Data project is
required for each stage?

• RQ2: What are the main risks/difficulties that may
threaten a project?

• RQ3: What is the degree of difficulty of each stage in
relation to the other stages?

• RQ4: What are the most frequently used technologies in
each stage?

• RQ5: What is the stage that has the largest amount of
available resources, tools, literature, etc. and what is the
stage that has the least?

• RQ6: What aspects (recommendations) are key to
achieving a successful Big Data project?

• RQ7: What existing problems/challenges must be faced
by the Big Data community?

Note that these research questions may be divided
into five major blocks: time required (RQ1), difficulties
encountered (RQ2 and RQ3), resources (RQ4 and RQ5),

recommendations drawn (RQ6) and challenges (RQ7). Once
we know the answer to those RQ,we could extract some inter-
esting lessons learned and understanding about this discipline
that might be useful to mitigate the negative effects of big
data project development complexity in students’ academic
success and performance. We have demonstrated the validity
of our approach be means of a formal statistical approach
based on the indications of a panel of experts in the area of
academic big data project development.

The rest of this document is organized as follows:
Section II focuses on the research methodology. Section III
provides a description of the Big Data projects on which this
research is based. Section IV lists the obtained results and the
discussion. Section V present the validation carried out with
experts. And finally Section VI presents the conclusions of
this study and proposes future lines of research.

II. METHODOLOGY
This research is based on a total of eight projects under-
taken by final-year graduate and post-graduate students of the
Madrid Open University, UDIMA. For their final assignment,
students are required to carry out a system development
project. Projects from two different subjects from different
study programs were considered, from the academic year
of 2013-14 until 2018-19. In all cases, the projects were
supervised by the same tutor.

TABLE 1. List of projects analyzed.

Table 1 lists the Big Data projects collected for this
study [22]–[29], specifying, for each project, its identifier
(#P), title, the program of study, the subject that the project is
a part of, and the academic year of completion.
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In all the cases, the tutor holds a meeting with the student at
the beginning of the subject to define the topic (the domain of
application) of the Big Data project. In some cases, the topic
is directly proposed by the tutor, who also provides the dataset
to the student. However, in other cases, the student knows
about a dataset of interest and they propose the project topic to
the tutor. In any case, the tutor makes a series of recommenda-
tions to the students and provides him or her with a summary
of the same and some other information (interest, duration,
expected results, and so on) that is included in Appendix A,
in order to comply with the current University regulations.

Permission was granted by the authors of the projects listed
in Table 1 and they were asked to fill in a questionnaire
with the information required to complete this research. In all
cases, the students willingly and diligently filled in the ques-
tionnaires. The questionnaire was validated by a group of
experts as we will describe in Section V of this manuscript.

The structure of the questionnaire sent to the students is
included in Appendix B of this document. The goal of the
data collection and general instructions on how to fill in
the requested information was included in the questionnaire.
Subsequently, it was divided into a first part with general
questions on the characteristics of the projects (type and size
of data, system interactivity, project phases, etc.), and the
responses to these questions are the basis of Section 3 of
this article. The second part of the questionnaire included
questions that the students were asked to respond to according
to their experience after completing the project and their
responses are used to answer the Research Questions of
this article. This second part of the questionnaire includes
questions about the effort dedicated, the risk and difficulties
found, the available resources, recommendations and chal-
lenges to face.

After completing the survey, the students submitted their
responses, which were organized and then analyzed in order
to address all the research questions proposed in this research.

Fig. 1 depicts the main steps of the methodology we fol-
lowed in this research. The first one consisted on collecting
information about past Big Data projects supervised by the
authors and selecting them; after that we collected students’
permission to work with their project; then we defined and
validated the survey; after its validation, the survey was
handed to the students who filled it and send it back to the
authors of this paper. After that, we organized and analyzed
data and, based on that, we finally presented a series of
lessons learned from this study.

III. DESCRIPTION OF THE PROJECTS
As mentioned in the earlier section, a total of eight projects
have been included in this research, from many different
fields. Table 2 provides a summary of the projects considered
in this research and their keywords, obtained mostly literally
from the reports written by the students themselves. This
gives the reader an idea of the characteristics of each project.

Apart from their functionality, there are other interesting
characteristics of these projects that are worth noting, such

FIGURE 1. Graphical description of the methodology used.

as the stages implemented (C = Collecting; S = Storage;
P = Preparation; A = Analysis; V = Visualization),
the dynamic (or static) nature of the data, their temporal
characteristics, size, the interactive nature of the developed
system and ad-hoc tools developed as part of the project. All
this data is included in Table 3.

As can be seen in Table 3, there is a certain variety in
the projects under study, although all of them are focused on
using Big Data to solve a problem in a certain business area.
Given its prototypical nature (possibly the application that
possesses the most characteristics of Big Data analysis), two
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TABLE 2. Projects summary.
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TABLE 3. Projects main information.

FIGURE 2. Screenshots of some of the big data systems.

screenshots of some of the projects are included in Fig. 2 as
an example of the applicability of this type of projects, dis-
playing some of the results obtained (visualization of histor-
ical rainfall data in Fig. 2.a and predicting next values in a
meteorological time series of max temperature in Fig. 2.b).

IV. RESULTS AND DISCUSSION
After collecting the data given by the authors of these projects
through the aforementioned questionnaire, the results
obtained were analyzed in order to respond to each of the
seven research questions posed in this work.

A. RQ1 - WHAT PERCENTAGE OF EFFORT IN A BIG DATA
PROJECT IS REQUIRED FOR EACH STAGE?
The goal of the first question is to learn about the stages of
a Big Data project that require the most work. In spite of
the slight limitation that some projects do not include certain

stages, a statistical analysis was made in order to determine
the average values and other statistical values in each stage.
We should clarify that in this RQ1 we did not analyze the
aspects that make it necessary to spendmore time to complete
some stages (those aspects, such as low data quality, will be
discussed later).

The results obtained are shown in Fig. 3.

FIGURE 3. Statistical analysis of the effort for each stage.

Asmay be seen, on average, the stage that requires themost
effort is Analysis, followed by Storage. In third place we have
Preparation, closely followed by Visualization. Finally, the
stage that involves the least effort is Collection.

If we analyze the maximum values for each stage, Analysis
and Storage still occupy the highest positions. These data
can serve as a reference when planning Big Data projects,
keeping in mind that, based on the experience described in
this research, the two aforementioned stages appear to require
the greatest effort.

Nevertheless, it must also be remembered that there were
projects that did not involve significant effort in said stages
owing to their particular characteristics. This, linked to the
wide variability in efforts in all stages but mainly in Anal-
ysis and Storage, urges caution when planning this type of
projects by making a prior analysis of the stages that they
will consist of.

B. RQ2 - WHAT ARE THE MAIN RISKS/DIFFICULTIES
THAT MAY THREATEN A PROJECT?
In contrast to the previous question, this is of a more qual-
itative nature and therefore, requires a detailed analysis of
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the responses given by each participant. The goal is to find
difficulties that are common to the largest number of projects
possible, so they may serve as a precautionary measure for
future projects.

In this case, the results of the analysis are displayed
in Table 4, which lists the risk detected, the number of projects
that have this risk (column arranged by number of projects),
and the average impact (values between 1 and 5, where
5 stands for the greatest impact).

TABLE 4. Most-used technologies.

In the table above, only risks found in two or more projects
have been included, as being more frequent and therefore
more representative. Of the results obtained, low data quality
appears to be the most recurring problem (in 5 out of 8
projects), and it must be considered as a risk factor in
any big data project. A prospective analysis in search of
data of sufficient quality is an important recommendation
to take into account before fully commencing a Big Data
project.

The second most frequent inconvenience (4 out of 8
projects) is the high initial learning curve, which may sig-
nificantly slow down project development. The third most
frequent aspect (3 out of 8 projects) is the importance of
learning about the domain of application. It also has the
greatest impact value (4.7). It is therefore essential to have
experts in the domain of application in order to successfully
execute projects of this type. Finally, the difficulty of finding a
big data infrastructure at the academic level was also pointed
out in 2 of the 8 projects.

C. RQ3 - WHAT IS THE DEGREE OF DIFFICULTY OF EACH
STAGE IN RELATION TO THE OTHER STAGES?
Although the earlier question already deals with some diffi-
culties, many of these do not belong to any concrete stage but
are general problems. Therefore, it is difficult to arrange the
difficulty of each stage.

In order to answer this question, RQ3 calculates an average
of the difficulties allotted to each stage by the interviewees
(values between 1 and 5, where 5 stands for the highest
difficulty). The results are displayed in Table 5 according to
the total value of each stage.

According to the results obtained, themost difficult stage is
the Data Analysis stage, followed by Data Preparation. These
results are consistent with the findings of other researchers in
the field of data mining, a pattern that also appears in this type
of Big Data projects.

TABLE 5. Relative difficulty of each stage.

The third-most difficult stage is jointly occupied by Stor-
age and Visualization, which are more characteristic of this
type of projects. Finally, Data Collection appears to be the
least difficult stage.

D. RQ4 - WHAT ARE THE MOST FREQUENTLY USED
TECHNOLOGIES IN EACH STAGE?
The goal of this research question is to learn about the
technologies that are most used in each stage of a Big Data
project. For this, each interviewee was asked to note down the
tools/technologies (not directly implemented by them) used
in each stage. The results are displayed in Table 6 where the
most-used technologies are grouped by stage and, in every
case, the project percentage (how many of the total 8?) that
utilized them.

TABLE 6. Main risks encountered.

The above table shows that the most-used technology in
the Storage stage is No SQL and Hadoop in the Data Anal-
ysis stage. At the same time, the JFreeChart library is the
most-used tool in the Visualization stage. In the Data Prepara-
tion stage, despite using multiple tools, no tool is repeated in
more than one project. The same occurs in theData Collection
stage.
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E. RQ5 - WHAT IS THE STAGE THAT HAS THE LARGEST
AMOUNT OF AVAILABLE RESOURCES, TOOLS,
LITERATURE, ETC. AND WHAT IS THE
STAGE THAT HAS THE LEAST?
This question again seeks to arrange the stages, here, based on
the number of existing resources available to the teams that
carry out Big Data projects. For this, the mean of the values
awarded by the interviewees has been calculated, in order
to determine which stages have greater resources and which
stages have fewer.

The results in Table 7 are arranged from more to less
available resources, according to the average value awarded
by the interviewees (values from 1 to 5, where 5 stands for
the least number of resources).

TABLE 7. Availability of resources in each stage.

The results of the previous table indicate that the stages
of Storage and Data Collection, which are very characteristic
of Big Data projects, are those that have the most resources.
Nevertheless, stages that deal with traditional data analysis
such as Preparation and Data Analysis itself do not have as
many resources. This points to the need for greater research
by the scientific community on developing and/or adapting
existing pre-processing and data analysis techniques to large
quantities of data.

The Visualization stage is also inherent to Big Data, and
has the least number of available resources, thus making it
another important research avenue regarding the develop-
ment of techniques/tools for visualizing large quantities of
data.

F. RQ6 - WHAT ASPECTS (RECOMMENDATIONS) ARE KEY
TO ACHIEVING A SUCCESSFUL BIG DATA PROJECT?
Again, this question is of a more qualitative nature and there-
fore, requires a detailed analysis of the responses given by
each participant. The goal is to find common recommenda-
tions in the largest number of projects possible, so they may
serve as aspects to be considered in future projects.

In this case, after analysis, the results are displayed
in Table 8, which lists the recommendation detected, the num-
ber of projects where it appears (column arranged by number
of projects), and its average relevance (values greater than or
equal to 1 where 1 stands for significant relevance).

Only recommendations that appear in two or more projects
have been included in the previous table, for purposes of
representation, although there were many others that have not
been included for being too specific.

TABLE 8. Key recommendations for success.

TABLE 9. Most-used technologies.

The conclusions that may be drawn from the table is that
it is essential (in 6 out of 8 projects) to have knowledge
of the necessary technologies and tools to undertake big
data projects, as this recommendation has a relatively high
relevance. Therefore, it is essential to have a training plan for
this type of project.

The second-most frequent recommendation (3 out of 8)
is to ensure the availability of a complete and high quality
dataset, with an impact value close to the maximum value
of 1. It was also recommended in 3 projects that a good Big
Data infrastructure be available from the beginning, although
it had a significantly lower impact (4.3).

Other recommendations appear somewhat less frequently
(2 out of 8 projects) although they have a certain relevance
(between 2.5 and 3.5), of which a correct understanding of
the BigData ecosystem and knowledge of BigData languages
are worth mentioning. Again, training or prior experience are
shown to be essential requirements for successfully executing
this type of project,

Finally, providing good data visualization is a success fac-
tor in 2 out of 8 projects, therefore, boosting this area would
seem to be good practice.

G. RQ7 - WHAT EXISTING PROBLEMS/CHALLENGES
MUST BE FACED BY THE BIG DATA COMMUNITY?
Finally, the survey participants responded to a question on
what, based on their experience and judgment, are the greatest
challenges faced by the scientific community in the field of
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TABLE 10. Expert responses.

Big Data. The goal, once again, is to find challenges that are
common to multiple participants.

The results are displayed in Table 9, which lists the chal-
lenge detected, the number of projects where it appears
(column arranged by number of projects), and its average
relevance (values greater than or equal to 1 where 1 stands
for significant relevance). In this case, as there was not
an excessive number of challenges and given the interest
regarding the ideas provided as possible lines of future
research, all responses made by the interviewees have been
presented.

Of the results obtained, the major challenge faced by the
community appears to be the difficulty in finding open and
high quality datasets to work with. In this regard, an effort
must be made to provide the community with the datasets to
be worked with in each research project.

Another challenge that was surprising but merits attention
is: standardization of the term Big Data, frequently used on a
global level from different perspectives. To have mechanisms
that guarantee the security of the data and to have techniques
to analyze large quantities of unconventional data was also a
recurring challenge.

Finally, there are also other challenges such as NoSQL
tools that do not possess the limitations of the current ones,
taking big data to new unexplored disciplines, defining data
quality standards and techniques to measure said quality,
as well as having access to training plans in an area and
to have an ethical global framework for processing big
data.

V. EXPERT VALIDATION
We have implemented a procedure in order to assess the
validity of our method overall and the questionnaire used
(Appendix A) in particular. To do so, we count on a group
of 10 independent experts in the Big Data area. All those
experts have experience in teaching Big Data courses and
supervising the development of academic Big Data projects.

First, we provided the experts with information about the
method used in our research and the questionnaire itself.
After that, we asked them to answer a series of questions
(denoted M1-M6 in Table 10) about the validity and appli-
cability of our method and the results obtained, and we also
asked them to rate the convenience of the items used in
our questionnaire denoted Q1-Q7 in Table 10 (only those
related to the Research Questions). In both cases, experts
were required to assess each element with a value in the
set {0,1,2,3,4} where 4 represents the most positive possible
feedback.

In order to summarize the global value given by the expert
for each assessed element, we decide to use the V Aiken
statistic, a commonly used approach to summarize research
relevance ratings obtained from experts. We decided to use
this approach since it has demonstrated to be useful in the
educational area for assessing research similar to the one pre-
sented in this paper [30], [31]. The formula used to calculate
this statistic is defined in (1).

V =

∑
Si

n(c− 1)
(1)
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FIGURE 4. Graphical summary of V Aiken expert statistical analysis.

where Si represents the sum of the values provided by expert
to each assessed element, n is the number of experts (10 in
this case), and c is the number or possible categories to rate
(5 in this case).

Considering the results obtained (Table 10), we can con-
clude that, according to experts, the problem addressed in this
paper is worth researching, the method is appropriate, and the
research questions are well defined with a statistical signifi-
cance level of p<0.008. In addition we can also conclude that
the projects considered are enough for this research at a sig-
nificance level of p<0.047. With respect to the direct appli-
cability of the results, the V Aiken indicator stays in 0.65,
which means that the assessment of this item is really close
(but below) to the statistical significance limit of 0.7 (obtained
in V Aiken right-tail probability table). Finally, we cannot
conclude that the results obtained can be transferred out of
academic field. Regarding the questionnaire items, we can
conclude that all of them are convenient at a significance level
of p<0.008. Fig. 4 graphically summarize all these statistical
findings.

VI. CONCLUSION AND FUTURE LINES OF RESEARCH
The purpose of this research is to derive the lessons learned
from the development of Big Data projects in the academic
field. For this, a survey was carried out among different stu-
dents who have carried out this type of project in end-degree
subjects related to Computer Engineering. As such, it is a
low-level study whose preliminary results are meant only as
an initial source of knowledge on the development of these

projects in academic environments. From the expert assess-
ment, we understand that it would be necessary to consider
and analyze a larger number of similar projects in order to
confirm the preliminary findings of this research at a higher
statistical confidence level.

The findings obtained in this research can be useful to
stakeholders (students, professionals, lecturers and even insti-
tutions) who encounter similar projects. This is the primary
contribution of this study and its most important findings are
summarized below:
1) Regarding the planning and procurement of resources

for Big Data projects, it must be noted that the stages
of Data Analysis and Storage require the most effort,
whereas Visualization and Collection require the least.
Of course, it is essential to examine the type of project
to be undertaken and the above-mentioned conclu-
sions may be altered due to the specific nature of the
project.

2) The main risks of these projects are low data quality and
high initial learning curve, apart from the need to learn
about the domain of application.

3) The most difficult stage is usually the Data Analysis
stage, whereas the Collection stage is usually the least
difficult.

4) The data storage technology most widely used in these
projects is MongoDB, followed by HDFS. Hadoop and
Apache products are also extensively used.

5) There are different resources available to the commu-
nity for Big Data projects but based on the stage under
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consideration, they may vary significantly. Data Storage
has the largest amount of resources and Visualization the
least.

6) Before undertaking a project of this type, it is essential
to have knowledge of the technologies and tools, to have
the proper technical infrastructure and to have complete
and high-quality datasets.

7) Despite the significant progress made by the scientific
community in recent years, there are still unsolved prob-
lems in the area of Big Data (not necessarily academic),
which provide us with important research opportunities
for the future.

The above-mentioned findings are supported by the pos-
itive results obtained during the expert validation process
conducted as a part of our research, which can be consid-
ered as one of the strongest point of our study. Regarding
the applicability of the obtained results, we would like to
highlight that the lessons learned from this research can be
useful mainly in similar academic scenarios. However, some
of the findings obtained might be also useful for the Big
Data community, not only limited to the academia. But to
confirm this point it would be necessary to conduct a wider
research out of academia as suggested by experts in their
assessment.

Finally, the research questions analysis and the conducted
research in general have helped us to establish a series of lines
of research in the area of academic Big Data project develop-
ment as well as in the area of Big Data itself. As suggested
by some of the experts involved in this research, the direct
applicability of the results obtained is not an easy task. There-
fore, an initial future line of research would be the definition
of a formal guide or process model, similar to CRISP-DM
in Data Mining area [32], which can incorporate the lessons
learned from this research. It would also be interesting to
apply that model in big data courses and check its impact
in students’ performance and dropout rate. A new exhaustive
research must be conducted with experiments to confirm the
good results obtained in this paper. Another line of research
could be the proposal of methodologies, or the modification
of existing methodologies for Big Data projects that would
consider the average percentage of effort required for each
stage. The knowledge of these values could aid in better time
and resource management.

Some other future lines of works can be found below:
• The community must strive to provide other researchers
with datasets, provided they are of sufficient size and
quality.

• The stages of Data Analysis and Preparation continue
to present the most difficulties for people who take up
this type of project. More research into these stages
would provide new and improved resources to deal with
them.

• Researchers must work in order to provide more
resources to the community (documentation, tools, tech-
niques, etc.) primarily in the stage of Data Visualization
as well as the Data Analysis stage which, although is

of long-standing in the field of data mining, requires
important adaptations for Big Data problems.

• The community must re-evaluate the current meaning of
the term Big Data and establish a standard definition
and procedures that help to maintain its essence and
distinguish it from other current concepts and proposals.

• Mechanisms to guarantee data security are required,
as well as to define their quality and to ensure ethical
behavior and use.

• It is also necessary to define techniques and tools for
large quantities of unconventional data, in addition to
new tools for efficient storage of said data.

• Today there are clear fields of application of Big Data,
such as education or health. Other less-explored domains
such as the environment, for example, could be suitable
for future research.

APPENDIXES
APPENDIX A

Tutor guidelines for project execution

Bachelor’s Degree in Computer Engineering

End-of-Degree Project Proposal
Academic Year-Semester2018-2019 - 2nd Semester
Project proposed by

Lecturer

Name of the lecturer: <lecturer’s name>

Proposal

Project Title: Developing a knowledge discovery system
under Big Data approach

Number of proposal: 1

Number of students: 1+

1- Summary: (include a maximum of 200 words)
From its very onset, managing large quantities of data has

been one of the primary challenges in the area of data mining.
Possessing a large quantity of records and an elevated number
of characteristics or attributes for each record has been an
important challenge in this discipline.

Although this is a pre-existing issue and there is specific
terminology to refer to it, in recent years, a term that encom-
passes the most relevant ideas on processing large quantities
of data has emerged. This term, Big Data, refers to obtaining,
storing, processing, viewing and analyzing large quantities of
data.

The primary goal is to design, implement and evaluate
a computer system that resolves any issue related to Big
Data. In an ideal scenario, the system could be responsible
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for obtaining, storing, processing, visualizing and analyzing
large quantities of data, however it will also admit projects
that only focus on some of these tasks if the difficulty level
of the problem solving requires it. It will not admit solutions
that require the mere application of already existing tools,
save when the necessary integration requires a strong IT
development.

2. Interest in the project and potential beneficiaries:
(include a maximum of 100 words)

The project must solve, using Big Data techniques, a
business-related problem within the scope of the analyzed
data, or a more fundamental problem within the discipline of
Big Data, making clear the benefits to potential clients/users
of the domain of the analyzed data. The student may take data
from an area close to them (business, for example), or seek an
open data source, provided they conform to the characteristics
of Big Data (volume, speed of updates, variety).

3-Duration and depth of work: (include a maximum
of 100 words)

In order to accomplish their end-degree project, the stu-
dent must work independently, thoughtfully, and with enough
technical depth, in order to analyze existing needs within the
scope of study and propose an appropriate solution. The task
should take approximately 300 hours (including the drafting
of the final report and the presentation of the end-degree
project).

The end-degree project report must include information on
the expenses and duration (planning) of the project, both in
the execution of the end-degree project and in its possible
extrapolation to a wider and more realistic environment.

4-Profile of the lecturer supervising this project:
(include a maximum of 50 words)

<lecturer’s name> is Lecturer of Knowledge Extraction
at this University. He holds a doctorate in Computer Engi-
neering and his thesis dealt with the analysis of structurally
complex data, including time series. He is the author of more
than fifteen articles of impact.

APPENDIX B
QUESTIONNAIRE – BIG DATA PROJECTS
The goal of this questionnaire is to compile information on
your experience in developing a Big Data project. With this
information, we hope to carry out research that will help us
to draw conclusions on the time required to execute a Big
Data project, the difficulties encountered, the lessons learnt,
etc. Your answers must be based on your experience of the
project.

Initially, it is assumed that all Big Data projects include the
stages of: Data Collection, NoSQL Storage, Data Prepa-
ration, Data Analysis, and Data Visualization. Neverthe-
less, it is possible that your project did not include some
of these stages. This is not an impediment to filling this
questionnaire.

By filling in this questionnaire you consent to the shar-
ing of your replies, the conclusions drawn from them,
as well as a general description of your project, with the
scientific community. Under no circumstances, will your

personal data or data regarding your academic performance
ever be disclosed.

GENERAL PROJECT DATA
Project Title or Topic:

1. Indicate the stages included in your project
Stage Yes No

Data Collection
NoSQL Storage
Data Preparation
Data Analysis
Data Visualization

2. Was the data that you worked with static (fixed, without
updates over time) or dynamic (permits the addition of new
data to existing data)?

3. Did you work with time series data (indicate yes or no)?

4. Indicate the approximate size of the data that youworked
with (e.g., 20 Gigabytes).

5. Indicate whether your system permitted end-user inter-
action or if it was a non-interactive system.

6. Did you develop any custom tool within the system?
(answer yes or no)

7. If your answer to Question 6 was yes, indicate, for each
developed tool, the stage(s) where the tool was used, and the
language used to implement it.

Tool Stage(s) Language

. . .
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LESSONS LEARNED
8. Indicate the percentage of effort dedicated to each stage of
the project (the total must be 100, if you did not implement a
certain stage, mark it with 0)

Stage %Effort
Data Collection
NoSQL Storage
Data Preparation
Data Analysis
Data Visualization

9. List the principal risks/difficulties that, in your experi-
ence, may endanger the success of a Big Data project. For
each risk, indicate its degree of impact on the project from
1 to 5 (1 = low risk; 5 = highest possible risk), and the
stages where this risk was encountered (you may indicate all
risks that you consider to be important, even if you did not
encounter them in your project)

Detected Risk Impact Stage(s)

. . .

10. Mark with consecutive numbers (1, 2, . . . ) each stage
of your project according to the relative degree of difficulty
with regard to the other stages (1 indicates the stage with the
highest difficulty; if you did not execute a certain stage, leave
it blank and move to the next stage)

Stage Difficulty
Data Collection
NoSQL Storage
Data Preparation
Data Analysis
Data Visualization

11. List the (existing, not created by you) Big Data tech-
nologies used in each stage of your project (if you did not
execute a certain stage, leave it blank; if you did not use any
existing tool in a certain stage, indicate with a hyphen)

Stage Tools
Data Collection
NoSQL Storage
Data Preparation
Data Analysis
Data Visualization

12. From your experience, rankwith consecutive numbers
(1, 2, . . . ) each stage of your project, based on the relative
quantity of publicly available resources (tools, books, arti-
cles, forums, manuals . . . ) in each stage, with regard to the
other stages (1 stands for the stage with the most available
resources; if you did not execute a certain stage, leave it blank
and move to the next stage)

Stage Resources
Data Collection
NoSQL Storage
Data Preparation
Data Analysis
Data Visualization

13. In your experience, what aspects are essential (by
way of recommendations) to successfully execute a Big Data
project? (Note them in order of importance, where 1 =Most
important)

Relevance Recommendation
1
2
3
4
5

. . .

14. In your experience, what are themain challenges (exist-
ing problems that are worth exploring) that must be faced by
the scientific community in the field of Big Data? (Note them
in order of importance, where 1 =Most important)

Relevance Challenges
1
2
3
4
5
. . .
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