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criteria. By fixing some of the transports, the suitable spaces for other ones are derived.

I observe that in a dense medium having a finite U(1) charge with chemical potential µ0,

negative values for transports appear and the second law of thermodynamics has not ruled

out the existence of such values. Sign of scalar transports are not limited by any constraints
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1 Introduction

Relativistic Hydrodynamics (RH) is the most powerful tool to describe in and out of equi-

librium properties of hot and dense QCD matter. It explains the dynamics of quark matter

in terms of some local effective Degrees of Freedom (DoF) rather than infinite microscopic

DoF and utilizes some tools to describe the evolution of quark matter. Examination of

the RH has been intensified since the previous decade which experiments confirm that

observables of heavy ion collision are in good agreement with predictions of the RH [1–4].

In the last few years, some experimental and analytical challenges have changed the

path of the RH studies. Here, two of these challenges are addressed and my problem lies in

one of these mainstreams. Traditionally, it was believed that two conditions are mandatory

for the RH. The first one is the existence of a local and stable thermal equilibrium and the

second one is the validity of gradient expansion. Thus, having a large number of colliding

particles is necessary to achieve these goals. Otherwise, the concept of equilibrium and slow

variation does not make sense. But recent observations in RHIC and LHC have suspected us

about these two axioms. They are about the collective behaviors in small system collisions

in which the local thermal equilibrium state and the smooth variation of macroscopic fields

stop to reach [5–8]. These observations have pushed theoretical works to study the late

time behavior of QCD matter dynamics. There is a large literature in this field which

states that an attractor solution appears in the hydrodynamics calculations regardless of

any initial conditions, [9–20] and references therein. Having an attractor solution means

that the RH can be applied to any high energetic collisions of particles -regardless of its

size and at late times the “causal” RH equations can be used safely.
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Another stream in the RH is the stability and causality issues. Historically, it has been

proved that first order RH suffers from the growing amplitudes of fluctuations in time (the

stability problem) and the superluminal propagation speed of fluctuations (the causality

problem) [21–24]. This pathology has been cured by introducing the second order terms in

the entropy current vector. The inclusion of phenomenological second order terms into the

first order dissipative calculations is known as the Muller-Israel-Stewart (MIS) framework.

The MIS approach does not guarantee the stability and causality of hydro modes, per se.

But rather, for the MIS theory to be a stable and causal formalism, it should satisfy certain

conditions. For example η, the shear transport coefficient and τ , the shear relaxation time

are no longer independent parameters, but instead satisfy η
τπTs

≤ 1
2 [25]. Also the local

velocity of fluid’s parcel and the dimension of space-time influence these conditions [26].

In the paper [27] it has been studied the effects of initial conditions and higher order terms

on stability and causality of first order hydro.

Recently it appears a trend in the RH which does not need to include higher order

gradient terms in the entropy current [28–30]. They focused on the notion of General Frame

(GF) and the definition of new transport coefficients ahead of the gradient terms. In the

natural process of the RH, the concept of “frame” arises when dissipative terms enter into

the calculations. This is because of the lack of definitions for thermodynamic fields such

as temperature and chemical potential in out of equilibrium situations [4]. People usually

have used this freedom to fix the frame, i.e. the Landau or Eckart frame, and then proceed

to do the calculations. In the GF approach, the frame freedom is respected and we do

not try to fix them before doing any calculations. We first perform the RH computations

and since then decide which frame is physical or not. For instance, to study the stability

and causality issue, we utilize the notion of GF to fix the hydrodynamical frames after

computing the hydrodynamical (hydro) modes. This job has shrunk the space of transport

coefficients and reduced them to those satisfy some special conditions.

The MIS and GF approaches have distinct features. The MIS lacks a fundamental

base and it is only a phenomenological approach, but the GF framework is based upon a

good deal with the frame notion which is a physical concept. Another difference is that

the MIS enters some variables into the RH with an extra relaxation type equation, while

in the GF approach there is no DoF besides the temperature, chemical potential and fluids

velocity. Therefore, it seems that GF emerges from a renormalizable field theory while the

MIS does not originate from a renormalizable theory.

So far the investigations in the GF approach are about the uncharged conformal fluid

and try to limit the space of transports to the causal and stable regions. My motivation to

do this work is to generalize the preceding works to a charged QCD plasma or equivalently

having a finite U(1) chemical potential “µ0”. I perform the calculations for two circum-

stances. The first is for a hyperdense fluid with µ0 ≫ T0 and the second for a fluid with a fi-

nite µ0 and T0. Both of these studies are done by the assumption of conformal symmetry im-

posed on the Equation of State (EoS) and other related quantities. The hyperdense medium

of quark matter is believed to be as color-superconductor phase and it is not a strongly

interacting plasma but studying the hydrodynamics of this medium is of great importance.

By studying the hydro modes and some other quantities, I obtain the physical conditions on
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the transports which causes a conformal charged fluid to be a stable and causal theory. In

the finite density medium case, this work is repeated for two values of µ0

T0
. The main achieve-

ment of this paper is that signs of scalar transports are not fixed by using the second law of

thermodynamics (∂µS
µ ≥ 0) and just sign of combination of vector transports are fixed by

it. Thus, scalar transports as well as the vectors might have negative values and the second

law does not rule out it anymore. This negativeness occurs for transports that are not in-

variant under the frame redefinition. However, importance of my result is that in charged

fluid the changing transports could be negative numbers, while in a charged fluid [28] the

changing transports have to be non-negative numbers. Also, I find that the conditions

derived from stability and Routh-Hurwitz criteria respect to the causality conditions.

The organization of this paper is as follows. In section 2, I shall discuss some prelim-

inary stuffs of the RH, the idea of frame and the GF notion. In section 3, I will try to get

some conditions on the transport parameters of a hyperdense fluid µ0 ≫ T0 by doing the

hydro modes and taking the conformal symmetry over the EoS and other quantities. By

fixing five of them the physical regions for other transports are derived and the space of γ̃2
and ǫ̃2 transports is constrained. In section 4, I will repeat the works done in section 3 for fi-

nite T0 and µ0 medium and two values of µ0

T0
. Eventually, I close the paper with a discussion

about the conclusions and I address some problems which can be done along this paper.

Throughout the present paper, I take the ~ = c = kB = 1 convention and the

Minkowski metric is mostly positive which results in the relation uµuµ = −1.

2 Preliminaries

Conserved currents are of great importance in a relativistic system. According to the

Noether theorem, these currents belong to either the space-time or internal symmetries.

Energy momentum tensor Tµν(x) and other conserved currents such as Jµ(x) correspond

to the space-time and internal symmetries, respectively. The dynamical evolution of these

currents are given by the conservation laws

∇µT
µν = 0, (2.1)

∇µJ
µ = 0, (2.2)

which are consequences of diff and gauge transformations [31]. To make consistent these

EoM and number of local effective DoF, we utilize of some relations named as constitutive

relations [4]

Tµν(x) = E(x)uµ(x)uν(x) + P(x)∆µν(x) +Qµ(x)uν(x) +Qν(x)uµ(x) + tµν(x), (2.3)

Jµ(x) = N (x)uµ(x) + J µ(x). (2.4)

In these relations, (E(x),P(x),N (x)) represent the local energy density, pressure and a con-

served number density, respectively. uµ(x) stands for the local fluid velocity and ∆µν(x) =

gµν(x)+uµ(x)uν(x) is an operator which projects a given tensor onto the space perpendicu-

lar to the uµ(x). Qµ(x) is the local heat current, tµν(x) is the traceless symmetric part of the

energy momentum tensor and J µ(x) is an added term to the current density which appears
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in higher derivative corrections. All the aforementioned hydro fields have to be described

in terms of local effective DoF. These DoF are chosen to be as the (T (x), µ(x), uµ(x)) and

the local equilibrium values of these DoF are called as the thermo fields.

Apart from the constitutive relations, the derivative expansion assumption is a great

tool in the RH. This assumption tells that hydro fields are expressed in terms of slowly

varying thermo fields and their derivatives. The general forms of hydro fields are written

as follows [4]

E = ǫ0 + fE (∂T, ∂µ, ∂u) + . . . , P = pid + fP (∂T, ∂µ, ∂u) + . . . ,

N = n0 + fN (∂T, ∂µ, ∂u) + . . . (2.5)

Qµ = fQ (∂T, ∂µ, ∂u) + . . . , J µ = fJ (∂T, ∂µ, ∂u) + . . . , (2.6)

tµν = ft (∂T, ∂µ, ∂u) + . . . . (2.7)

Hereafter, I omit the x dependence in these fields. In the zeroth order (ideal limit), equi-

librium values of hydro fields are written in terms of the local values of thermo fields

ǫ0 = E(T0, µ0, u
µ
0 ), pid = P(T0, µ0, u

µ
0 ), n0 = N (T0, µ0, u

µ
0 ). (2.8)

The functions f (∂T, ∂µ, ∂u) in the relations (2.5)–(2.7) represent the first order corrections

and the notation “. . .” stands for the higher order corrections. At higher order calculations

of the hydrodynamics, the idea of frame plays an important role. It works as follows.

Thermo fields have no unique definitions in the higher order corrections. It means that we

can redefine them by adding new contributions

T → T + δT, µ → µ+ δµ, uµ → uµ + δuµ, (2.9)

in such a way that energy momentum tensor and current density remain unchanged. There-

fore, there is no any preferred values for these thermo fields [4]. Different redefinitions of

thermo fields are usually called as the “hydro frames” and the freedom in choice of specific

value for thermo fields is often called as the “frame freedom”. These redefinitions resemble

to the gauge freedom in QFT. Usually, the corrections (δT, δµ, δuµ) are written in terms

of derivatives of thermo fields [28]

δT = a1
uµ∂µT

T
+ a2∂µu

µ + a3u
µ∂µ

(µ

T

)

+ . . . , (2.10)

δµ = c1
uµ∂µT

T
+ c2∂µu

µ + c3u
µ∂µ

(µ

T

)

+ . . . , (2.11)

δuµ = b1u
ν∂νu

µ + b2
∆µν∂νT

T
+ b3∆

µν∂ν

(µ

T

)

+ . . . . (2.12)

The coefficients (ai, bi, ci) are arbitrary real numbers and the concept of frame is referred

to choose some specific values for these numbers. The scalar
(

uµ∂µT

T
, ∂µu

µ, uµ∂µ
(

µ
T

)

)

and

vector
(

uν∂νu
µ, ∆

µν∂νT
T

,∆µν∂ν
(

µ
T

))

functions are independent bases and useful to expand
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other quantities. For example, we can express the hydro fields as a function of these bases

E = ǫ0 +
3

∑

i=1

ǫisi, P = pid +
3

∑

i=1

πisi, N = n0 +
3

∑

i=1

νisi, (2.13)

Qµ =
3

∑

i=1

θiv
µ
i , J µ =

3
∑

i=1

γiv
µ
i , tµν = −ησµν . (2.14)

In the latter relations, si, v
µ
i and σµν are scalar, vector and tensor bases built out of

derivatives of thermo fields

s1 =
uµ∂µT

T
, s2 = ∂ · u, s3 = uµ∂µ

(µ

T

)

, (2.15)

v
µ
1 = uα∂αu

µ, v
µ
2 =

∆µα∂αT

T
, v

µ
3 = ∆µα∂α

(µ

T

)

, (2.16)

σµν = Pµναβ∂αuβ , Pµναβ ≡ 1

2

(

∆µα∆νβ +∆µβ∆να − 2

3
∆µν∆αβ

)

. (2.17)

The numbers (ǫi, πi, νi, θi, γi, η) are transport coefficients and until no condition is implied,

they are arbitrary numbers. Choosing the scalar and vector sets is not unique and one can

adopt other sets by just making a linear combination. In the usual use of the RH, people

often have benefited from frame freedom defined in the relation (2.9), to fix the frame

before any calculation. But the idea of GF tells us that we have to keep the transports

undetermined and proceed the computations and after doing them we fix the transports

according to our demands. The Difference of my works with respect to the paper [28] is

that, I take into account the influences of “s3” and “vµ3 ” bases in the hydro modes and

study the stability and causality conditions implied by adding these new bases.

Hereafter, I split the calculations into two parts. The next section is devoted to the

calculations of hydro modes for very dense systems (µ0 ≫ T0) and investigating the stability

and causality conditions implied on this fluid. Section 4 belongs to the same calculations

for finite µ0 and T0.

3 Dense fluids

Dense fluid is a very cold and charged fluid which has µ0 ≫ T0 and it does not mean T = 0,

but “T” because of its smallness is treated as a fluctuating field. I have to notify that there

is a great difference between the hydrodynamics for a hot and uncharged medium and the

hydrodynamics in a cold and dense medium. In the former case, we could safely adopt the

following sets of thermodynamics states and fluctuations

Thermodynamic state, µ0 = 0, T0 6= 0, u
µ
0 = (1, 0, 0, 0) , (3.1)

Fluctuations, δµ = 0, δT 6= 0, δuµ = (0, δux, δuy, δuz) . (3.2)

We have four equations (conservation laws of energy-momentum) for four unknown vari-

ables (δT, δux, δuy, δuz) and there is no problem. In the latter case (hydrodynamics of
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a cold and dense medium), we could not set the following thermodynamics states and

fluctuations

Thermodynamic state, T0 ∼ 0, µ0 6= 0, u
µ
0 = (1, 0, 0, 0) , (3.3)

Fluctuations, δT = 0, δµ 6= 0, δuµ = (0, δux, δuy, δuz) . (3.4)

This is because we have five equations (conservation laws of energy-momentum and charge)

for four unknown fluctuations (δµ, δux, δuy, δuz). Therefore, the hydrodynamic equations

of cold and dense medium instead of using the relations (3.3) and (3.4), have started with

the following sets

Thermodynamic state, T0 ∼ 0, µ0 6= 0, u
µ
0 = (1, 0, 0, 0) , (3.5)

Fluctuations, δT 6= 0, δµ 6= 0, δuµ = (0, δux, δuy, δuz) . (3.6)

This seems physical, since the chemical potential is only a parameter which adjusts the

energy scale to create a charged particle. But, temperature is the more fundamental param-

eter and thermal fluctuations are related to the motion of particles and they even exist in the

very cold medium. The equations (3.5) and (3.6) lead us to the consistent equations which

do not need further information. To prove further this argument, recently the T0 ≪ µ0

limit of fluid/gravity correspondence is studied [32] and it has been shown that by taking

some assumptions, we are able to construct the dual fluid of an ADS-RN gravity by solving

the Einstein-Maxwell equations, perturbatively. The stability and causality conditions are

derived by looking to the hydro modes. I do this work for a fluid at its local rest frame. One

can do the same calculation for locally boosted fluids uµ = 1√
1−v2

(

1, vi
)

, only by a simple

boost transformation [28]. However, having the non zero velocity might cause changing

the quality of conditions [26]. I shall show that using the asymptotic causality condition

will enable us to obtain correct results for the parameter space of transport coefficients.

To derive the hydro modes, we have to perform some steps. First, we should set our

thermodynamic states and fluctuations. I call the thermal fields as φa and its fluctuations

as δφa

φa + δφa = (δT, µ0 + δµ, u
µ
0 + δuµ) . (3.7)

Then, we perturb the constitutive relations up to the first order in fluctuations. In the

case of dense fluids, constitutive relations are like as the relations (2.3) and (2.4) in which

the hydro fields are written in form of the relations (2.13) and (2.14). Next, we use the

conservation laws and solve them. To do this, we write the hydro fluctuations in their

Fourier bases

(δT, δµ, δuµ) → e−iωt+ikx
(

δT̃ , δµ̃, δũµ
)

. (3.8)

The sign “ ˜ “ refers to the momentum-space version of fluctuations. Rotational invariance

permits us to choose the momentum in an arbitrary direction and therefore I select it to

be aligned as kµ = (ω, k, 0, 0). Eventually, the following matrix equation is appeared

Mabδφb = 0, a, b = 1, · · · 5, (3.9)

– 6 –



J
H
E
P
0
8
(
2
0
2
0
)
1
1
9

Hydro modes are nothing but the small wave number limit of the following equation

det[M] = 0. (3.10)

Our purpose in the current section is to solve the equation (3.10) for dense fluids. To do

this, the sets of scalar and vector bases in hydro fields are chosen as it follows

s1 =
uα∂αµ

µ
, s2 = ∂ · u, s3 = uα∂α

(

T

µ

)

, (3.11)

v
µ
1 = uα∂αu

µ, v
µ
2 =

∆µα∂αµ

µ
, v

µ
3 = ∆µα∂α

(

T

µ

)

. (3.12)

To analyze better the conditions and throughout this paper, I take the conformal sym-

metry to be imposed on the theory. Choosing this symmetry is not so accidental, since a

dense fluid which has massless particles might has conformal symmetry (if the quantum

fluctuations are ignored). In practice, the conformal symmetry constrains the transport

parameters [28]. By imposing this symmetry in four dimension, the following relations are

appeared

ǫ1 = 3ǫ2, ǫi = 3πi, ν1 = 3ν2, θ1 = θ2, γ1 = γ2. (3.13)

Therefore, the number of independent transport parameter has reduced from sixteen to

only nine parameters (ǫ1,3, ν1,3, θ1,3, γ1,3, η). For the sake of convenience, in the current

and next section, I replace the indices “3” in parameters by index “2” and therefore indices

“2” refer to the bases uα∂α
(

µ
T

)

and ∆µα∂α
(

µ
T

)

or uα∂α

(

T
µ

)

and ∆µα∂α

(

T
µ

)

. By using

the bases in the relations (3.11) and (3.12), I repeat all the aforementioned steps for hydro

modes. All the linearized equations are collected together to find the matrix Mab. I write

the resultant matrix as follows

Mab (3.14)

=



















−γ1k
2+ω(3ν1ω+iµ0χ)

µ0
−γ2k

2+ν2ω
2

µ0
k (in0+(γ1+ν1)ω) 0 0

− θ1k
2+3ω(ǫ1ω+in0µ0)

µ0
− θ2k

2+ǫ2ω
2

µ0
k (iw0+(ǫ1+θ1)ω) 0 0

k(in0µ0+ω(ǫ1+θ1))
µ0

kω(ǫ2+3θ2)
3µ0

− (ǫ1−4η)k2+3ω(iw0+θ1ω)
3 0 0

0 0 0 ηk2−ω (iw0+θ1ω) 0

0 0 0 0 ηk2−ω (iw0+θ1ω)



















.

I use the following thermodynamic relations to derive the latter matrix

∂pid

∂µ
= n0,

∂n

∂µ
= χ, w0 = ǫ0 + pid,

∂ǫ0

∂µ
=

∂ǫ0

∂pid

∂pid

∂µ
=

n0

c2s
= 3n0. (3.15)

For the matrix in the relation (3.14), the hydro modes are derived from the solution of the

following equations

det

[

ηk2 − ω (iw0 + θ1ω) 0

0 ηk2 − ω (iw0 + θ1ω)

]

=
(

ηk2 − ω (iw0 + θ1ω)
)2

= 0, (3.16)

det









−γ1k
2+ω(3ν1ω+iµ0χ)

µ0
−γ2k

2+ν2ω
2

µ0
k (in0 + (γ1 + ν1)ω)

− θ1k
2+3ω(ǫ1ω+in0µ0)

µ0
− θ2k

2+ǫ2ω
2

µ0
k (iw0 + (ǫ1 + θ1)ω)

k(in0µ0+ω(ǫ1+θ1))
µ0

kω(ǫ2+3θ2)
3µ0

− (ǫ1−4η)k2+3ω(iw0+θ1ω)
3









= 0. (3.17)
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Figure 1. Real and imaginary parts of hydro modes in the shear channel for θ1
η

= 2. Left figure

corresponds to the real part and right figure corresponds to the imaginary part of shear modes.

The blue and red curves represent two branches of solutions in the relation (3.15).

Splitting the hydro modes into two separate equations has a physical meaning. Solutions of

equation (3.16) are known as the shear modes and solutions of equation (3.17) are known as

the sound modes. In the following subsections, I shall study these two channels, separately.

3.1 Shear modes

Shear channels are denoted by solutions of equation (3.16). The solutions are as

ω =
w0

2θ1

(

i±
√

4ηθ1k2

w2
0

− 1

)

. (3.18)

Hydro modes of this channel are derived from small wavenumber limit of the latter equation

ω
(1)
hydro =

iw0

θ1

(

1− ηθ1k
2

w2
0

)

+O(k4), ω
(2)
hydro =

iηk2

w0
+O(k4). (3.19)

Looking to the equation (3.18) will demonstrate that there is a critical wave number

kc =
w0

2
√
ηθ1

. (3.20)

For k ≥ kc we have two propagating modes, while for k < kc we have two nonpropagating

modes [25]. This is the generic feature of shear modes. According to the relations (3.16)

and (3.18), we have four shear modes for charged medium, while in the uncharged case

we have only two shear modes. In the figure 1 the real and imaginary parts of the hydro

modes are sketched for θ1
η
= 2 and ηkc

w0
= 1

2
√
2
.

Stability and causality requirements may constrain the transport parameters (η, θ1).

Stability requires that Imω ≤ 0 and causality implies that
(

vg = ∂Re(ω)
∂k

≤ 1
)

. One might

think that these two concepts are independent of each other, but in the relativistic theory

these two issues are correlated to each other. For our case stability gives causality.
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To derive the stability constraints, the ω = iΩ has to be inserted into the relation (3.16).

Therefore, the stability demands ReΩ ≤ 0. This gives rise to the following equation

Ω2θ1 +Ωw0 + ηk2 = 0. (3.21)

Using the Routh-Hurwitz criteria [35], leads to the following conditions

η ≥ 0, θ1 ≥ 0. (3.22)

To derive the causality constrains, we look to the asymptotic limit of wave number (k → ∞)

in the group velocity expression [25]. This statement is verified for MIS theory [25] and

we can safely apply it for this general first order hydro. This is because the arguments as

explained, are general and do not depend on the detail of theory. For the shear channel

solutions given in the relation (3.18), I get the following result for asymptotic velocity

lim
k→∞

vg =

√

η

θ1
. (3.23)

Thus, we conclude that causality shrinks the phase space of transport parameters to

η ≤ θ1. (3.24)

This constraint is in complete agreement with the condition (29) of the paper [28]. In

this paper [28], the author has obtained the equation (3.24) for the locally boosted fluid,

while benefiting of asymptotic causality condition [25] has derived the same result without

considering the frame velocity. Also, the condition (3.24) can be compared with the similar

condition for MIS [25]. Both of these two models (MIS and general first order hydro) have

shown that in a causal theory, the shear transport coefficient can not take any arbitrary

value and it has an upper bound.

3.2 Sound modes

The sound channel is described by the solutions of equation (3.17). The resulting equation

is written as it follows

a6 ω
6 + ia5 ω

5 + a4 ω
4 + ia3 ω

3 + a2 ω
2 + ia1 ω + a0 = 0. (3.25)

Hydro modes correspond to the small wave number limit of the solutions of latter equation.

Expressions of the coefficients (ai, i = 1, . . . 6) are given in below

a6 ≡ 3θ1S1, (3.26)

a5 = µ0

(

3n0S1 − θ1S2

)

, (3.27)

a4 = k2
(

3ǫ1S3 − 2S1 (2η + θ1)

)

+ µ2
0n0S2, (3.28)

a3 = k2µ0

(

χ

3

(

3θ2ǫ1 + ǫ2 (4η + θ1)

)

− n0

(

S1 + ǫ2ℓ1 + 3 (θ2ν1 − S3 − ǫ1ℓ2) + ν2 (4η + θ1)

))

, (3.29)
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a2 =
k2

3

(

k2
(

θ1S1 + 4η (γ1ǫ2 + 3θ2ν1 − θ1ν2)− 6ǫ1 (S3 + 2ηγ2)

)

− n0µ
2
0

(

S2 + 9ℓ2n0

))

, (3.30)

a1 =
k4µ0

3

(

χθ2 (4η − ǫ1) + n0

(

ǫ2ℓ1 − 3ǫ1ℓ2 + 3 (θ2ν1 − S3 − 4ηγ2)

))

, (3.31)

a0 =
k4

3

(

k2 (ǫ1 − 4η)S3 + 3n2
0µ

2
0ℓ2

)

. (3.32)

In these relations the unknown expressions for S1,2,3 and ℓ1,2 are defined as

S1 ≡ ν2ǫ1 − ν1ǫ2, S2 ≡ χǫ2 − 3ν2n0, S3 ≡ γ2θ1 − γ1θ2, (3.33)

ℓ1,2 ≡ γ1,2 −
n0

w0
θ1,2. (3.34)

For dense medium w0 = n0µ0 and therefore ℓ1,2 = γ1,2 − θ1,2
µ0

. The ai coefficients in the

relations (3.26)–(3.32) have featured some properties. The even coefficients (a2, a4, a6) have

even powers of µ0, while the odd coefficients (a1, a3, a5) have odd powers of µ0. This is not

an accidental event. It is such that the charge conjugation symmetry is respected. Also,

the even coefficients a2n are ordered according to the even powers of momentum, while

the odd coefficients a2n−1 are proportional to the k6−2n. Another property is that in the

even coefficients the greatest powers of momentum (the order k6 in a6 and so on), have

nothing to do with thermodynamics information and just the transport parameters appear,

while the next lowest order of momentum have influenced of either the thermodynamics

or transport parameters. In the odd coefficients both of the thermodynamics values and

transport parameters contribute to expressions.

We are able to derive the variations of S1,2,3 under the fields redefinitions. The expres-

sions ℓ1,2 are invariant under the thermo field redefinitions. By using the equations (3.15),

transformation properties of transport parameters can be recast as follows

ǫi → ǫi − 3n0ci, νi → νi − χci, (3.35)

θi → θi − w0bi, γi → γi − n0bi, (3.36)

η → η. (3.37)

In these relations, the (i = 1, 2) correspond to two sets of transport parameters. Using the

latter relations will enable us to derive the transformation properties of S1,2,3. The final

result is written as

S1 → S1 − 3n0 (ν1c2 − ν2c1)− χ (c1ǫ2 − c2ǫ1) , (3.38)

S2 → S2, (3.39)

S3 → S3 − n0µ0 (ℓ2b1 − ℓ1b2) . (3.40)

Invariance of S2 backs to the EoS of dense fluids (n0 = αµ3
0, χ = 3αµ2

0) in which α

is a positive and real number and depends on the underlying microscopic theory. It is

worthwhile to mention that equations (3.38)–(3.40) imply that ais are not invariant under
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the frame variations. Thus, the stability and causality conditions derived from them, might

depend on the chosen frame (special values of b1,2 and c1,2).

I back to examine the symmetries of equation (3.25). Charge conjugation symmetry is

an important symmetry which determines the appearance of hydrodynamic equations for

particles and antiparticles. If we look to the bases in the relations (3.11) and (3.12), we

realize that by charge conjugation transformation (µ0 → −µ0), the bases transform as

(s1, s2) → (s1, s2), s3 → −s3, (3.41)

(vµ1 , v
µ
2 ) → (vµ1 , v

µ
2 ), v

µ
3 → −v

µ
3 , (3.42)

σµν → σµν . (3.43)

On the other hand, energy momentum tensor and current vector transform under the charge

conjugation as (Tµν , Jµ) → (Tµν ,−Jµ). Therefore, the transport parameters associated

with each scalar, vector and tensor bases, change as the

(ǫ1, ǫ2) → (ǫ1, ǫ2), ǫ3 → −ǫ3, (π1, π2) → (π1, π2), π3 → −π3,

(ν1, ν2) → −(ν1, ν2), ν3 → ν3, (3.44)

(θ1, θ2) → (θ1, θ2), θ3 → −θ3, (γ1, γ2) → −(γ1, γ2), γ3 → γ3, (3.45)

η → η. (3.46)

These properties give rise to the following transformations for S1,2,3 and ℓ1,2

(S1,S3, ℓ2) → (S1,S3, ℓ2) , (S2, ℓ1) → − (S2, ℓ1) . (3.47)

Collecting all these transformations together will result to the invariance of coeffi-

cients (ai, i = 1, · · · 6) under the charge conjugation transformation. Therefore, the equa-

tion (3.25) remains invariant under the charge conjugation transformations as it is expected.

Since the sound equation is a sixth order polynomial, its analytical solutions are very

subtle to derive. Instead, I study them in special limits. At small wave number limit, the

hydro modes can be derived as it follows

ω1 = − iµ0n0

θ1
+O(k2), (3.48)

ω2 =
iµ0S2

3S1
+O(k2), (3.49)

ω3,4 = ± k√
3
− 2ik2η (S2 + 3χθ2 − 9n0γ2)

3n0µ0 (S2 − 9n0ℓ2)
+O(k3) = ± k√

3
− 2ik2η

3n0µ0
+O(k3), (3.50)

ω5,6 = ±k

√

3n0ℓ2

S2
+

3ik2
(

9ℓ22n
2
0a5 + 3n0ℓ2a3

S2

k2
+ a1

S2

2

k4

)

2µ2
0S2

2n0 (S2 − 9n0ℓ2)
+O(k3). (3.51)

In hyperdense fluid the hydro modes will split into four gapless and two gapped modes. The

first two modes (ω1,2) are nonpropagating modes and indicate the decay of sound modes.

They are independent of momentum (at least in the lowest order) and new relaxation times

are defined

τ1 =
θ1

µ0n0
, τ2 = − 3S1

µ0S2
. (3.52)
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Stability condition constrains the expressions in sound modes. In the “ω1” channel, I derive

θ1 ≥ 0 which is nothing but the relation (3.22). In the channel ω2, we have

S2

S1
≤ 0. (3.53)

S2 is frame invariant but S1 is not. Further simplification can be done by using the EoS

S2

S1
=

ǫ2 − ν2µ0

ν2ǫ1 − ν1ǫ2
≤ 0. (3.54)

The channels ω3,4 are the familiar sound modes which take the new modification. By using

the EoS we can show that
S2 + 3χθ2 − 9n0γ2

S2 − 9n0ℓ2
= 1 ≥ 0. (3.55)

In the channel ω5,6 the stability condition requires that

9ℓ22n
2
0a5 + 3n0ℓ2a3

S2

k2
+ a1

S2

2

k4

S2 − 9n0ℓ2
≤ 0. (3.56)

The latter equation can be simplified as

(ǫ2 − ν2µ0)A− 3ℓ2µ0S1 ≤ 0. (3.57)

Expression of A is given in below

A = ℓ1ǫ2 + 3 (θ2ν1 + ℓ2θ1 − S3 − ǫ1γ2) . (3.58)

On the other hand, in this “ω5,6” channel, the following conditions have to be satisfied

0 ≤ 3n0ℓ2

S2
=

µ0ℓ2

ǫ2 − ν2µ0
≤ 1. (3.59)

Both of ℓ2 and S2 are frame invariant and the latter constraint is a physical constraint

independent of frame redifinitions.

We can constrain the transports from causality arguments. As argued before, the

asymptotic causality criterion might give the correct result even in the boosted frame. To

this purpose, I look to the large wave number limit of sound mode equation (3.25). The

ω → c k has to be inserted into the equation (3.25) and pick up only the dominant terms

of “k”. After this replacement, the following equation is derived

b6c
6 + b4c

4 + b2c
2 + b0 = 0. (3.60)

This equation has the following solution

c = ±
√

2
4

3 b24 − 6× 2
1

3 b2b6 − 2b4B
1

3 + 2
2

3B 2

3

6b6B
1

3

. (3.61)

In the latter relation the B has the following definition

B ≡ C +
√

C2 − 4
(

b24 − 3b6b2
)

, (3.62)

C ≡ 9b2b4b6 − 27b0b
2
6 − 2b34. (3.63)
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The coefficients (b6, b4, b2, b0) are leading terms of (a6, a4, a2, a0) in power of momentum k

b6 = a6 = 3θ1S1, (3.64)

b4 = 3ǫ1S3 − 2S1 (2η + θ1) , (3.65)

b2 =
θ1S1 + 4η (γ1ǫ2 + 3θ2ν1 − θ1ν2)− 6ǫ1 (S3 + 2ηγ2)

3
, (3.66)

b0 =
S3

3
(ǫ1 − 4η) . (3.67)

Asymptotic causality condition rules that velocity “c” in the equation (3.61) has to be

c ≤ 1. This condition along with the stability requirements shall strongly constrain the

parameter space of transports. In what follows, an example is given to illustrate further

such limitation.

The parameter space of conformal dense fluid is nine dimensions. I have not any

possibility to constrain all of these nine space dimensions. To analyze better the phase

space of transports, I choose specific values for five of them and limit the rest four. These

five chosen transports are

ǫ̃1 =
ǫ1

µ3
0

= 1, ν̃1 =
ν1

µ2
0

= 1, ν̃2 =
ν2

µ2
0

= 2, η̃ =
η

µ3
0

= 1, θ̃1 =
θ1

µ3
0

= 2. (3.68)

Another transports including
(

ǫ̃2, θ̃2, γ̃1,2 =
γ1,2
µ2

0

)

are limited according to the stability and

causality requirements. The Routh-Hurwitz criteria will limit the coefficients (a0, · · · a6) in
the relations (3.26)–(3.32) as the following ones

(a6, a5, a2, a1) > 0, (3.69)

(a4, a3, a0) < 0. (3.70)

We have to collect all the stability, causality and Routh-Hurwitz criteria to analyze

completely the phase space of transports. The stability conditions in the equa-

tions (3.54), (3.57) and (3.59) as well as the Routh-Hurwitz criteria will give us the

following non trivial conditions

ǫ̃2 < 2, γ̃2 < θ̃2, γ̃2 + 2 ≥ ǫ̃2 + θ̃2, (3.71)

If γ̃1 ≥ 2 → ǫ̃2 ≥ −3 θ̃2, ⇒ −2

3
< θ̃2 < 0, (3.72)

If γ̃1 < 2 → ǫ̃2 < −3 θ̃2, ⇒ θ̃2 > 0. (3.73)

The equation (3.71) is a definite condition, while the conditions in equations (3.72)

and (3.73) depend on our choice. If γ̃1 ≥ 2, the space of transport θ̃2 is limited to

−2
3 ≤ θ̃2 ≤ 0. If γ̃1 < 2, the space of transport θ̃2 is θ̃2 ≥ 0. In the figure 2 these

limits on the phase space of ǫ̃2 and θ̃2 are shown. These regions are solely derived from

Routh-Hurwitz and stability criteria and they have nothing to do with causality.

According to the arguments based on the figure 2, we have to split the phase space

of transports into two distinct regions, the γ̃1 ≥ 2 and γ̃1 < 2 region. First, I examine
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Figure 2. Phase space of transports ǫ̃2 and θ̃2 for θ̃1 = 2. The left figure corresponds to the region

bounded between ǫ̃2 < 2, ǫ̃2 = −3 θ̃2 and θ̃2 = 0. In this zone γ̃1 ≥ 2 and − 2

3
< θ̃2 < 0. The right

figure represents the case γ̃1 < 2 and θ̃1 = 2. In this region ǫ̃2 < 0, θ̃2 > 0 and ǫ̃2 < −3 θ̃2.
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Figure 3. Phase space of transports γ̃2 and ǫ̃2. Both of these plots have γ̃2 ≤ 0 which is compatible

with the second law of thermodynamics. Functionality of boundaries are derived from Routh-

Hurwitz and stability criteria. The area of the left and right plot is 0.91 and 1.04, respectively.

the γ̃1 ≥ 2. In the figure 3 the valid regions of γ̃2 and ǫ̃2 for two values θ̃2 = −1
3 and

θ̃2 = −1
6 are shown which both of them have γ̃1 = 3. To derive these regions all the Routh-

Hurwitz, stability and causality conditions are put together. The derived conditions from

Routh-Hurwitz and stability respect to the causality requirements. The boundary of each

diagram is shown in the figure and in both of these plots γ̃2 is negative. Functionality of the

boundaries are derived from Routh-Hurwitz criteria given in the relations (3.69) and (3.70)

and the stability conditions of the relations (3.71). According to the regions shown in the

left part of figure 2 as well as the equation (3.72), we must have 1 ≤ ǫ̃2 < 2 for the case

θ̃2 = −1
3 and 1

2 ≤ ǫ̃2 < 2 for the case θ̃2 = −1
6 . The area of left and right plot of figure 3

is 0.91 and 1.04, respectively. Physical meaning of these areas is that what the probability

of the respective case is. Therefore, the case θ̃2 = −1
6 is most probable than θ̃2 = −1

3 .

In the figure 4, the permissible zones of γ̃2 and ǫ̃2 for two cases, γ̃1 = 5, θ̃2 = −1
3

and γ̃1 = 5, θ̃2 = −1
6 are sketched. We observe that Routh-Hurwitz and stability criteria
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Figure 4. Phase space of transports γ̃2 and ǫ̃2. Both of these plots have γ̃2 ≤ 0 which is compatible

with the second law of thermodynamics. Functionality of boundaries are derived from Routh-

Hurwitz and stability criteria. The area of the left and right plot is 0.5 and 0.875, respectively.
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Figure 5. Phase space of transports γ̃2 and ǫ̃2 for γ̃1 = −1 and θ̃2 = 10. Functionality of boundaries

are derived from Routh-Hurwitz and stability demands.

support the causality demands. Both of these plots have γ̃2 ≤ 0 and area of left and right

part is 0.5 and 0.875, respectively. I have to mention that for the values of ǫ̃2 and θ̃2 sitting

on the boundaries in th left part of figure 2, no acceptable region exist.

Now we go to inspect the γ̃2 < 2 case. Calculations show that for 0 < γ̃2 < 2, there is

no acceptable region compatible with all requirements. For γ̃2 = 0, the acceptable region

is only on the line γ̃2 =
ǫ̃2
3 + θ̃2 − 2, while for γ̃2 < 0, an infinite acceptable region exist. In

the figure 5 this zone is shown for γ̃2 = −1 and θ̃2 = 10. The boundaries are derived from

Routh-Hurwitz and stability criteria. Stable regions are inside the causal region. If θ̃2 is

increased by fixing the γ̃, acceptable region is between the γ̃2 = 0 and γ̃2 =
ǫ̃2
3 +θ̃2−2. From

figure 5, we figure out that the favorable region for γ̃1,2 is negative values. For the values

of ǫ̃2 and θ̃2 sitting on the boundary of right part of figure 2, there is no acceptable region.

We could ask ourselves that do the negative values for transports seem physical or

not? The shear and bulk viscosities as well as other (physical) transports are non-negative
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transports.1 In the first order general hydro, it has been shown that for uncharged con-

formal matter, the on-shell solutions in the second law of thermodynamics give rise to the

non-negative values for changing transports [28]. However, for charged conformal matter

we shall see that negative values for transports are permissible and they do not violate

the aforementioned demands. Specially, In the App A. I show that on-shell solutions of

conformal charged matter do not rule out the negative values for transports. This is my

clear difference with the results of paper [28]. However, this negativeness can be seen not

so surprising because transports γ̃1,2 ≤ 0 are not physical ones and they change by frame

redefinition. Despite these results, spectral function of corresponding Green function is

always positive and second law is respected.

4 Finite density fluid

By finite density medium we mean a system which has µ0 ∼ T0. For this system, the

following set of thermodynamic fields and fluctuations is appropriate

Thermodynamic state, T0 = T0, µ0 = µ0, u
µ
0 = (1, 0, 0, 0) , (4.1)

Fluctuations, δT 6= 0, δµ 6= 0, δuµ = (0, δux, δuy, δuz) . (4.2)

In this section, the scalar and vector bases are chosen to be as those in relations (2.15)–

(2.17) and derive the hydro modes by using these bases. Our aim is to constrain the

transport parameters and it can be done by studying the hydro modes. The steps given

before are repeated and finally the matrix Mab is derived. Its form is as follows

Mab (4.3)

=





















−γ2k
2+iT0β2ω+ν2ω

2

T0
−k2(γ1T0−µ0γ2)+ω(T0(3ων1+iT0β1)−µ0ων2)

T 2

0

k (in0+(γ1+ν1)ω) 0 0

− θ2k
2+ω(ǫ2ω+3in0T0)

T0
−k2(θ1T0−µ0θ2)+ω(3iT0(w0−n0µ0−iǫ1ω)−µ0ωǫ2)

T 2

0

k (iw0+(ǫ1+θ1)ω) 0 0

k(3in0T0+ω(ǫ2+3θ2))
3T0

k(−µ0ω(ǫ2+3θ2)+3T0(iw0−iµ0n0+ω(ǫ1+θ1)))
3T 2

0

−1
3k

2(ǫ1−4η)−ω (iw0+θ1ω) 0 0

0 0 0 ηk2−ω (iw0+θ1ω) 0

0 0 0 0 ηk2−ω (iw0+θ1ω)





















.

The hydro modes are solutions of following equations

ηk2 − ω (iw0 + θ1ω) = 0, (4.4)

det











−γ2k
2+iT0β2ω+ν2ω

2

T0
−k2(γ1T0−µ0γ2)+ω(T0(3ων1+iT0β1)−µ0ων2)

T 2

0

k (in0+(γ1+ν1)ω)

− θ2k
2+ω(ǫ2ω+3in0T0)

T0
−k2(θ1T0−µ0θ2)+ω(3iT0(w0−n0µ0−iǫ1ω)−µ0ωǫ2)

T 2

0

k (iw0+(ǫ1+θ1)ω)

k(3in0T0+ω(ǫ2+3θ2))
3T0

k(−µ0ω(ǫ2+3θ2)+3T0(iw0−iµ0n0+ω(ǫ1+θ1)))
3T 2

0

−1
3k

2(ǫ1−4η)−ω (iw0+θ1ω)











= 0. (4.5)

The first equation corresponds to the shear modes and the second one corresponds to the

sound modes. Shear modes of this section is same as the relation (3.16) and I do not repeat

it again. Therefore, I analyze the sound channel.

1Here, I discuss about theories respect to the parity and therefore I do not consider anomalous transports.
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4.1 Sound channel

In this channel, the equation (4.5) becomes as

a6 ω
6 + ia5 ω

5 + a4 ω
4 + ia3 ω

3 + a2 ω
2 + ia1 ω + a0 = 0. (4.6)

The coefficients (ai, i = 1, · · · 6) for this case take the following form

a6 = 3θ1S1, (4.7)

a5 = 3

(

w0S1 − θ1S4

)

, (4.8)

a4 = k2
(

3ǫ1S3 − 2S1 (2η + θ1)

)

+ 9n2
0T0θ1 + 3w0S4, (4.9)

a3 = 3T0w0

(

3n2
0 − w0χ

)

+ k2
(

2 (2η + θ1)S4 (4.10)

− w0

(

γ1ǫ2 − 3γ2ǫ1 + 3θ2ν1 − ν2θ1 + S1 − 3S3

))

,

a2 = −k2
(

w0

(

S4 + 3w0ℓ2 − T0 (3n0γ1 + χ (4η + θ1))

)

+ 6n2
0T0 (2η + θ1)

)

(4.11)

+
k4

3

(

θ1S1 − 6ǫ1S3 + 4η (γ1ǫ2 − 3γ2ǫ1 + 3θ2ν1 − θ1ν2)

)

,

a1 =
k4

3

(

w0 (ǫ2ℓ1 − 3ǫ1ℓ2 − 3 (S3 + 4ηγ2 − θ2ν1)) (4.12)

− 3n0T0 (θ1ν1 − 4ηγ2) + (ǫ1 − 4η) (χθ1T0 − 3n0θ2)

)

− k2T0w0

(

3n2
0 − w0χ

)

,

a0 =
k4

3

(

k2 (ǫ1 − 4η)S3 + 3w2
0ℓ2 − 3n0T0w0ℓ1

)

. (4.13)

Definitions of S1,3 and ℓ1,2 are same as the relations (3.33) and (3.34). The S4 has the

following definition

S4 ≡ ǫ2n0 − w0ν2 + T0 (3n0ν1 − χǫ1) . (4.14)

The following equation is used to derive expressions for ai

T0

(

∂n0

∂T0

)

µ0

+ µ0

(

∂n0

∂µ0

)

T0

= 3n0. (4.15)

The ai coefficients in the relations (4.7)–(4.13) have the similar features as of the rela-

tions (3.26)–(3.32). The sound hydro modes read as

ω1 = − iw0

θ1
+O(k2), (4.16)

ω2,3 =
i

2S1

(

S4 ±
√

S2
4 + 4T0S1

(

3n2
0 − w0χ

)

)

+O(k2), (4.17)

ω4 =
ik2 (n0T0ℓ1 − w0ℓ2)

T0

(

3n2
0 − w0χ

) +O(k3), (4.18)

ω5,6 = ± k√
3
− 2ik2η

3w0
. (4.19)
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Unlike the previous section, in the current section the sound mode possess three gapless

and three gapped modes. The channels ω1,2,3 are about the decay of sound modes and the

corresponding relaxation times are

τ1 ≡
θ1

w0
, τ2,3 ≡

−2S1

S4 ±
√

S2
4 + 4T0S1

(

3n2
0 − w0χ

)

. (4.20)

Like before, to constrain the transports we have some ways. The Routh-Hurwitz criteria

can be imposed independently and the stability demands that

n0T0ℓ1 − w0ℓ2

3n2
0 − w0χ

≤ 0, (4.21)

S4 ±
√

S2
4 + 4T0S1

(

3n2
0 − w0χ

)

S1
≤ 0. (4.22)

The causality requirements have to be imposed according to the large momentum limit

of group velocity. Since the high momentum limits of even ais in the expressions (4.7)–

(4.13) are like as those in the relations (3.26)–(3.32), the asymptotic velocity given in the

relation (3.61) can be applied similarly for this case. The only important thing is that how

to apply the second law requests. To this purpose, the relation (A.20) is our guide.

To be more concrete, I take the EoS of weakly interacting QGP with Nc gluons and

Nf fermions

ǫ0 = 2(N2
c − 1)

π2T 4

30
+ 2Nf

(

7π2T 4

120
+

µ2T 2

4
+

µ4

8π2

)

. (4.23)

In what follows, I take Nc = Nf = 3 and split the analysis into two cases: 1) x = µ0

T0
= 1.30

and 2) x = µ0

T0
= 0.23. These values are taken so that 4ǫ0

3n0T0
becomes 50 and 10, respectively.

Routh-Hurwitz and stability requirements give us two conditions independent of x

γ̃2 > r[γ̃1, θ̃2] =
γ̃1θ̃2

2
, 2ǫ̃2γ̃1 + 3 (2 + γ̃1) θ̃2 ≥ 6 + ǫ̃2 + 12γ̃2. (4.24)

Unlike the previous section, in this section scale the transports in terms of T0

ǫ̃1,2 =
ǫ1,2

T 3
0

, θ̃1,2 =
θ1,2

T 3
0

, η̃ =
η

T 3
0

, γ̃1,2 =
γ1,2

T 2
0

, ν̃1,2 =
ν1,2

T 2
0

(4.25)

For two above mentioned values of x, I list the x dependent constraints in table 1 which

are derived from stability, causality and second law requirements. To compare better the

analysis with those of dense fluid, I choose the same values for
(

ǫ̃1,2, ν̃1, θ̃1, η̃
)

as ones in

relation (3.68) and values of γ̃1 and θ̃2 are taken as before. Like the previous section, the

plots are studied in two distinct branches, including the branch of γ̃1 ≥ 2 and γ̃1 < 2.

For the first branch, I take four plots with
(

γ̃1 = 3, θ̃2 = −1
3

)

,
(

γ̃1 = 3, θ̃2 = −1
6

)

,
(

γ̃1 = 5, θ̃2 = −1
3

)

and
(

γ̃1 = 5, θ̃2 = −1
6

)

each of which has x = 1.3 and x = 0.23. In the

figure 6, the acceptable zones for x = 1.3 and x = 0.23 with the sets
(

γ̃1 = 3, θ̃2 = −1
3

)

,
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x=1.3 x=0.23

γ̃2 ≤C1[γ̃1, θ̃2] = θ̃2+0.1γ̃1−0.2 γ̃2 ≤D1[γ̃1, θ̃2] = θ̃2+0.02γ̃1−0.04

γ̃2 ≤C2[γ̃1, θ̃2] = 0.1
(

γ̃1+ θ̃2

)

−0.02 γ̃2 ≤D2[γ̃1, θ̃2] = 0.02
(

γ̃1+ θ̃2

)

−0.0008

γ̃2 ≤C3[ǫ̃2, γ̃1, θ̃2] = 1.37+ ǫ̃2 (0.11γ̃1−0.2)+ θ̃2
3
(1+ γ̃1) γ̃2 ≤D3[ǫ̃2, γ̃1, θ̃2] = 1.57+ ǫ̃2 (0.11γ̃1−0.12)+ θ̃2

3
(1+ γ̃1)

γ̃2 ≤C4[ǫ̃2, γ̃1, θ̃2] = 0.71−0.03ǫ̃2+0.1γ̃1+ θ̃2 γ̃2 ≤D4[ǫ̃2, γ̃1, θ̃2] = 0.84−0.006ǫ̃2+0.2γ̃1+ θ̃2

γ̃2 ≤C5[ǫ̃2, γ̃1, θ̃2] =−0.06+ ǫ̃2 (0.05γ̃1−0.1)+ θ̃2 (0.15γ̃1+0.34) γ̃2 ≤D5[ǫ̃2, γ̃1, θ̃2] =−0.03+ ǫ̃2 (0.048γ̃1−0.096)+ θ̃2 (0.14γ̃1+0.29)

Table 1. Lists of constrains for two values of x = µ0

T0

, including the x = 1.3 in the left and x = 0.23

in the right column, stemming from the Routh-Hurwitz, stability and second law criteria.
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Figure 6. Acceptable zones in the case of finite µ0 and T0. Boundaries are given in terms of table 1

data. From top-left to bottom right figure the areas are 0.14, 0.10, 0.07 and 0.05, respectively.

(

γ̃1 = 3, θ̃2 = −1
6

)

is shown. The boundaries of each plot is shown in terms of the corre-

sponding conditions given in the table 1 and the relation (4.25). Areas of the plots from

top-left to bottom-right are (0.14, 0.10, 0.07, 0.05), horizontally. Values of transports lie

inside these zones do not contradict the asymptotic causality condition. Compared to the

similar plots of figure 3, having a finite ratio for x decrease the accessible zone. If x → 0,

the acceptable zone shrinks more and more and thus the high density medium is much

more favorable for these values of γ̃1 and θ̃2. In the figure 7, the same plots are shown for

x = 1.3 and x = 0.23 with
(

γ̃1 = 5, θ̃2 = −1
3

)

,
(

γ̃1 = 5, θ̃2 = −1
6

)

. The areas of the plots

from top-left to bottom-right are (0.69, 0.61, 0.41, 0.32), horizontally. These physical zones

already satisfy the asymptotic causality condition. Compared to the similar plots in the

figure 4, having a finite ratio for x increase the accessible zone, while for
(

γ̃1 = 5, θ̃2 = −1
6

)
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Figure 7. Acceptable zones in the case of finite µ0 and T0. Boundaries are given terms of table 1

data. From top-left to bottom-right figure the area of plot is 0.69, 0.61, 0.41 and 0.32, respectively.

a decreasing pattern is seen. For the values ǫ̃2 and θ̃2 sitting on the boundaries of left part

of figure 2, there is no acceptable region.

If 0 < γ̃1 < 2 there is no accessible zone. For γ̃1 = 0 until a critical value of θ̃2 isn’t

meet, we have no physical zone, but after it a large area appears. In the figure 8, I show

this area for
(

γ̃1 = 0, θ̃2 = 10
)

for each of the x values. Compared to dense medium, the

physical spaces for transport becomes larger which shows that for γ̃1 = 0 the finite density

medium is the most favorable case. To remind again, in dense medium for γ̃1 = 0, the

valid space is on the line γ̃2 =
ǫ̃2
3 + θ̃2 − 2.

If γ̃1 < 0, until a critical value of θ̃2 isn’t meet, there is no valid zone, while after it an

infinite physical space emerges. In the figure 9, this zone is shown for
(

γ̃1 = −1, θ̃2 = 10
)

for each of the x values. Unlike the all previous cases, in the finite x with γ̃1 < 0 and after

the critical θ̃2, the physical zone has infinite area. Similar case for dense medium is shown

in the figure 5 which has infinite area. It seems that the space γ̃2 < 0 is the most favorable

region for finite density medium.

5 Conclusion

Stability and causality problems in dissipative hydrodynamics is one of the long standing

challenges in the RH. Historically, this problem is remedied by adding a phenomenological
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Figure 8. Acceptable zones in the case of finite µ0 and T0. Boundaries are given in terms of table 1

data. The left and right figure has area of 24.04 and 5.11, respectively.
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Figure 9. Acceptable zones in the case of finite µ0 and T0. Boundaries are given in terms of table 1

data. For γ̃1 < 0 the accessible zone has infinite area which shows the favorablity of this value.

equation to the known conservation equation and treating the dissipative tensors as new

DoF. This strategy suffers from lacking the fundamental bases and has no physical back-

ground. The newly developed GF notion has resolved the stability and causality problems

without introducing artificial terms. This idea has benefited from the frame concept in dis-

sipative hydrodynamic and does not fix it before studying the physical conditions. Indeed,

the correct hydrodynamic frame in the view of the GF is a frame in which respects to all

physical and high energetic conditions.

This work tries to give the physical and acceptable region of transports for dense

medium. I adopt the conformal charged matter in order to analyze better the conditions.

Charge conjugation symmetry implies that the RH equations for particles and antiparticles

are identical. The main achievement of this paper is that for conformal charged matter,

the second law of thermodynamics (∂µS
µ ≥ 0) has not ruled out the existence of negative

transports. Existence of negative transports is illustrated theoretically and numerically.

The sign of scalar transports for conformal matter in the GF framework are not limited

by any constraints, but sign of the vector transports combination is limited by using the

second law and in extreme limits such as x → 0 or x → ∞, the second law definitely
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tells that γ̃2 ≤ 0. These negative values are benchmarks of charged fluid, since in the

uncharged fluid case [28], the changing transports never acquire negative values. By fixing

some transports, the good regions for other transports including the γ̃2 and ǫ̃2 are derived.

In the case of finite T0 and µ0, the work is done for two ratios of (x = 1.3, 0.23) and the

conditions for each of these x is derived and tabulated. Areas of plot are good judges for

the favorability of each case. The conditions derived from Routh-Hurwitz, stability and

second law constraints, have respected to the asymptotic causality condition.

The GF framework is in its infant age and deserves a lot attention and we could extend

it in various lines. We can construct a microscopic relation for these transports, i.e. the

Green-Kubo formalism or other relations and observe the fingerprints of this new transports

on the microscopic theory evolution. Other important question is that to construct a

holographic picture for the GF framework. Also there are some problems concerning the

GF framework [14] which necessitate the use of higher order terms in the GF constitutive

relations.
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A On-shell entropy and negativeness of transports

For canonical entropy current of a charged fluid following definition is used

TSµ
can = pidu

µ − Tµνuν − µJµ. (A.1)

This form of entropy is invariant under the frame redefinition [4] and the index “id” refers

to the ideal part of the pressure. Plugging the corresponding expressions for energy mo-

mentum tensor and vector current will reach us to the following result

TSµ
can = (Tsid + Eres − µNres)u

µ +Qµ − µJ µ. (A.2)

Eres and Nres are the resistive parts of energy and number density given in the rela-

tions (2.13) and (2.14) and Tsid = ǫ0 + pid − µn0. By using the EoM, divergence of

canonical entropy can be written as

∂µS
µ
can = −Tµν

res∂ν

(uν

T

)

− J µ∂µ

(µ

T

)

. (A.3)

For charged conformal matter thanks to the relation (3.13), after a little computation the

following off-shell relation is derived

∂µS
µ
can = ST ·Ms · S + V T

µ ·Mv · V µ. (A.4)

The “T” stands for transpose and S and V are scalar and vector bases

S =

(

uµ∂µT

T
, ∂µu

µ, uµ∂µ

(µ

T

)

)T

, (A.5)

V µ =

(

uν∂νu
µ,

∆µν∂νT

T
,∆µν∂ν

(µ

T

)

)T

. (A.6)
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Ms and Mv are scalar and vector matrices involve the transports

Ms =









−3ǫ1 −ǫ1 −3ν1+ǫ2
2

−ǫ1 − ǫ1
3 −ν1

2 − ǫ2
6

−3ν1+ǫ2
2 −ν1

2 − ǫ2
6 −ν2









, (A.7)

Mv =









−θ1 −θ1 −γ1+θ2
2

−θ1 −θ1 −γ1+θ2
2

−γ1+θ2
2 −γ1+θ2

2 −γ2









. (A.8)

The transports on this level (off-shell level) have not to be limited, since transports are

frame dependent quantities while the entropy current is a frame independent one. There-

fore, the relation (A.4) has to be studied in the on-shell limit by using the EoM. Following

scalar equations for charged fluid is used taking the equilibrium values for thermo fields

uµ∂µǫ0 + (ǫ0 + pid) ∂µu
µ = 0, (A.9)

uµ∂µn0 + n0∂µu
µ = 0, (A.10)

to vanish two of scalar bases in favor of another one. The EoS for conformal charged matter

is taken as below

ǫ0

T 4
=

3pid
T 4

= a+ b
(µ

T

)2
+ c

(µ

T

)4
, (A.11)

n0

T 3
=

1

3T 3

∂pid

∂µ
=

2

3

(

2c
(µ

T

)3
+ b

(µ

T

)

)

, (A.12)

sid

T 3
=

1

3T 3

∂pid

∂T
=

2

3

(

2a+ b
(µ

T

)2
)

. (A.13)

The latter relations have to be inserted into the relations (A.9) and (A.10) and the following

equations are obtained

ǫ0
uµ∂µT

T
+

3n0T

4
uµ∂µ

(µ

T

)

= −∂µu
µ

3
ǫ0, (A.14)

n0
uµ∂µT

T
+ χTuµ∂µ

(µ

T

)

= −∂µu
µn0. (A.15)

Solutions of equations (A.14) and (A.15) are very simple

uµ∂µT

T
= −∂µu

µ

3
, uµ∂µ

(µ

T

)

= 0. (A.16)

Same work can be done for vector bases by using the following equation

uν∂νu
µ = −∆µν∂νpid

ǫ0 + pid
. (A.17)

The EoS as in the relations (A.11) to (A.13) has to be plugged into the latter relation and

finally we get

− uν∂νu
µ =

∆µν∂νT

T
+

3n0T

4ǫ0
∆µν∂ν

(µ

T

)

. (A.18)
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By this relation, ∆µν∂ν
(

µ
T

)

has to be eliminated in favor another two. Eventually, equa-

tion (A.16) along with relation (A.18) are used to make on-shell the second law expression

∂µS
µ
can =

(

uν∂νu
µ +

∆µν∂νT

T

)2
(

−
(

4ǫ0
3n0T

)2

γ2 +
4ǫ0
3n0T

(γ1 + θ2)− θ1

)

. (A.19)

As it is evident, the scalar sections do not enter into the second law and only the vec-

tor transports can be studied. This is a weird result and it is because of the conformal

symmetry. In order to satisfy the second law demand ∂µS
µ ≥ 0, we must have

−
(

4ǫ0
3n0T

)2

γ2 +
4ǫ0
3n0T

(γ1 + θ2)− θ1 ≥ 0. (A.20)

In this way the vector transports are not limited individually, but the combination of them

is limited. For example in the high density medium (µ ≫ T ), which 4ǫ0
3n0T

→ ∞ we have

γ2 ≤ 0. In the high temperature limit the similar event happens. Thus, in extreme limits we

deal with negative transport γ2 and they do not violate the second law of thermodynamics.

Open Access. This article is distributed under the terms of the Creative Commons

Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in

any medium, provided the original author(s) and source are credited.
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