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Abstract 
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Preface 

Ocdn m`kjmo dn oc` n`^ji_ jpokpo amjh oc` Ejdio M`n`\m^c >`iom`½n #EM>$ Enlightenment 2.0 multi-annual 

research programme. The work started with the classical Enlightenment premise that reason is the primary 

source of political authority and legitimacy. Recognising that advances in behavioural, decision and social 

sciences demonstrate that we are not purely rational beings, we sought to understand the other drivers 

that influence political decision-h\fdib) Oc` admno jpokpo ºUnderstanding our political nature: how to put 

knowledge and reason at the heart of policymaking» kp]gdnc`_ di -+,41, addressed some of the most 

pressing political issues of our age. However, some areas that we consider crucial to providing an updated 

scientific model of the drivers of political decision-making were not fully addressed. One of them is the 

impact of our contemporary digital information space on the socio-psychological mechanisms of opinion 

formation, decision-making and political behaviour. 

The JRC, together with a team of renowned experts addresses this knowledge deficit in a report that 

synthesises the knowledge about digital technology, democracy and human behaviour to enable 

policymakers to safeguard a participatory and democratic European future through legislation that aligns 

with human thinking and behaviour in a digital context. It is hoped that this report will prove useful as 

policymakers reflect upon the forthcoming European Democracy Action Plan, the Digital Services Act, the 

EU Citizenship Report 2020, as well as on how to legislate against disinformation. 

The report has been written in spring/summer of 2020 when the COVID-19 pandemic took hold of Europe 

and the world. During this time, our democracies suffered while technology played a crucial role in keeping 

societies functioning in times of lockdown. From remote distance education to teleworking, religious 

services to staying in touch with family and friends, for many but not all, everyday activities moved online. 

Additionally, technological applications and initiatives multiplied in an attempt to limit the spread of the 

disease, treat patients and facilitate the tasks of overworked essential personnel. 

Conversely, however, significant fundamental rights questions have been raised as unprecedented 

initiatives to track, trace and contain the pandemic using digital technologies have proven controversial. 

Governments invoking emergency measures in support of public health decision-making, used advanced 

analytics to collect, process and share data for effective front-line responses that lacked transparency and 

public consultation. 

When used as an information source, social media have been found to present a health risk that is partly 

due to their role as disseminators of health-related conspiracies, with non-English language speakers 

being at greater risk of exposure to misinformation during the crisis. It is likely that these technologies will 

have a long-lasting impact beyond COVID-19. Yet despite the immediacy of the crisis, the authors invite 

the reader to take a longer perspective on technology and democracy to get a deeper understanding of 

the interrelated nuances. In dark times, we seek to bring light to the importance of understanding the 

influence of online technologies on political behaviour and decision-making. 

 

  

                                                 
1 https://ec.europa.eu/jrc/en/facts4eufuture/understanding-our-political-nature  

https://ec.europa.eu/jrc/en/facts4eufuture/understanding-our-political-nature
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Executive summary  

The historical foundation of the European Union lies in the ideal of democracy as a mode of governing 

social, political and economic relations across European states with the objective of ensuring peace. This 

has led to an unprecedented period of peace across the Union. 

Yet today some of the institutions, norms and rules that underpin this structure are experiencing major 

pressure. A functioning democracy depends on the ability of its citizens to make  informed 

decisions. Open discussions based on a plurality of opinions are crucial; however, the digital information 

sphere, which is controlled by few actors without much oversight, is bringing new information challenges 

that silently shape and restrict debate. 

In terms of understanding the online environment, there are three key vectors that deserve 

consideration by policymakers: actors, content and behaviours.  For the most part, ongoing policy 

reflections have concentrated on understanding the actors and the nature of content. In the absence of 

behavioural reflections, policymakers may feel that they are constantly playing catch-up with 

technological advances. Taking a behavioural approach, this report seeks to help policymakers regain 

agency. Essential components of human behaviour are governed by relatively stable principles 

that remain largely static even as the technological environment changes rapidly.  

Before getting into the details, we provide an answer to the basic question ¹>i q_ \_b[p_ ^c``_l_hnfy 

ihfch_9 C` mi& qbs9º The web is cognitively unique, resulting in specific psychological responses to its 

structure and functionality and differences in perception and behaviour. Structural factors in the design of 

online environments can affect how individuals process information and communicate with one another. 

Cgjiln[hnfs& nb_l_ cm m]c_hnc`c] _pc^_h]_ nb[n mi]c[f g_^c[ ]b[ha_m j_ijf_¼m jifcnc][f \_b[pciol 

offline; this includes the incitement of dangerous behaviours such as hate crimes.  

Based upon an in-depth scientific analysis, four pressure points are identified that emerge when people 

and the online environment are brought into contact without much public oversight or democratic 

governance: i) Attention economy; ii) Choice Architectures; iii) Algorithmic content curation; iv) 

Misinformation and disinformation. Each pressure point is tackled in terms of its specific characteristics 

and how it affects behaviour. A dedicated chapter looks at the implications for policy. 

Attention economy Ö human behaviour unfolds online in an economy in which human attention is the 

predominant commodity. The digital sphere is designed so that people give their valuable resources of 

time, attention and data without considering the costs Ö for themselves and others. This exploits certain 

features of human behaviour, which makes it hard to address at the individual level. On a societal level, 

coordination is needed to assure privacy and autonomy as a public good, otherwise there are deep conflicts 

with the principles of democracy, freedom and equality. 

Social media poses a risk for the fundamental rights to data protection and privacy of users, and even for 

non-users that extends far beyond what individuals explicitly share with social media sites, because of 

how much can be dia`mm`_ amjh pn`mn½ \^odqdot) Ensuring online privacy preserves three core 

components of democratically empowered voters : f reedom of association, truth -finding and 

opportunities to discover new perspectives . Effective privacy online means a strengthened 

democracy offline. 
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The effects of highly personalised advertisements directed at users based on personal behavioural 

characteristics Ö the practice referred to as microtargeting Ö are nuanced and difficult to assess. 

However, there is enough evidence of (at least potential) harm to concern policymakers. The 

microtargeting of political messages has considerable potential to undermine democratic 

discourse Õ a foundation of democratic choice.  Furthermore, research shows that the public are 

opposed to microtargeting about certain content (including political advertising) or based on certain 

sensitive attributes (including political affiliation). 

Despite ongoing discussions about further online regulation, the web experience is uniquely subjective and 

largely influenced by the algorithms of private actors designed to maximise profits by capturing our 

attention without any public accountability. Consequently, business models prevalent ch ni^[s¼m ihfch_ 

economy constrain the solutions that are  achievable  without  regulatory  intervention . 

Choice architectures  Ö are an important determinant of online behaviour. Companies use defaults, 

framing and dark patterns to shape user behaviour . These prompt lenient privacy settings to 

increase user engagement. These design features limit freedom of association, truth -finding, 

opportunities to discover new perspectives, creating challenges for democratic discourse and 

the autonomous formation of political preferences . 

Importantly, users are generally unfamiliar with what data they produce, provide to others and how that 

data is collected and stored when they perform basic tasks on social media platforms. 

Algorithmic content curation  Ö algorithms are an indispensable aspect of digital technologies which 

can be used or abused to impact user satisfaction, engagement, political views and awareness. Curated 

newsfeeds and automated recommender systems are designed to maximize user attention by 

satisfying their presumed preferences, which can mean highlighting polarising, misleading, 

extremi st or otherwise problematic content to maximize user engagement.  The ranking of content 

Ö including political messages Ö in newsfeeds, search engine ordering and recommender systems can 

causally influence our preferences and perceptions. 

While the evidence on filter bubbles is ambiguous, there is legitimacy to the societal concerns raised about 

echo chambers. Scientific findings suggest that there is an ideological asymmetry in the prevalence of 

echo chambers, with people on the populist right being more likely to consume and share untrustworthy 

information. 

Misinformation and disinformation  Ö misinformation generally makes up a small fraction of the 

average k`mnji½n ºh`_d\ _d`o»' but some demographics are disproportionately susceptible (advanced age, 

some cognitive attributes). The problem of misleading online content ̀ so`i_n a\m ]`tji_ nomd^o ºa\f` i`rn» 

and when misleading content is considered in its entirety, the problem is extensive and concerning. 

Two core attributes from the attention economy and human psychology create the perfect conditions for 

the spread of misinformation: algorithms that promote attractive, engaging content [h^ j_ijf_¼m 

strong predisposition to orient towards negative news, as most  ¹`[e_ h_qmº tends to  evoke 

negative  emotions  such as fear,  anger and outrage.  

  



 

 

P
a
g

e
 6

 

The shape and spread of misinformation is governed by social media network structures ; they 

can give rise to significant distortions in perceived social signals that in turn can affect the entrenchment 

of attitudes. 

There are asymmetries in how false or misleading content and genuine content spread online, with 

misinformation arguably spreading faster and further than true information. Some of this asymmetry is 

driven by emotional content and differing levels of novelty. 

Related to this, the interpretation and classification of misleading content often turns on subtle issues of 

intent and context that are difficult for third parties Ö especially algorithms Ö to ascertain, making it 

difficult to distinguish legitimate political speech from illegitimate content. 

Taking democracy online  Ö this chapter looks at the pros and cons of encouraging democracy online. 

Some self-governed online fora have been identified as contributing to radicalisation and toxic extremism. 

Secluded online spaces can function as laboratories that develop extremist talking points that 

then find entry into the mainstream . Importantly, however, online spaces can also provide voices 

to marginalised and disadvantaged communities . 

Current social media platform architectures are not primarily designed for democratic discourse, yet they 

are heavily used for political purposes and debates. The platforms may, for example, provide social signals 

that can lead to misperceptions about relative group sizes. This has consequences for social movements 

who can come to believe that their ideas have broader penetration than they actually do. 

Importantly, government-supported platforms have been shown to allow large-scale public consultation 

with existing research in online deliberative spaces suggesting that when properly designed and 

managed well, online deliberation may match the success of offline deliberative processes . 

What does this mean for policy?  Ö this chapter translates the impact of the four pressure points into 

implications for policymakers. Given the integrated nature of these pressure points, it is not meaningful 

to recommend individual policy actions. Instead, the three fundamental democratic principles of equality, 

representation and participation are used as a framework to shape the proposals formulated in this 

chapter. 

Future Research Agenda Ö of all current and future human behaviours, online political behaviours are 

perhaps the most important ones for our collective future. However, a mix of platform reticence and a lack 

of regulatory clarity have hampered a full scientific understanding of these behaviours. This chapter 

proposes a collectively operated, publicly funded European alternative to commercial platforms that would 

see the research community and citizens jointly pursue a research agenda to understand the influence of 

digital technology on democracy. 
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In the 5 minutes it took you to get to this page... There have been 

20 million Google searches, 6.5 million Facebook logins, 95 

million WhatsApp messages sent, 12.5 million Snaps created on 

Snapchat, 23.5 million videos viewed on YouTube, 8 million Tinder 

swipes, 1 million Tweets tweeted, 7,000 TikTok downloads and 

.)0 hdggdji Dino\bm\hn n^mjgg`_) Oc\o½n \ gjo of posting, swiping, 

tweeting, scrolling, liking, sharing, downloading, viewing and 

snapping but what does it all mean? Who controls that data, 

what are they doing with it, and by what authority? 
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Chapter 1: Introduction  

The historical foundation of the European Union lies in ensuring peace in Europe by means of democracy 

as the ideal way of governing social, political and economic relations across the Union. This ideal has been 

put into practice within and across Member States through a set of institutions, norms, rights and rules 

that have regulated the relationship of trust and legitimacy between governments and citizens, giving rise 

to democracy as arguably one of the most stable forms of political system and collective living. 

Yet today some of these institutions, norms and rules are witnessing major pressure to keep apace with 

the evolving character of societies as well as with their ways of constituting themselves as a political 

community. A functioning democracy empowered by fundamental rights depends on the ability of its 

citizens to make informed decisions. Open discussions based on a plurality of opinions are crucial to 

identify the best arguments, exchange diverse viewpoints and build consensus. Therefore, freedom of 

discussing and exchanging ideas is of essential importance. 

However, the digital information space is bringing new challenges on a different level. In an online 

ºh\mf`okg\^` ja d_`\n» V,X' rc`m` attention is limited and information is sorted by algorithms developed 

by powerful platforms, there is a deeper power structure shaping and restricting debate. Online platforms 

allow and enable the marketplace of ideas to fail, for example through interference in democratic 

processes and elections or other votes. This threatens to manipulate the opinion formation upon which 

democracy depends and exerts undue influence on democratic decision-making. Of course, biased forces 

have always tried to influence political decision-making in pursuit of their own interests. But today, the 

affordability of online communication, its lack of transparency as well as the scope and gravity of influence 

take a much more threatening form. In particular, the digital sphere offers tools that make targeted 

manipulation on a global scale very easy, without offering any transparency, meaningful regulation of the 

actors in the advertising ecosystem or insights into the underlying proprietary processes. 

In terms of understanding the online environment, 

there are three key vectors that deserve regulatory 

consideration; actors, content and behaviours. For 

the most part, ongoing policy reflections have 

concentrated on understanding the actors and the 

nature of content. In the absence of behavioural 

reflections, policymakers may feel that they are 

constantly playing catch-up with technological 

advances. Taking a behavioural approach, this 

report seeks to reduce such uncertainties as Ö 

notwithstanding its variability and diversity Ö 

human behaviour is governed by stable principles 

that remain relatively unchanged even as the 

actors, contents and environments may change 

rapidly. Even though people adapt easily to new 

contexts and environments, that adaptation 

involves relatively stable cognitive processes that 

scientists are beginning to understand well. 

ɅRfgq gq _ am_jgrgml md 

democracies founded 

on the principle of 

freedom. That is our 

bastion, that is our 

platform, that is our 

qrpseejc,Ɇ 

Ö Alcide de Gasperi, 

1952 
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So can ever-evolving digital technologies be regulated? If so how and why? Is there proof that we behave 

differently online from offline? While mindful of the rights-based society in which we live, how can the 

regulatory toolbox be strengthened to reduce the chance of minor technical tweaks (e.g. Facebook adding 

_daa`m`io m`\^odji `hjedn joc`m oc\i oc` ¼gdf`½ api^odji$ c\qdib g\mb` pi\iod^dk\o`_ ^jin`lp`i^`n \o \ 

societal level? 

These are just some of the questions EU policymakers wanted answers to when they were approached to 

discuss the scope of this report that subsequently determined the parameters of the scientific literature 

m`qd`r) Ocdn m`kjmo dn oc`m`ajm` ijo \ ºntno`h\od^ m`qd`r»' ]po dt responds systematically to the scoping 

questions put to the authors by the European Commission. 

The influence of the digital world can only be understood by joint consideration of behaviour and cognition 

on the one hand and the full range of socio-political, philosophical, economic, regulatory and design 

contexts in which it unfolds on the other. This interdisciplinary report recognises and explores this tension 

\o \gg g`q`gn ja \i\gtndn6 amjh oc` h\^mj g`q`g ja oc` º\oo`iodji `^jijht» \i_ cjr do nc\k`n blobal streams 

of human behaviour, to the micro level of the design of newsfeeds and defaults and how they affect 

cognition in the moment. 

The solutions offered in this report will draw on the recognition that human cognition while inextricably 

tied to context, is also governed by stable principles that remain largely unchanged even as the 

technological environment changes rapidly. Understanding those principles and how they are leveraged by 

context will enable policymakers to strengthen the regulatory toolbox with instruments that can transcend 

changes in technology. 

Despite substantial legislation already applying to the online world and several regulatory initiatives 

currently taking shape at the European level, this report is intended to help policymakers identify 

frameworks and policies that can remain meaningful in a rapidly changing world. 

Di ocdn ^jio`so' oc` @pmjk`\i >jhhdnndji½n Ejdio M`n`\m^c >`iom` #EM>$ \gnj m`^jbidn`_ oc` dhkjmo\i^` ja 

incorporating a strategic foresight element into this work to `i\]g` kjgd^th\f`mn oj ºn``» \i_ ^jind_`m 

\go`mi\odq` kjnnd]g` apopm`n) Oc` \ii`s ja oc` m`kjmo km`n`ion _daa`m`io n^`i\mdjn ajm oc` º@pmjk`\i 

diajmh\odji nk\^` di -+.0»' ^m`\o`_ di ^jgg\]jm\odji rdoc \ ]mj\_ m\ib` ja no\f`cjg_`mn' amjh di_pnomt oj 

civil rights groups, from academia to media regulators and policymakers. 
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Methodology 

This report is a state-of-the-science review based upon a solid interdisciplinary critical analysis and a 

synthesis of the relevant peer-reviewed scientific literature. 

As the @pmjk`\i >jhhdnndji½n fijrg`_b` \i_ n^d`i^` n`mqd^`' oc` EM> pn`_ diijq\odq` fijrg`_b` 

brokerage techniques to produce this report; embedding European Commission staff in a team of 

international scientific experts spanning different disciplines. Renowned cognitive psychologists and 

philosophers who contributed to the first study under the Enlightenment 2.0 multi-annual research 

programme were joined by specialists from the fields of Complexity Science, Computational Social Science, 

Constitutional Law, Fundamental Rights, Mathematics and Network Science as well as specialists in the 

ethical and societal implications of Artificial Intelligence. 

The report is firmly embedded in two principles of enquiry:  

¶ First, the authors are committed 

to the idea that truth is not just a 

construct in the eye of the 

beholder but something that 

exists independently and that 

should, in democratic societies, be 

a common goal of political 

debate2; and  

¶ Second, the report is based on the 

balance of evidence rather than 

the balance of opinions and the 

report foregrounds evidence 

irrespective of whether it aligns 

with a preferred balance of 

opinions. 

Where normative judgements were 

required, the experts used the values of 

respect for human dignity, freedom, 

democracy, equality, the rule of law and 

respect for human rights, including the 

rights of persons belonging to minorities, 

as laid down in Article 2 of the Treaty on 

European Union, to guide all 

recommendations. 

Despite the thoroughness of the scientific 

review herein, the authors acknowledge 

three important methodological considerations: 

                                                 
2 United States, United Kingdom, Canada, Germany and Australia; https://www.scimagojr.com/ 
countryrank.php?category=3201 

ɅGd wms u_lr rm f_tc rfc 

right balance of governance 

measures, you need to have 

very clear and strong values 

and in Europe we have these 

values. If you understand 

how we are building our 

continent on these values, 

you understand how you 

lccb rm `cf_tc,Ɇ 

Ö Thierry Breton, European 

Commissioner for the Internal 

Market in a live-streamed 

debate with Mark Zuckerberg, 

Facebook CEO 

18 May 2020 

https://www.scimagojr.com/%20countryrank.php?category=3201
https://www.scimagojr.com/%20countryrank.php?category=3201
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1. Although human cognition is studied the world over, the fields of behavioural science and 

psychology are disproportionately Anglophone. Of the top five countries in psychological 

research, four are either exclusively or predominantly Anglophone and none of those four are 

members of the EU. This imbalance is necessarily reflected in this report and it must be 

acknowledged. Fortunately, although cognition is remarkably flexible and adapts to the 

prevailing context, within western industrialized nations its basic principles have been found to 

]` g\mb`gt diq\md\io) K`jkg`½n ]\nd^ ^jbidodq` \kk\m\opn di >\i\_\ jm oc` PN _j`n ijo _daa`m 

qualitatively from that of people in Finland or Italy. Moreover, although a large share of new 

technology emerges from Silicon Valley, those new modes of interacting and communicating 

almost invariably find global penetration [3]. From July 2019 to July 2020, 98.5% of social 

media use in the EU was on 5 platforms, all of which are American (Facebook: 75.66%; Pinterest: 

8.78%; Twitter: 7.61%; Instagram: 4.47%; YouTube: 1.14%).3  

The reliance on non-European sources therefore does not undermine the significance of the 

findings outlined in this report. However, in light of the possibility that European and American 

cultures may continue to drift further apart, this reliance on non-European research in a 

culturally-sensitive arena is not sustainable. The report therefore concludes with a strong call 

for further European research into cognition within its cultural setting (Chapter 9). 

2. The report does not address the wider context of the contemporary European political landscape 

but instead distils Ö in as much as is it is meaningful and possible Ö the specific digital layer 

added by information technology to previously existing means of exerting political influence. 

This approach does not mean that we assume this digital layer to exist in isolation from offline 

communication, traditional media or larger societal trends. 

3. The report mainly focuses on human political behaviour online. Although we touch on automated 

processes, algorithmic decision-making and artificial intelligence, we mainly exclude from 

consideration non-authentic or non-cph\i \^ojmn np^c \n º]jon»' º\q\o\mn» \i_ ºnj^k-kpkk`on»' 

which are polluting the information landscape with manipulative messages on behalf of hidden 

political interests. Although these artificial entities play an influential role online [4, 5, 6], their 

control is a matter of cybersecurity rather than understanding human cognition online. The 

@pmjk`\i >jhhdnndji½n m`^`io m`kjmo ji >t]`mn`^pmdot4 addresses those threats. Additionally, 

oc` EM>½n m`kjmo º<modad^d\g Dio`ggdb`i^`5 < @pmjk`\i k`mnk`^odq`» kmjqd_`n h\it _daa`m`io 

perspectives of the developing technology and its possible impact in the future5. This report 

touches on artificial entities only when they have unique cognitive or behavioural implications. 

 

                                                 
3 https://gs.statcounter.com/social-media-stats/all/europe  
4 https://ec.europa.eu/jrc/en/news/put-cybersecurity-at-centre-of-society  
5 https://ec.europa.eu/jrc/en/publication/artificial-intelligence-european-perspective  

https://gs.statcounter.com/social-media-stats/all/europe
https://ec.europa.eu/jrc/en/news/put-cybersecurity-at-centre-of-society
https://ec.europa.eu/jrc/en/publication/artificial-intelligence-european-perspective
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Understanding the basics: Cognition in context 

Human cognition is context dependent. No decision is ever made in an informational void. 

¶ When people make decisions about matters of money, health or entertainment, they are 

considerably more likely to accept preselected choice options, so-^\gg`_ º_`a\pgon» V2X) 

¶ When shopping online, we are more likely to click on items at the beginning of a list of options 

or at the very end, irrespective of other aspects of our preferences [8]. 

When the context changes, decisions change. For ̀ s\hkg`' k`jkg`½n npkkjmo ajm ^gdh\o` hdodb\odji kjgd^d`n 

increases considerably if identical economic consequences are presented as a foregone gain (reduction in 

future wealth increases) than a loss (reduction in wealth) [9]. 

>\ggn ajm bm`\o`m ºh`_d\ gdo`m\^t» jm º^mdod^\g ocdifdib» \m`' ]t oc`hn`gq`n' oc`m`ajm` gdf`gt oj ]` disufficient 

to counteract any adverse effects on democracy from political online behaviour. Context matters and it 

^\i jq`mmd_` k`jkg`½n ]`no dio`iodjin' di k\mod^pg\m di \ m\kd_gt ^c\ibdib `iqdmjih`io rc`m` `sdnodib nfdggn 

may rapidly become obsolete. 

Nevertheless, humans are not absolute slaves to their environment. They can be º]jjno`_» oj `s`m^dn` oc`dm 

own agency in specific contexts and they can become more skilled consumers of information [10]. However, 

even though people can be empowered to become better decision-makers, in many cases boosting cannot 

be achieved without relying on platforms to provide the (informational) basis and not to distract. 

To understand digital influence, we must explore the tension between context and cognition at all levels of 

\i\gtndn' amjh oc` h\^mj g`q`g ja oc` º\oo`iodji `^jijht» \i_ how it shapes global streams of human 

behaviour, to the micro level of the design of newsfeeds and defaults and how they affect cognition in the 

moment. 

Levels of context: The macro context 

At the broadest level, we must recognize that we live in an attention economy [11] in which competition 

is becoming increasingly fierce. Whenever we venture online, our attention is a precious commodity that 

platforms vie for in pursuit of profit. We pay fom \ ºam``» n`mqd^` jigdi` ]t n`ggdib jpm \oo`iodji \i_ k`mnji\g 

data to advertisers. At present, the attention economy is the inescapable driving-force of online behaviour 

and no understanding of the influence of online technologies on political decision-making is possible 

without appreciation of this context. 

We must also recognise that most of the information we consume is presented to us shaped and curated 

by algorithms whose design and operations are proprietary and not subject to public scrutiny. Every 

newsfeed and every search result represents output from algorithms that, ultimately, are designed to 

satisfy the demands of the attention economy. This creates an inherent asymmetry in the power of 

platforms and citizens: while the platforms know much about their usersÖand even people who are not 

on their platformsÖ and deploy that knowledge to shape our information diets, citizens know little about 

what data the platforms hold and how they are used to customise our online experience. 
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Levels of context: The micro context 

At the micro level, seemingly trivial platform features can have far-reaching consequences. To illustrate, 

di Di_d\ di -+,3' a\gn` mphjpmn \]jpo ^cdg_ fd_i\kk`mn nc\m`_ qd\ Rc\on<kk½n pigdhdo`_ ajmr\m_ a\^dgdot 

were implicated in at least 16 mob lynchings, leading to the deaths of 29 innocent people [12]. The power 

that digital architectures have to shape individual actions and to turn those actions into collective 

behaviours, has an important corollary: The converse also holds and minor technological revisions can 

result in significant collective behaviour changes. For instance, curtailing the number of times a message 

can be forwarded on WhatsApp (thereby slowing large cascades of messages) may have contributed to 

the absence of lynch killings in India since 2018 [13]. 

More than a decade into the online attention economy, it is difficult to imagine an online environment that 

is designed not to influence and manipulate, but to accurately inform citizens in the interest of civil 

democratic discussion. The first challenge for the future, therefore, is to imagine what a better online 

environment would look like. The annex to this report contains the results of a foresight exercise that 

describes possible alternative futures for the European Information Space in 2035. It is intended to help 

readers reflect in more depth about what they would consider a better future online environment. 

The next six chapters of this report summarise the current state of the science of how online technologies 

interact with human political behaviour and decision-making. 
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Chapter 2: Why do we behave differently online?  

Technological innovations have a long history of evoking a mixture of Utopian euphoria and Dystopian 

fears. Socrates, for example, was deeply troubled by the detrimental consequences of writing (Plato, ca. 

370 B.C.E/1997, pp. 551̧552). 

Some 2,000 years later, we accept that writing has redeemed itself. Heeding this lesson from history, we 

must not lose sight of the immense benefits of the digital revolution. Arguably, the COVID-19 pandemic 

did not wreak unmitigated havoc because digital technologies permitted the economy to continue to 

api^odji _pmdib ºgj^f_jri)» 

Digital technologies, including social media, also made physical distancing more bearable because it 

enables friends and family to stay in touch in ways that would have been unthinkable without the web 

and its multitude of communication apps. 

Nj^d\g h`_d\ c\n \gnj ]``i c`m\g_`_ \n ºgd]`m\odji o`^cijgjbt» V,/X' jrdib oj don mjg` di oc` º<m\] Nkmdib»' 

the Iranian Green Wave movement of 2009 and other instances in which it mobilised the public against 

autocratic regimes. A review of protest movements in the United States, Spain, Turkey and Ukraine found 

that social media platforms (e.g. Twitter and Facebook) serve as vital tools for the coordination of 

collective action, mainly through spreading news about transportation, turnout, police presence, violence 

and so on [15]. Social media were also found to transmit emotional and motivational messages relating 

to protest activity [15]. 

However, at the same time, there is evidence that 

political behaviours Ö and consequently our 

democracies Ö may be adversely affected by 

events on the web. Some analysts have identified 

social media as a tool of autocrats [16], with 

empirical support provided by the finding that the 

more autocratic regimes aim to prevent an 

independent public sphere, the more likely they 

are to introduce the Internet [17]. In Western 

democracies, recent evidence suggests that 

social media can cause problematic political 

behaviours and developments [18, 19, 20, 21]. 

Establishing causality is crucial because it offers 

opportunity for intervention and control. If social 

media were found to cause social ills, then it 

would be legitimate to expect that a change in 

kg\oajmh \m^cdo`^opm` hdbco diagp`i^` nj^d`ot½n 

well-being. In the absence of causality, this 

expectation does not hold: For example, if certain 

people were particularly prone to express their 

hostilities by anti-social behaviours and by 

hostile engagement on social media, then any 

intervention targeting social media would merely 

prevent one expression of an underlying problem 

ɅWmsp gltclrgml ugjj 

enable them to hear 

many things without 

being properly taught, 

and they will imagine 

that they have come to 

know much while for 

the most part they will 

ilmu lmrfgle,Ɇ 

 

Ö Socrates on writing 
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while leaving the other unaffected. 

Establishing causality is, however, notoriously difficult, measurements can only establish an association 

or correlation but not causation. One approach to establishing causality that has gained popularity through 

oc` \q\dg\]dgdot ja º]db _\o\»' dn fijri \n dinomph`io\g q\md\]g` \i\gtndn) Oc` f`t d_`\ ja ocdn o`^cidlp` dn 

to find events in the world that are not associated with the outcome but are associated with the potential 

predictor variable. For example, it is unlikely that the availability of broadband internet, which is driven by 

considerations such as terrain and local regul\odjin V--X' rjpg_ ]` _dm`^ogt \nnj^d\o`_ rdoc k`jkg`½n qjodib 

behaviour. However, broadband availability would be expected to be associated with internet use. This 

identifies broadband availability as a good instrumental variable because it is expected to determine 

internet usage without affecting the outcome variable (voting behaviour in this case) directly. Thus, if the 

variation in internet usage that is due to broadband availability were found to predict voting behaviour, 

then this relationship would be identified as causal. A recent study conducted in Germany and Italy used 

broadband availability at the level of municipality as an instrumental variable. Reliance on the web for 

political information was found to predict the share of votes for populist parties [21]. In both countries, 

reliance on the web as a source of political information strongly predicted voting for populist but not for 

mainstream parties. Because this relationship was due to the variation in web use associated with 

broadband availability, a causal interpretation is possible. 

Several recent studies have established causality in this manner, including for the role of social media in 

triggering ethnic hate crimes [19, 20] and the role of misinformation in voting for populist parties [23]. 

How social media can stir up hate crimes 

It is troubling that social media have been causally linked to hate crimes and ethnic violence by two studies 

that used the instrumental-variable approach. To illustrate, a recent study in Germany [20] examined the 

association between anti-m`apb`` kjnon ji oc` A\^`]jjf k\b` ja B`mh\it½n a\m-right AfD party and hate 

crimes against refugees at the level of municipalities. The analysis revealed a strong relationship between 

the number of online posts and attacks on refugees. Municipalities with AfD Facebook users were three 

times as likely to experience refugee attacks than municipalities without. This association alone, however, 

would not warrant a causal interpretation for the reasons mentioned earlier. To isolate the causal effect 

of social media posts on hate crimes, local internet and Facebook outages were used as the instrumental 

variable. The association between Facebook posts and attacks was found to disappear in localities in which 

outages (e.g. internet services unavailable due to technical faults) prevented access to Facebook for limited 

time periods [20]. The study estimated that a 50% reduction in anti-refugee sentiment on social media 

would result in 421 fewer anti-refugee hate crimes (a reduction of 12.6%) [20]. 

Russian researchers have found similar results with the social-media platform VKontakte [19]. The fact 

that social media usage can have measurable causal effects on politically adverse behaviours such as 

hate crimes must give rise to concern. 
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The distinct cognitive attributes of the web 

The digital world differs from its offline counterpart in ways that have profound consequences for 

individuals as well as society. A more systematic and extensive review of the psychologically-unique 

properties of the internet was recently provided by Kozyreva and colleagues [24]. We leverage their analysis 

to provide a conceptual overview of the cognitive attributes of the web. Many of these are taken up at 

length in later chapters. The researchers identified two systematic differences between online and offline 

environments, one relating to structure and functionality and another relating to differences in perception 

and behaviour. 

Differences in Structure and Functionality. 

Network size . On the one hand, the structures of communities and the number of close friends people 

have online can resemble their offline counterparts [25]. It appears that the cognitive and temporal 

constraints that limit face-to-face networks, such as attention and information processing, also limit online 

social networks. On the other hand, social media permit messages to be broadcast to a potentially very 

large audience. The number of followers (as opposed to followees) on a platform with a directed network 

structure such as Twitter is not limited and can far exceed any offline social reach [26]. When viral content 

travels through these large networks, it can accumulate social reactions (likes, shares, comments, etc.) in 

huge numbers that have no offline equivalent. 

Permanence. On the one hand, the web does not forget. Information can be stored more or less 

indefinitely. This situation prompted the European Union to codify in Article 17 of the General Data 

Kmjo`^odji M`bpg\odji #B?KM$ rc\o dn ^jhhjigt m`a`mm`_ oj \n oc` ºmdbco oj be ajmbjoo`i» which provided 

European citizens with a legal mechanism for requesting, under certain conditions, the removal of their 

personal data from online databases. On the other hand, platform outputs like Google Search rankings or 

Facebook newsfeeds are ephemeral. Do dn ^pmm`iogt dhkjnnd]g` oj m`kmj_p^` rc\o \ n`\m^c ajm º=m`sdo» 

looked like during the UK referendum in June 2016. 

Personalisation . N`\m^c `ibdi`n \i_ m`^jhh`i_`m ntno`hn ^jgg`^o \i_ dia`m pn`mn½ km`a`m`i^`n oj _`gdq`m 

personalised results or recommendations. This technology has led to a gradual relinquishing of public 

control. Algorithms are both complex and non-transparent Ö sometimes for designers and users alike [27]. 

Power of design . The web cannot be accessed without interacting with choice architectures that constrain, 

enable and steer user behaviour. While physical environments such as cities or supermarkets can also be 

engineered, interventions are limited by physical factors and the original purpose of the infrastructure (e.g. 

streets for transport or supermarket shelves for storage). Online, by contrast, these constraints largely 

disappear. This has allowed platforms to evolve into sophisticated choice architectures whose main 

purpose is to engage user attention and persuade users to take certain actions. Moreover, while it might 

take several years to make a city bike-friendly (e.g. by building new bike lanes), adjusting powerful default 

settings of online choice architectures can occur almost instantly and at low costs. 

Differences in Perception and Behaviour. 

Social cues and communication . On the one hand, compared to face-to-face interactions, online 

communication provides several additional opportunities, such as: (a) the potential for anonymity; (b) the 

ability to broadcast to multiple audiences; and (c) availability of extensive audience feedback. On the other 
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hand, online communication eliminates many non-verbal or physical cues (e.g. body language or facial 

expressions). This elimination originally elicited much concern that computer-mediated communication 

might lead to impoverished social interaction [28]. However, it has now been recognised that users can 

replace non-verbal cues in digital communication with verbal expressions and graphical elements such as 

`hjod^jin \i_ ºgdf`n» V-4X) Ijietheless, there is a large literature arguing that the distinctive features of 

online interactions Ö such as anonymity, invisibility and lack of eye contact Ö can reduce inhibitions, 

kjnnd]gt di^m`\ndib k`jkg`½n o`i_`i^t oj `skm`nn \bbm`nndji di jigdi` ajma [30, 31, 32, 33]. The lack of eye 

contact has been identified as having the greatest disinhibiting effect, being more important than 

anonymity [32]. 

Cues for epistemic quality . Much web content now bypasses traditional gatekeepers such as 

professional editors. Content can nonetheless look professional and authoritative. Traditional cues for 

epistemic quality Ö e.g. quality of branding or typesetting Ö have therefore become less useful. New 

markers are emerging, such as crowd-sourcing (e.g. Wikipedia), but social-media feeds are largely curated 

without regard to epistemic quality [34]. 

Social calibration . The internet has radically changed social calibration Ö oc\o dn' k`jkg`½n k`m^`kodjin 

about the prevalence of opinions in their social environment or the population. Offline, people gather 

information about how others think based on the limited number of people they interact with, most of 

whom live nearby. In the online world, physical boundaries cease to matter; people can connect with others 

around the world. One consequence of this global connectivity Ö which is usually heralded as a positive 

feature Ö is that small minorities can form a seemingly large, if dispersed, community online. This in turn 

can create the illusion that even extreme opinions are widespread, a phenomenon known as the false-

consensus effect [35]. It is difficult to meet people in real life who believe the Earth is flat, whereas online, 

among the billions of those active on social-media, there are some who do share this belief and they can 

now easily find and connect with each other. The existence of an epistemic community provides perceived 

g`bdodh\^t ajm \ k`mnji½n ]`gd`a \i_ renders them more resistant to changing their mind [35]. 

Social media has created a further source of miscalibration when multiple people are sharing information 

that is partially based on the same source. For example, if a single news article is retweeted by different 

individuals each of whom adds a comment in the tweet, a common recipient would receive messages that 

are correlated (because they rely on one article) but appear to be independent (because different 

individuals retweet). In those circumstances, people discount the correlation between messages, thus 

º_jp]g`-^jpiodib» oc` pi_`mgtdib ^jhhji njpm^` \i_ ]eing more sensitive to the information than is 

advisable [36]. 

Self-disclosure and privacy behaviour . K`jkg`½n \oodop_`n \i_ ]`c\qdjpmn m`g\odib oj privacy online are 

characterised by several paradoxical aspects. There is some evidence that people tend to be more willing to 

disclose sensitive information in online communications [37] and in online Ö as opposed to face-to-face Ö 

surveys [38, 39]. People are typically also highly permissive in their privacy settings when using the web. 

However, when their attitudes are probed, people profess to put a lot of weight on privacy [40]. This 

divergence between the importance people place on privacy in surveys and their actual behaviour when it 

^jh`n oj \^odib ji ocjn` jkdidjin c\n ]``i d_`iodad`_ \n oc` ºkmdq\^t k\m\_js» V/,X) 

Norms of civility . Behavioural disinhibition is observed in many contexts online. Disinhibition can express 

don`ga di \ ]`c\qdjpm fijri \n ºomjggdib»' \ km\^od^` _`adi`_ \n º]`c\qdib di \ _`^`kodq`' _`nomp^odq`' jm 

disruptive manner in a social n`oodib ji oc` Dio`mi`o rdoc ij \kk\m`io dinomph`io\g kpmkjn`» V/-' k) 42X) 

Trolling can be used strategically to disrupt the possibility of constructive conversation. Trolling and other 
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forms of incivility and harassment are pervasive: For example, among young Finnish people, approximately 

47% reported encountering online hate in 2013 and this proportion had risen to 74% at the end of 2015 

[43]. Women and minorities are disproportionately subject to online incivility and hostility [44]. An 

important dimension of the discussion about online incivility involves the distinction between incivility per 

se (i.e., rudeness) and anti-democratic intolerance [45]. The latter should be of far greater concern Ö even 

if expressed in seemingly civil language Ö than mere lack of politeness. The problem of online incivility 

and anti-democratic intolerance may be compounded by the recent finding that online moral outrage is 

experienced as being greater than in conventional media or in person [46]. 

Dissolution of shared perceptions . The web offers nearly unlimited choice. A result of this abundance 

of choice is that audiences are increasingly segmented. The segmentation of audiences has two related 

consequences for democracy: First, it creates an incentive for extremism because a politician may gain 

hjm` qjo`mn ji oc` `som`h` h\mbdin ja oc`dm º]\n`» oc\i oc`t m`k`g di oc` hj_`m\o` hd__g` da oc`t ^\i 

selectively target extreme messages to their followers [47]. Second, when segmentation is accompanied 

by public polarisation, it becomes possible for politicians to create their own º\go`mi\odq` a\^on» V/3X oc\o 

they present as an ontological counter-measure to accountability [49]. 

Pressure points: citizens vs. the internet . Based on this analysis of the unique cognitive attributes of 

the web [24], four pressure points were identified that emerge when people and the online environment 

are brought into contact without much public oversight and democratic governance. Figure 1 summarises 

these four challenges. Each challenge is taken up in a chapter in this report. 

 

Figure 1 - Map of challenges in the digital world. Adapted from [24].  

Chapter number refers to chapters in this report that take up each challenge. 

The attention economy. We can only consume a finite amount of information. We must therefore spread 

our attention between the multitude of competing sources offered by the web [50]. This has created an 

entire economy and its supporting technological apparatus to compete for our attention. As we will show 

in Chapter 3, the attention economy has several consequences for understanding how political behaviour 

unfolds online. For example, it has been argued that the zero-sum race for finite human attention explains 

why Internet technologies are designed to be appealing, addictive and distractive [51]. 










































































































































































































































































































