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Abstract This report describes the process of gathering and 
analysing public administration requirements with regard to 
CUTLER’s privacy-preserving cloud infrastructure. The 
elicited functional requirements are categorized with 
respect to the four pilots and their importance. 

Keywords Cloud, big data, data analytics, containers, public 
administration, privacy, security, data collection, data 
access, data storage, data deletion, questionnaires, focus 
group, user requirements, functional requirements. 

 

  



D2.1 - Public administration requirements for privacy-preserving infrastructure                       CUTLER-770469 

Filename: CUTLER_D2.1_final                                                                                                     Page 4 of 61 

Copyright  
  

© Copyright 2018 CUTLER Consortium consisting of:  

  

This document may not be copied, reproduced, or modified in whole or in part for any 
purpose without written permission from the CUTLER Consortium. In addition to such 
written permission to copy, reproduce, or modify this document in whole or part, an 
acknowledgement of the authors of the document and all applicable portions of the 
copyright notice must be clearly referenced.  

  

All rights reserved.  

 



D2.1 - Public administration requirements for privacy-preserving infrastructure                       CUTLER-770469 

Filename: CUTLER_D2.1_final                                                                                                     Page 5 of 61 

Deliverable history   

 

Version Date Reason Revised by 

0.1 09/02/2018 Table of Contents 
Filareti Tsalakanidou, 
Spiros Nikolopoulos, 
Yiannis Kompatsiaris 

0.2 22/03/2018 First draft version (alpha version) Filareti Tsalakanidou 

0.3 05/04/2018 
Revised version, mainly revisions 
in Section 5 based on DELL’s 
input 

Filareti Tsalakanidou 

0.4 13/04/2018 
Revised version, addition of 
Section 6 

Andrew Byrne, Fiach 
O’Donnell, Filareti 
Tsalakanidou 

0.5 14/04/2018 
Minor revisions, ready to be sent 
to WP2 partners 

Filareti Tsalakanidou 

0.6 18/04/2018 
Pre-final version, ready for 
internal review 

Filareti Tsalakanidou 

0.7 26/04/2018 
Revised version, addressing 
internal reviewers’ comments 

Filareti Tsalakanidou, 
Andrew Byrne, Fiach 
O’Donnel, 

1.0 27/04/2018 
Final version, ready for 
submission 

Filareti Tsalakanidou, 
Spiros Nikolopoulos, 
Yiannis Kompatsiaris 



D2.1 - Public administration requirements for privacy-preserving infrastructure                       CUTLER-770469 

Filename: CUTLER_D2.1_final                                                                                                     Page 6 of 61 

 List of abbreviations and Acronyms 

 

Abbreviation Meaning 

AWS Amazon Web Services 

CSP Cloud Service Provider 

FTP File Transfer Protocol  

GDPR General Data Protection Regulation 

ICT Information and Communication Technology 

ING Irish grid reference 

IoT Internet of Things 

ITM Irish Transverse Mercator 

I/O Input / Output 

NAS Network Attached Storage  

NoSQL Not only SQL (Structured Querying Language) 

OS Operating System 

OSI Ordnance Survey Ireland 

OSNI Ordnance Survey of Northern Ireland 

SQL Structured Querying Language 

VM Virtual Machine 



D2.1 - Public administration requirements for privacy-preserving infrastructure                       CUTLER-770469 

Filename: CUTLER_D2.1_final                                                                                                     Page 7 of 61 

Table of Contents 
 

1. Executive summary ................................................................................................. 8 

2. Introduction .............................................................................................................. 9 

3. Data analytics platforms & cloud infrastructure ...................................................... 11 

3.1 Cloud deployment models ............................................................................... 12 

3.2 Containers....................................................................................................... 13 

3.3 Container orchestration ................................................................................... 14 

3.4 Data privacy and localisation ........................................................................... 14 

3.5 Hybrid cloud Data Analytics Platform .............................................................. 15 

4. Collection of public administration requirements .................................................... 19 

4.1 Stakeholders identification and creation of focus group ................................... 19 

4.2 Collection of end-user requirements ................................................................ 20 

4.2.1 Questionnaire for the definition of cloud requirements for public 
administration ........................................................................................................ 20 

4.2.1.1 Data collection .................................................................................. 21 

4.2.1.2 Data access ...................................................................................... 21 

4.2.1.3 Data storage ..................................................................................... 22 

4.2.1.4 Data deletion ..................................................................................... 22 

4.2.2 Requirements collection process .............................................................. 22 

5. Public administration requirements for privacy-preserving cloud infrastructure ...... 24 

5.1 Requirements documentation ......................................................................... 24 

5.2 List of cloud requirements ............................................................................... 25 

5.3 Detailed description of cloud requirements ...................................................... 28 

5.3.1 Data collection requirements .................................................................... 28 

5.3.2 Data access requirements ........................................................................ 35 

5.3.3 Data storage requirements ....................................................................... 39 

5.3.4 Data deletion requirements ...................................................................... 41 

5.4 Summary of main requirements & differences among city pilots ...................... 41 

6. Partner-based technology requirements for privacy-preserving cloud infrastructure
 44 

6.1 List of functional cloud requirements ............................................................... 44 

6.2 Detailed description of functional requirements ............................................... 45 

7. Conclusions ........................................................................................................... 48 

8. Appendix 1 – Questionnaire for the definition of public administration requirements 
for privacy-preserving cloud infrastructure ..................................................................... 50 

9. References ............................................................................................................ 60 

 



D2.1 - Public administration requirements for privacy-preserving infrastructure                       CUTLER-770469 

Filename: CUTLER_D2.1_final                                                                                                     Page 8 of 61 

1. Executive summary 
This document presents the results of the user requirements collection and analysis 
process and summarizes the elicited system requirements for the CUTLER privacy 
preserving cloud infrastructure.   

It includes a short presentation of the basics of available cloud models, with a focus on 
hybrid (public/private) cloud infrastructures, and discusses the main choices that have to 
be made for CUTLER’s cloud infrastructure, in terms of virtualization platforms, data 
storage techniques, data processing features, etc. It also provides an indicative 
architecture for a cloud-based big data analytics platform. 

The adopted requirement analysis process was based on an iterative requirement 
collection, refactoring, and enrichment process, involving the four pilot cities 
(Thessaloniki, Antalya, Antwerp, Cork), the corresponding technical partners assigned to 
each of them (CERTH, SAMPAS, IMEC and BLP, respectively) as well the developer of 
the CUTLER cloud infrastructure (DELL). This process has culminated in a set of 
functional requirements that have been categorized with respect to each pilot case and 
also their importance.  
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2. Introduction 
The cardinal objective of CUTLER is to shift the existing paradigm of policy making, 
which is largely based on intuition, towards an evidence-driven approach enabled by big 
data. Our attention is placed on cities that incorporate the water element in their fabric 
and on urban development policies related to this element that effectively balance 
between ensuring the safety and well-being of citizens, strengthening the local economy, 
and protecting the environment.  

The multi-factorial nature of this framework (i.e. environment, society and economy) calls 
for policies that can only be designed and implemented based on a large pool of past 
and current data. These data should come at sufficient scale, representativeness and 
quality to allow the extraction of quantifiable indicators characterizing the eco-system 
around the water element. Thus, at the core of evidence-driven policy making is the 
existence of a sensing infrastructure collecting and maintaining the necessary volume of 
data. This infrastructure may take different forms depending on the domain that it aims 
to sense. For instance, sensing the environment requires a network of sensors (e.g. 
sensor measuring temperature, water quality, etc.) installed in a distributed manner so 
as to ensure the necessary coverage of an area. Sensing the society requires 
participatory platforms where engaged citizens are willing to share their status, 
contribute their opinion, and express their concerns about life in the city. Finally, sensing 
the economic activity requires reporting mechanisms collecting micro- and macro-
economic indicators (e.g. employment rate, Gross Domestic Product, city taxes, touristic 
visits, etc.) that are usually maintained by governmental organizations, chambers, etc. 

The basis of CUTLER’s big data approach is the sensing infrastructures that are already 
installed in cities and are able to offer open demographic data, statistical information, 
sensor readings and user contributed content. More specifically, the following three main 
data categories will be used in CUTLER:  

 real-time data coming from hard-wired sensors such as air or water pollution 
measurements, groundwater levels, flood measurements, etc. but also archived 
historical data to form time-series. These data will be used to sense the 
environmental impact of policies.  

 data coming from online open participatory platforms or social networks  
(e.g. Twitter and Facebook) that allow engaged citizens to act as living sensors 
of their city and can be used to extract opinion trends or estimate public 
sentiment. These data will be used to sense the social consequences of a policy. 

 data coming from official statistics, e.g. National Statistical Agencies data, 
chamber of commerce reports, chamber of tourism reports, GIS-based data from 
pilot sites, etc. External open data from regional and central governments will be 
also collected. These data will be used to sense the economic activity in the city. 

It is obvious that the volume of this data is very large and their nature is highly 
heterogeneous. Thus, before any meaningful information is extracted, the data should 
be cleaned, harmonized and integrated under a common analysis framework. 
Subsequently, methods for big data analytics will be used to extract meaningful 
information/indicators so as to effectively measure the economic activity, assess the 
environmental impact and evaluate the social consequences of policies. The evidence 
extracted from this analysis will be used to support the decision making process by 
being able to inform, advice, monitor, evaluate and revise the decisions made by policy 
planners in the four city pilots, i.e. Thessaloniki, Antalya, Antwerp and Cork County.  

To be able to collect, store, process and analyze this rich and heterogeneous set of big 
data, a cloud-based storage and computing infrastructure will be set up. To 
accommodate for the needs and requirements of the different city pilots, emphasis will 
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be placed on the design of a flexible and horizontally scalable architecture that can be 
easily customized. The solution will utilize open source technologies as well as 
proprietary technologies and solutions from the infrastructure partners within the 
consortium so as to build a “hybrid” cloud infrastructure. The reference architecture will 
adopt a security-by-design approach to address any significant threats identified by 
threat analysis and will also support IoT sensor interfaces so that sensor data can be 
ingested for processing by the hybrid cloud based analytics platform. 

The cloud based infrastructure will provide a highly scalable bandwidth and capacity that 
will facilitate advanced development and use case testing. Still, due to its nature, 
CUTLER is faced with the dual challenge of delivering an infrastructure that will be both 
powerful, to support storage and processing in very large scales, and also flexible, to 
accommodate the different requirements of the four city pilots. 

In this deliverable, we describe the process of gathering and analysing the requirements 
of the end-users of the CUTLER platform, i.e. public administration / municipalities, and 
then document the elicited privacy-preserving cloud requirements, structured and 
codified so as to be easily referenced within this report and in future documents. These 
requirements will provide the basis for the definition of the architecture and technologies 
required for the large scale storage infrastructure (to be specified in D2.3). 

In Section 3, we present the basics of cloud technologies, focusing on hybrid cloud 
solutions, and discuss the main choices that have to be made for CUTLER’s cloud 
infrastructure. 

In Section 4, we present the process and instruments used for collecting the end-user 
requirements by involving key stakeholders from public administration as well as 
technical partners from the consortium.  

In Section 5, we specify the performance and privacy requirements of CUTLER’s cloud 
infrastructure, based on the analysis of the feedback received by the public 
administration. The requirements are categorized with respect to the pilot cases and 
their importance.  

In Section 6, we present an additional set of functional requirements stemming from the 
scientific objectives of CUTLER as well as from partners’ experience from previous 
projects. 

Conclusions are drawn in Section 7, while the Appendix provides information about the 
instruments used for collecting end-user requirements. 
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3. Data analytics platforms & cloud infrastructure 
The recent trend of “Digital Transformation” is having far reaching impacts on society, 
industry and government. Technologies such as Internet of Things (IoT), machine 
learning and artificial intelligence are providing more connected, and more intelligent 
insights into many of the challenges faced today. The advancement and proliferation of 
communication technologies and data platforms, combined with the increasing 
digitization of information has resulted in the generation of vast quantities of data [1]. 
Social media platforms such as Twitter and Facebook are driving much of the increase 
in data generated on the Internet today. In 2017, Twitter was generating over 450,000 
tweets per minute, while on Facebook over 3 million posts are shared per minute, with 
over 500,000 comments per minute and 130,000 photos uploaded per minute [2]. The 
global IoT market is expected to reach $457B by 2020 [3]. All of this equates to Big Data 
that can be collected, aggregated and analysed, resulting in actionable insights.  

In the context of CUTLER, municipalities and third party entities (e.g. environmental 
agencies) operating within the municipalities produce enormous amounts of data but 
lack the automation processes to maximize the valuable insights to be gained. This is 
particularly so when considering multiple diverse sets of data from different sources and 
in different formats (e.g. PDF reports, excel charts, sensor readings, surveys, etc.). 
Traditional, monolithic approaches to analyze such data for the development of policy 
are labour intensive and not conducive to creating a cross-domain perspective on the 
impacts of policy. Leveraging big data analytics has the potential to identify patterns and 
relationships in data from multiple sources, offering new insights and helping to drive 
effective policy decision making.  

The Economic impact of Big Data report [4] defines five key characteristics of big data: 
Velocity; Variety; Veracity; Volume; and Value. This, so called, Five V’s of Big Data sets 
the scope of the challenge for platforms aiming to host Big Data applications.  

 Velocity: A key metric of any big data platform is the speed at which it can ingest 
data, process it, and provide a response.  

 Variety: Different solutions are suited for different data types (unstructured, 
structured, file, object). 

 Veracity: The ability of any application to obtain valuable, accurate insights 
depends on the integrity and accuracy of the data.  

 Volume: As implied by the term Big Data, platforms need to scale to handle huge 
amounts of data without loss of performance. 

 Value: Providing a platform that can perform data analytics at scale economically 
is needed to drive growth in the market.  

When considering these core dimensions of big data it is clear that a platform that can 
scale in terms of I/O, storage and processing power is an absolute requirement. When 
addressing scale, the first design choice is whether to deploy a Virtual Machine (VM) 
based infrastructure or a container based infrastructure. Both of these are virtualization 
platforms that enable workloads to be run in environments where the underlying 
hardware is abstracted away. This is the essence of cloud computing. The key benefits 
of this technique are portability of services and pooling of resources. This results in 
reduced costs and greater resilience against server downtime.  

Briefly, a VM offers end users a virtual OS (Windows, Linux) on which they can run 
services and applications. Figure 3-1 illustrates the hierarchy of a VM architecture 
alongside a container architecture for comparison. To achieve this, a software layer 
(called the hypervisor) runs on top of the physical servers, pooling resources and 
allocating them to VMs. Examples of hypervisor environments include VMware ESXi, 
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KVM, and Microsoft Hyper-V. As well as being able to deploying many applications and 
services on a single OS running in a VM, a VM infrastructure enables the usage of 
automated processes for load balancing and failover.  

Containers on the other hand, share the host OS kernel and are typically packaged with 
common libraries and binaries. This makes containers far more lightweight. In 
comparison to VMs, containers are only megabytes in size and are far quicker to start. 
Containers make it far more efficient to deploy multiple instances of applications or 
services, as they do not require the same level of resource demands as a VM. This 
enables applications to be deployed quicker, and with greater scalability (due to 
lightweight size) than on VMs. A key advantage of containers over VMs is rooted in their 
ephemeral nature. Choosing from one of the many orchestration systems available 
today, multiple copies of containers can co-exist and manage to support failover (in the 
event of a failed container) without any impact on the running service. 

 
Figure 3-1: VM & Container Architectures. 

Section 3.1 will introduce the cloud models available with a focus on hybrid cloud 
infrastructures. Sections 3.2 and 3.3 will then provide a closer analysis of container 
infrastructures and orchestration. Section 3.4 highlights some of the data privacy 
concerns in relation to the collection and processing of big data. Finally, Section 3.5 will 
provide an indicative architecture for a containerized big data analytics platform. 

3.1 Cloud deployment models  

There are three models for cloud computing: public, private, and hybrid. Choosing which 
model depends on a number of factors including cost, scale, security, privacy, and 
management. The most commonly known model is the public cloud. Here, Cloud 
Service Providers (CSPs) make their datacenter resources available on the Internet for 
individuals and organization to deploy applications and services. They are also 
commonly used to provide more cost effective storage. Examples of public clouds 
include Amazon Web Services [6], Google Cloud Platform [7], Microsoft Azure [8], and 
Oracle Cloud [9]. Public clouds are quick to set up and offer the best economies of scale 
due the aggregation and sharing of vast pools of compute, network and storage 
resources.  

Private clouds, by comparison, are managed internally by an organization using privately 
owned datacenters. The principle of the virtualization of resources for pooling and 
sharing remains, offering flexibility and scale to services running in the private cloud. 
This model aims to reap some of the benefits of cloud architectures with greater control 
over the infrastructure. Primarily, private cloud addresses concerns over security and 
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data privacy as it is not dependent on third party providers. However, private clouds 
have a greater initial capital cost to set up and incur maintenance costs (equipment, 
personnel). As such, private clouds are typically not a suitable, economical solution for 
small or medium sized businesses.  

Hybrid cloud aims to offer the best of both models. As illustrated in Figure 3-2, 
organizations can manage a private cloud internally to handle core processes and 
sensitive data, but also leverage public cloud resources on less sensitive processes and 
data. For example, during periods of intensive workloads that exceed the capabilities of 
the private cloud infrastructure, applications or functions can be migrated to the public 
cloud. Public cloud providers can also be used to provide an elastic storage service, 
providing cheaper long term storage facilities. In this way, active or sensitive data can be 
retained on the private cloud while archival data can be offloaded to the public cloud. 
Offloaded data can also be encrypted prior to offloading, and compliance checking 
mechanism can be enforced on the public cloud provider to ensure the confidentiality of 
the data. 

 
Figure 3-2: Hybrid cloud. 

3.2 Containers 

The latest trend in application deployment built for resilience, flexibility and resource 
optimization is in container technologies. Containers are the next evolutionary step in 
cloud computing, designed to improve operational efficiency, and reduce the complexity 
of application development and integration. Containers offer more efficient resource 
allocation, faster deployment times, simplified configuration and greater portability of 
services. 

One of the first mainstream instances of a container was Docker [10]. Docker originated 
as an easy to use package bundled with some core Linux capabilities that enabled 
applications to run consistently on any infrastructure. It quickly grew in popularity as 
developers started running containers in production environments. Figure 3-3 illustrates 
the relationship between the Docker containers running on a single machine, each 
sharing the same OS kernel. Within each container, a specific application is packaged to 
perform a specific service. 
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Figure 3-3: Docker container [10]. 

3.3 Container orchestration  

Running a single or small number of containers enables the deployment of some simple 
services but does not offer full benefit of being able to scale applications. In order to 
achieve true scale, a container orchestration platform is required that will manage 
underlying hardware resources and deploy large numbers of containers into a production 
environment. Considering a modest architecture requiring 10-20 containers to operate a 
data analytics platform. As a proof-of-concept development deployment, there is no 
impending requirement for some orchestration layer. Now, introduce a hybrid cloud 
model with resources distributed across multiple physical nodes, and add a production 
environment requirement to provide continuous updates and patching, failover and 
disaster recovery facilities. Maintenance of the platform quickly becomes untenable.  

Orchestration platforms such as Kubernetes [11] or Mesosphere Marathon [12] 
automate the deployment of containerized applications. They are also capable of 
monitoring resources and traffic patterns to determine when services need to scale out 
or remove containers from the system. 

3.4 Data privacy and localisation 

Another challenge not explicitly captured here but with particular relevance to CUTLER 
is data privacy, data ownership and personal data protection. With the General Data 
Protection Regulation (GDPR) [5] due to come into force in May 2018, there is renewed 
emphasis within the EU on data protection standards and practices. WP1 (Legal, ethical 
and privacy issues for using big data in developing policies for resilient growth) will 
examine the legal aspects of data used in CUTLER, but there is also an obligation to 
take a security by design approach to the definition of the CUTLER platform. A key 
objective of the questionnaire presented in Section 4.2.1 is to establish a baseline 
security posture for the platform based on requirements derived from municipality 
feedback. It is anticipated that a mix of public, commercially sensitive and personally 
identifiable data will be ingested, processed and stored on the CUTLER platform. 
Therefore it is imperative that data protection mechanisms such as encryption, 
anonymization, data signing, and AAA (Authentication, Authorization and Accounting) 
controls are implemented appropriately.  

Data localization must also be considered when defining the CUTLER platform. This 
refers to restrictions that determine where, geographically, data can be stored and 
processed. Data localization applies not only to personal data, but also non-personal 
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data such as environmental data and other aggregated data sets. Public cloud offerings 
such as Amazon Web Services (AWS) [6] define regions in which services and data can 
be hosted, enabling data processors to comply with geographical restrictions. DELL will 
deploy an instance of the CUTLER platform at its site in Cork, Ireland. Following 
feedback from the municipalities and guidance from WP1, the individual pilots can be 
hosted on this deployment. However, if geographical restrictions arise, the design of the 
platform must be done in such a way that it can be deployed on public cloud offerings 
such as AWS. This is not anticipated to be a significant challenge as container platforms 
have matured and are compatible across most common environments. To ensure 
compatibility, due diligence will be performed on all selected components of the platform 
to ensure that they can be deployed in the public cloud. In the case where specific 
proprietary components cannot be deployed, alternative open source components will be 
nominated. 

3.5 Hybrid cloud Data Analytics Platform 

WP4 (Big data analytics for sensing the economic activity), WP5 (Big data analytics for 
sensing the environmental impact) and WP6 (Big data analytics for sensing the social 
consequences) aim to develop a set of tailored analytics tools to derive insights from the 
various data sources. This system of data collection and processing is tied together by 
information and communication technologies (ICT) that enable data collection, edge 
processing, data transmission, data analytics and data privacy. The primary objective of 
WP2 is to develop a state-of-the-art hybrid cloud big data platform that will easily 
integrate the technical solutions from WP4, WP5 and WP6, as well as offer a level of 
customization for each of the pilot sites. This section will describe the roles of each of 
the core functional blocks of such a platform through the various phases of the data 
analytics process as illustrated in Figure 3-4.  

 
Figure 3-4: Data processing phases [4]. 

Figure 3-4 establishes the core processes involved in a data analytics platform. Data is 
first generated and imported to the platform. This data can be live data such as real-time 
sensor readings from remote IoT sensors, online survey data, and social media feeds, or 
static data such as environment reports, policy documents, census data, etc. Live data is 
actively streamed to the platform, while static data is uploaded by file transfer. Uploading 
static files is a trivial task, with many variations available of the File Transfer Protocol 
(FTP) for transferring files across the Internet.  

Streaming live feeds, however, opens up additional requirements in relation to 
throughput and latency. A simple scenario involves a single data source feeding a single 
process on the analytics platform. This quickly evolves to multiple sources of data 
feeding multiple processes in the analytics platform. In order to manage the incoming 
messages, a dedicated messaging queueing process is required to handle the volume of 
messages reliably. Platforms such as Apache Kafka [13], RabbitMQ [14], and Spring XD 
[15] provide a range of capabilities and architectures to handle large message queues. 

The second stage of the platform performs the data analytics and processing on the 
data, extracting meaningful insight from the data sets. There are two classifications of 
processing here to consider: Batch processing refers to processing large blocks of data 
that are already stored on disk. In the context of CUTLER, an example of this data would 
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be environmental reports. The Hadoop architecture [16] has been the cornerstone of 
batch processing since it was originally released in 2006, when Internet giants such as 
Twitter and Facebook were rising in prominence. In more recent years however, stream 
processing has risen in popularity as organizations seek to develop applications and 
services that can respond quicker with near real-time notifications and analytics. 

Stream processing allows a platform to ingest data directly into the analytics tools, 
enabling the realization of real-time analytics results. What makes stream processing so 
effective is that it operates on data in memory, before it reaches the disk. In-memory 
processing of data is far quicker than processing data that needs to be read and written 
back to the disk. In the context of CUTLER, stream processing is suited for IoT sensor 
and social media feeds.  

IoT data in particular demands stream processing in order to maximize the value from it. 
IoT devices are typically lightweight, battery power devices that record data from an 
attached sensor and relay that information on, either directly to the cloud platform via a 
mobile network or to an edge gateway. Where an edge gateway is deployed, the edge 
gateway will typically manage a group of IoT sensors, aggregating their data feeds, 
optionally performing some pre-processing, and forward on to the cloud platform via a 
mobile network. In scenarios where there exists a critical control loop at the data source, 
the edge gateway can be used to perform local analytics thereby reducing the latency in 
responding with a control signal based on the analysis. As the purpose of the CUTLER 
project is to inform policy designs, such a control loop is not envisaged. Therefore, a 
gateway deployment is only necessary for the management of IoT sensors, executing 
some pre-processing (e.g. data anonymization, encryption) on the aggregated data, and 
relaying the data to the cloud platform. 

Considering the variety of expected data sources and types, the CUTLER platform will 
need to be capable of supporting both batch and stream processing. Apache Spark [17] 
offers a solution that is capable of both stream and batch processing. Strictly speaking, 
Spark operates on micro-batches of data, providing pseudo-stream processing. This flow 
is illustrated in Figure 3-5. Alternatives to Spark include Apache Storm [18] and Apache 
Flink [19], which perform actual stream processing on the data as it is ingested. Hadoop 
has evolved over time too, with Hadoop YARN enabling integration with Spark and other 
stream processors. 

 
Figure 3-5: Spark Stream Data Processing Flow.  

On the storage and curation side of the platform process, deployments of the physical 
infrastructure can range from commodity hard-disks, to network attached storage (NAS), 
to cloud storage solutions. Physical read-write latency is one of the important factors for 
choosing physical storage infrastructure. 

Whatever the underlying physical infrastructure, software for implementing the database 
will also be required to store input data and results from the analytics process. The 
choice of database largely depends on the data strategy needed to support the service. 
Core questions here include: will the data be structured, unstructured, or a mix of both? 
Does the database need to be scalable or distributed across multiple sites? What level 
of read/write latency can be accepted by the application or service? What level of data 
availability is required (e.g. in the event of a hardware failure, etc.)? 
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Examples of structured data include spreadsheets with defined columns and rows, or 
sensor data with timestamped measurements. This class of data is easily searchable 
and suited to relational databases. Structured Querying Language (SQL)-based 
solutions, like MySQL [20], PostgreSQL [21], SQLite [22] and similar, are typically used 
for storing structured data in relational databases. The nature of relational databases 
and their ability to link entries throughout various tables within the database makes them 
particularly suitable for running complex queries and executing routine data analysis.  

Unstructured data can include feeds from social media, documents, images and video 
files and requires a different approach for effective storage and access. “NoSQL” (not 
only SQL) databases are, typically, more appropriate for unstructured data. MongoDB 
[23], Cassandra [24] and HBase [25] are examples of NoSQL database solutions [26]. 
Cassandra requires data to be structured, whilst MongoDB and HBase can accept 
unstructured or semi-structured data [27]. These solutions vary in terms of their 
performance and it is important to consider the nature of the application or service when 
choosing a solution, e.g. will the operations on the database be predominantly reads, 
writes, updates or a combination? 

Another significant feature of many NoSQL databases is scalability, which can be an 
important advantage when the volumes of data to be stored are large and/or expected to 
grow over time. Sharding the database can also provide scalability. Sharding involves 
storing subsets of data on physically different servers [28]. It can be useful for SQL and 
NoSQL solutions when the size of the database and/or the required workload exceeds 
hardware limitations, when physical isolation between different subsets of data is 
required (e.g. multiple tenants) or when geographic separation of subsets of data is 
required. 

Another influencing factor for the choice of database is its compatibility with other 
components in the platform. For example, both Apache Spark and Apache Storm can 
use either Cassandra or MongoDB as a data source/sink, whilst Apache Flink does not 
currently have a dedicated connector to ingest data from MongoDB. 

Finally, the platform must provide the output of the analytics in a meaningful way in order 
to apply notifications, trigger actions, and clearly inform the intended recipient of the 
analysis. For time critical responses, reactive applications such as Apache Akka [29] can 
provide close to real-time alerts without the deep analysis of stream/batch processing. 
For general data visualization and reporting, the analysis produced by the batch/stream 
processing components and stored in the database can be fed into applications 
developed in WP4, WP5 and WP6, presenting a dashboard to users with meaningful, 
contextualized information.  

Figure 3-6 illustrates a generic data analytics architecture bringing together the various 
components described above. Such an architecture will be deployed on public, private or 
hybrid cloud models, making use of virtualization to manage and distribute resources. It 
is expected that the core components of the architecture will be deployed using 
containers. However, it is possible that this architecture will be built on top of VM 
infrastructure such as vSphere [30]. D2.3 – “First version architecture for scalable hybrid 
cloud infrastructure” will present the state of the art in this respect and consider the 
requirements resulting from this deliverable to produce the final architecture for the 
CUTLER platform. 
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Figure 3-6: Template architecture for Data Analytics Platform. 
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4. Collection of public administration requirements 
In this section, we describe the process followed for the elicitation and analysis of end-
user requirements that will define the architecture and technologies required for 
CUTLER’s large scale storage infrastructure.  

End-user requirements are obtained by engaging with key stakeholders from public 
administration and, more specifically, with the people involved in the policy making 
processes of the four pilot cities, i.e. Thessaloniki, Antalya, Antwerp and Cork County. 
The main instruments employed to facilitate this engagement include the establishment 
of a focus group and the development of a structured questionnaire discussing issues 
such as data collection, storage, access and deletion.   

In the following subsections, we describe the requirements collection process and the 
instruments used.  

4.1 Stakeholders identification and creation of focus group 

As explained before, CUTLER’s cloud infrastructure should be flexible so as to support 
the different needs and requirements of the public administration and, most specifically, 
the needs of the four city pilots. The latter involve different policies and, thus, different 
kinds of data sources, different existing IT infrastructure, different internal processes for 
data handling and data security, different internal regulations, etc. 

To be able to identify the needs of the four pilots, a focus group has been established, 
comprised of stakeholders from the pilot cities as well as technical partners. The 
stakeholders include people involved in the policy making process of each city that are 
also involved in/ are familiar with the CUTLER project. This was necessary so as to have 
people that not only know well the internal processes of each municipality (in terms of 
both policy making as well as data handling) but also understand the objectives of the 
project and have been introduced to the technologies/methodologies used to accomplish 
these objectives. Two people from each city have been selected to participate in the 
focus group, resulting in 8 people in total.  

In addition to these stakeholders, the focus group also included people from the 
technical partners of CUTLER. More specifically, a technical partner has been assigned 
to each pilot partner so as to help them better understand and handle the technical 
aspects of the project, during the whole project duration. The need of bridging the gap 
between policy planners and technical developers was taken into consideration even 
during the writing of the proposal, thus, CERTH, SAMPAS, IMEC and BLP are the 
technical partners assisting THESS, ANTALYA, ANTWERP and CORK, respectively. 
Two people from each of these partners have been selected to participate in the focus 
group. In addition, the focus group was assisted by DELL, the partner responsible for 
developing the cloud infrastructure (WP2 leader). In Table 4-1, the members of the focus 
group are presented. 

 

Table 4-1: List of stakeholders involved in the focus group 

Stakeholder 
category 

Organization 
Name of focus group 
member 

Interests/position 

Public 
administration  

Municipality of 
Thessaloniki 

Mr Manolis Mimilidis 
e-Governance department, 
ICT systems expert 

Dr Georgios 
Papastergios 

Operational Planning 
department 
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Antalya 
Metropolitan 
Municipality 

Ms Hafize İlhan Özkan  
Directorate of EU Relations 
and Project Management, 
Operational planning 

Mr Hüsamettin  Elmas Directorate of Urban Planning 

City of Antwerp 

Ms Rebecca Beeckman 
Department of Energy and 
Environment, Data 
management & smart cities 

Mr Ronny Van Looveren  
Department of Energy and 
Environment, Climate change 
strategy & climate adaptation  

Cork County 
Council 

Mr Darragh 
O'Suilleabhain 

Economic Development 

Ms Máire Daly 
Planning Policy Unit, 
Executive Planner 

Technical 
partners 

CERTH 
Dr Filareti Tsalakanidou ICT expert 

Dr Spiros Nikolopoulos ICT expert 

SAMPAS 
Dr Serdar Yumlu ICT expert 

Mr Habib Gultekin  ICT expert 

IMEC 
Dr Philip Leroux ICT expert, big data 

Ms Astrid Philippron ICT expert, big data 

BLP 
Mr Kieran Thornton Engineer 

Dr Noreen O’Brien ICT expert and engineer 

DELL 

Dr Andrew Byrne ICT expert, cloud 

Dr Niamh O’Mahony ICT expert, cloud 

Mr Fiach O’Donnell ICT expert, cloud 

 

The members of the focus group were introduced to the basics of cloud infrastructure 
and then cooperated in groups (pilot partner+ technical partner) for the identification of 
the requirements of each pilot site. During this process, the pilot partners were also 
assisted by the IT and legal departments of each organization, which have long 
experience in data handling, from both a technical and a legal perspective.  

4.2 Collection of end-user requirements  

For the collection of end-user requirements for the cloud infrastructure, a structured 
questionnaire has been developed by DELL and CERTH, which covers the whole 
lifecycle of data, from collection to deletion. One questionnaire was filled in for each pilot 
site by the corresponding pilot partner in cooperation with the assisting technical partner.  

In the following subsections, we describe the questionnaire content and summarize the 
steps of the completion process. 

4.2.1 Questionnaire for the definition of cloud requirements for public 
administration 

The developed questionnaire includes four parts, adhering to the general outline of the 
lifecycle of data. The questions are grouped into the following groups:  
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 Data Collection  
 Data Access/Use  
 Data Storage  
 Data Deletion 

The questionnaire can be found in Section 8 – Appendix 1.  

4.2.1.1 Data collection 

The questions in the first part of the questionnaire are related to the data collection 
process. The aim of this set of questions is to identify the type, frequency and volume of 
collected data as well as possible restrictions in the data collection process, in case of 
personal or sensitive data. 

More specifically, the aim is to specify the following: 

 what kind of data types are collected by each pilot (documents, data streams, 
data bases, etc.), whether this data is structured or unstructured, and what are 
the respective file formats/extensions (e.g. xls, csv, pdf, doc, json, custom type, 
etc.) 

 what kind of real-time data sources are envisaged for collecting data (such as 
environmental sensors or participatory/social media platforms) and how many 
sources they project using (i.e. how many sensors of each type or how many 
platforms). What is the frequency (e.g. per minute, per hour) and estimated 
volume (e.g. file size in KB or number of posts) of live data sources to be pushed 
in the CUTLER platform. 

 what kind of static data sources are envisaged for collecting data (such as 
reports including economic or environmental data). What is the frequency (e.g. 
per day, per hour) and estimated volume (i.e. file size) of static data sources to 
be pushed in the CUTLER platform. 

 whether there are restrictions (legal or otherwise) in how the data can be 
collected from each data source. More specifically, whether personal data is 
included (in which case the GDPR [5] or other similar national legislation (e.g. 
[31]) is applicable and the data controller/processor should be defined) or not (in 
which case it should be defined whether there is any other piece of legislation 
applicable to that particular situation, e.g. trade secret Directive, IP issue, etc.), 
and whether there are licenses from 3rd party associations/organizations/ 
institutions that should be acquired in order to use the data. 

 how sensitive the data is, according to the estimation of local authorities 
(sensitive in the sense of Art. 9 GDPR or sensitive in light of other considerations 
not foreseen in the GDPR (e.g. commercially sensitive)). 

4.2.1.2 Data access  

The questions in the second part of the questionnaire are related to data access and 
data protection. The aim of this set of questions is to specify the type of access required 
to the data, the security mechanisms that must be put in place, the access control 
options to be supported, etc.  

More specifically, the aim is to specify the following: 

 whether public or internal access is required to the visualization of the data, 
and which data fall under each category (e.g. public access for all environmental 
data and public access to non-personal data from social platforms). 
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 whether there will be people that will have administrative control over data 
accessing/monitoring and which groups will that be. 

 what IT resources (equipment, staff, third-party platforms like Amazon cloud, 
etc.) are available within each city to support the CUTLER platform. 

 what type of interface is required for access to the data (Web portal, data-
specific application/interface, etc.) 

 what security mechanisms are required for data protection (Data At Rest 
encryption, Data In Transit encryption / VPN, access logs, digital signatures, etc). 

 what kind of user authentication methods are required for data access (e.g. 
username-password authentication, certificates, etc.). 

 whether there are any existing internal policies for access control and 
security relating to the datasets. 

 whether there are any specific requirements in relation to responsiveness or 
latency of the platform, e.g. whether there are data that need to be processed in 
real-time. 

 whether there are any other specific compliance or legislative requirements 
(other than GDPR [5]) on the data. 

4.2.1.3 Data storage 

The questions in the third part of the questionnaire are related to data storage. More 
specifically, the aim is to specify the following: 

 whether some or all data need encryption when stored. 

 whether some or all data need migration or storage in a certain geographical 
location. 

 whether there are specific database requirements (e.g. database model). 

 whether some backup or disaster recovery model for the data is required.  

4.2.1.4 Data deletion  

The questions in the fourth part of the questionnaire are related to data deletion. More 
specifically, the aim is to specify whether the data require being deleted/destroyed after 
a certain period of time and what is the retention policy for the different types of data. 

4.2.2 Requirements collection process 

After the establishment of the focus group and the development of the questionnaire and 
before its completion, several bilateral meetings were organized between the public 
administration members of the focus group and their technical partners so as to inform 
the former about the content of the questionnaires and the information they were 
required to provide. The main issues discussed included the basics of cloud technology 
and its advantages for big data storage and processing, the benefits of moving the 
collected data to the cloud, whether private, public or hybrid clouds should be used for 
the specific pilots, what security measures should be taken in order to protect the 
collected data, what regulations or policies are already in place in public administration 
for data handling, etc.  

Based on the policy plans that have been decided to be implemented in each pilot, pilot 
and technical partners wrote down a list of possible data sources to be used in each pilot 



D2.1 - Public administration requirements for privacy-preserving infrastructure                       CUTLER-770469 

Filename: CUTLER_D2.1_final                                                                                                     Page 23 of 61 

site in order to sense the three pillars of CUTLER, also in conjunction with the work done 
in WP3 for the definition of CUTLER data sources (as part of D3.1 “Requirements for 
data crawling, integration and anonymization” (to be delivered in M6)). After this (still not 
final at this point) list was identified, information regarding the frequency and volume of 
data was provided, based on the preliminary work for D3.1. In addition, the pilot partners 
identified which data sources contain potentially personal and sensitive information and 
provided information about the internal procedures/rules in place for handling this data. 

Subsequently, pilot and technical partners discussed and identified the security 
measures required for storing and accessing the data as well as the already existing 
internal policies on these matters within each organization. Other technical issues 
regarding the cloud infrastructure were also clarified.  

After these discussions, the focus group members filled in the questionnaires (one for 
each pilot) also in cooperation with the IT and legal departments of each city. The 
questionnaires were sent to CERTH and DELL, which studied them and then asked for 
further clarifications for issues that were not adequately addressed or where still unclear. 
During this process, some calls were arranged between the focus group, CERTH and 
DELL, to further discuss what information was required by the public administration and 
help them better understand some points and the options that were available to them. 

The final version of the questionnaires was collected by CERTH, which in cooperation 
with DELL analyzed the focus group feedback to extract a set of requirements for 
CUTLER’s cloud infrastructure, categorized with respect to each pilot case and also their 
importance. These requirements are presented in Section 5. In addition to the set of 
end-user-based requirements, the cloud expert of the project (DELL) in cooperation with 
the technology partners compiled a set of functional requirements based on the 
objectives of the project and their experience from other projects. These are presented 
in Section 6. 
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5. Public administration requirements for privacy-preserving 
cloud infrastructure    
After the collection of the questionnaires filled in by the focus group, CERTH and DELL 
analyzed the available feedback to extract a set of requirements that will drive the design 
of the architecture of CUTLER’s cloud infrastructure. Based on the questionnaire 
structure, the analysis focused on providing requirements that are a) clear, i.e. 
unambiguously interpretable and straightforward to map to a system property, b) 
complete, i.e. provide sufficient detail in order to be of value to the cloud infrastructure 
design, and c) conflict-free, i.e. do not create conflict with other requirements.  

Once a clear set of requirements could be identified, the requirements were organized in 
categories and prioritized according to their significance. In the following sub-sections, 
we briefly discuss the requirements documentation and present these requirements in 
detail. 

5.1 Requirements documentation 

The cloud infrastructure deals with the whole lifecycle of data from collection to storage, 
to protection, to access, to security and, to deletion. Consequently, the collected 
requirements also deal with a variety of issues, while presenting the needs of different 
public administration bodies (i.e. the four pilot cities). Presenting the full list of 
requirements without any structure would be of little help to project stakeholders. For this 
reason, the processed requirements are presented in categories and are codified.  

Table 5-1 and Table 5-2 present the selected top-level categorization and the selected 
coding scheme, respectively. Following the structure of the questionnaire, four basic 
categories of cloud requirements are identified (Table 5-1), i.e. requirements related to 
data collection (DC), data access (DA), data storage (DS), and data deletion (DD) 
(Category F (functional) requirements are described in Section 6). Moreover, 
requirements are associated to the different pilots: Thessaloniki pilot (PiThess), Antalya 
pilot (PiAntal), Antwerp pilot (PiAntw), Cork County pilot (PiCork) or all pilots (PiALL). If 
not associated with any use pilot case, then they either stem from the scientific 
objectives of the project or are promoted by the technology providing partners. In 
addition, the requirements (since they refer to the handling of data) can be associated to 
one of the three pillars of CUTLER, i.e. Society (Soc), Environment (Env), Economy 
(Eco), or all of them (DataAll). The abbreviations used for denoting the respective 
requirement dimensions are listed in Table 5-2. 

Finally, each requirement is assigned a level of priority, i.e. mandatory (M) or desirable 
(D), to help prioritize cloud development (WP2) activities in the project. The priority of a 
requirement stems from both the end-user perspective but also the cloud experts 
perspective, i.e. they both decide for its significance for the CUTLER infrastructure.  

 

Table 5-1: Top-level categorization of requirements 

CODE Category 

Data collection  DC 

Data access  DA 

Data storage  DS 

Data deletion  DD 

Functional F 
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Table 5-2: Abbreviations used for coding requirements 

CODE Dimension 

PiThess  Municipality of Thessaloniki pilot 

PiAntal  Metropolitan Municipality of Antalya pilot 

PiAntw  City of Antwerp pilot 

PiCork Cork County pilot 

PiAll  All pilots 

Soc Society 

Env Environment 

Eco Economy 

DataAll Society, Environment and Economy 

5.2 List of cloud requirements  

Starting from the initial concept of CUTLER, the consortium captured and analysed the 
user and system requirements for the cloud infrastructure, which are presented in detail 
in this section. 

Each requirement was assigned an alphanumeric code of the form X.NN.MM, where X is 
a letter corresponding to one of the categories of Table 5-1 and NN is a number such 
that requirements of the same category are consecutively numbered starting from 1. MM 
is a number such that requirements of the same sub-category are also consecutively 
numbered. Each requirement is succinctly expressed by a one-line description (“Short 
name”) and is further accompanied by a series of codes in the form [Pilot case]-[Type of 
data source],  according to the coding scheme described in Table 5-2 above, and a 
priority level (M/D). The actual requirement is specified in more detail by its “Description” 
field. Finally, in many cases, some practical and other considerations are documented in 
the “Comments” field. In Table 5-3, a succinct summary of all identified requirements is 
presented. Each requirement is further analysed in Section 5.3, where more detailed 
descriptions are provided. 

 

Table 5-3: Requirements summary table 

# Short name Code(s) Priority 

DC Data collection 

DC.1.1 Support document collection PiAll-DataAll M 

DC.1.2 Support data streams  PiAntal+PiAntw-Env M 

DC.1.3 Support database collection PiThess-Soc  

PiAntal-Soc  

PiAntw-Env+Soc 

PiCork-DataAll 

M 

DC.2.1 Support structured data PiThess-DataAll 

PiAntal-DataAll 

PiAntw-Env+Soc 

PiCork-DataAll 

M 

DC.2.1.1 Support .xls and .csv files PiThess-DataAll M 
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# Short name Code(s) Priority 

PiAntal-Env  

PiAntw-Env 

PiCork-DataAll 

DC.2.1.2 Support MySQL, MS Access, MS Azure 
Cosmos DB, and Oracle DB databases 

PiAntal-Soc  

PiAntw-Env 

PiCork-DataAll 

M 

DC.2.1.3 Support GIS databases PiAntw-Env 

PiCork-DataAll 

M 

DC.2.1.3.1 Support GIS databases with ITM and ING 
coordinate systems 

PiCork-DataAll  M 

DC.2.1.4 Support other database formats  D 

DC.2.2 Support unstructured data PiThess-Env+Eco 

PiAntal-Env+Eco 

PiAntw-Env+Eco 

PiCork-DataAll 

M 

DC.2.2.1 Support .txt, .doc, .pdf, .html files PiThess-Env+Eco 

PiAntal--Env+Eco 

PiAntw-Env 

PiCork-DataAll 

M 

DC.2.2.2 Support custom file formats  D 

DC.2.3 Support semi-structured data PiAll-Soc M 

DC.2.3.1 Support .json files PiAll-Soc M 

DC.3.1 Support real-time data sources PiThess-DataAll 

PiAntal-Env+Soc 

PiAntw-Env+Soc 

PiCork-DataAll 

M 

DC.3.1.1 Minimum/maximum number of real-time 
data sources  to be supported per city pilot 
is 10/100 

PiALL-Datall M 

DC.3.1.2 Minimum/maximum volume of real-time 
data to be supported per day per city pilot is 
100 MB/50 GB 

PiALL-Datall M 

DC.3.2 Support static data sources PiALL-Env+Eco 

 

M 

DC.3.2.1 Minimum/maximum number of static data 
sources  to be supported per city pilot is 
5/30 

PiALL-Datall M 

DC.3.2.2 Minimum/maximum volume of static data to 
be supported per month per city pilot is 50 
MB/300 MB 

PiALL-Datall M 

DC.4.1 Support data sources including personal 
data, conforming to GDPR  

PiThess-Soc 

PiAntw-Soc+Eco 

PiCork-Soc+Eco 

M 

DC.4.2 Support data sources including personal PiAntal-Soc+Eco M 
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# Short name Code(s) Priority 

data, conforming to Turkish Personal Data 
Protection Law 

DC.4.3 Support data sources requiring 3rd party 
licences  

PiAntw-Soc+Eco+Env  

PiCork-Eco 

M 

DC.5.1 Support collection of sensitive personal 
data  

PiThess-Soc 

PiAntal-Soc+Eco 

PiAntw-Soc+Eco 

PiCork-Soc+Eco 

M 

DA Data access 

DA.1.1 Support public access to data visualization  PiThess+PiCork -
DataAll 

M 

DA.1.2 Support internal access to data 
visualization 

PiAntal+PiCork - DataAll M 

DA.2.1 Support administrative groups with control 
over data access/ monitoring on the cloud 
platform side 

 M 

DA.3.1 Support administrative groups with a limited 
control over data access/monitoring on the 
pilot side 

PiAntal+PiAntw+PiCork 
-DataAll 

M 

DA.4.1 Support a web-portal interface for data 
access 

PiThess+PiAntal+PiCork 
- DataAll 

M 

DA.4.2 Support a data-specific application/interface 
for data access 

PiAntw+PiCork-DataAll M 

DA.4.3 Support a mobile app interface PiCork-DataAll M 

DA.4.4 Support other types of interfaces for data 
access 

 D 

DA.5.1 Support Data At Rest encryption PiAntw+PiCork-DataAll M 

DA.5.2 Support Data In Transit encryption / VPN PiCork-DataAll M 

DA.5.3 Support access control list PiAntal+PiCork - DataAll M 

DA.5.4 Support data anonymization PiThess-Soc+Eco M 

DA.5.5 Support digital signatures PiAntal-DataAll M 

DA.5.6 Support access logs PiAntal+PiCork-DataAll M 

DA.5.7 Support other types of security 
mechanisms for data access 

 D 

DA.6.1 Support real-time access to data PiAntw-DataAll M 

DA.7.1 Support data access where the personal 
data controller is the municipality 

PiThess-Soc 

PiAntal-Soc 

PiAntw-Soc 

PiCork-Soc+Eco 

M 

DA.7.2 Support data access where the personal 
data controller is a third party 

PiCork-Soc+Eco M 

DA.8.1 Support username-password user 
authentication 

PiALL-DataAll 

 

M 



D2.1 - Public administration requirements for privacy-preserving infrastructure                       CUTLER-770469 

Filename: CUTLER_D2.1_final                                                                                                     Page 28 of 61 

# Short name Code(s) Priority 

DA.8.2 Support digital certificates for user 
authentication 

 D 

DA.8.3 Support other user authentication 
mechanisms 

PiAntw-DataAll D 

DA.9.1 Support a metadata policy PiCork-DataAll M 

DS Data storage 

DS.1.1 Support data encryption  PiCork-Soc+Eco D 

DS.2.1 Support data storage in DELL’s cloud 
infrastructure in Ireland 

 M 

DS.2.2 Support data storage in the country of the 
pilot site 

PiAntal-DataAll M 

DS.2.3 Support data storage locally in the pilot site  D 

DS.3.1 Support database model SQL 2012  PiCork-DataAll M 

DS.3.2 Support other/alternate database models  M 

DS.4.1 Support data backup PiALL-DataALL M 

DS.4.2 Support disaster recovery  PiALL-DataALL M 

DD Data deletion 

DD.1.1 Support data deletion PiALL-DataALL M 

DD.1.2 Support data destruction PiALL-DataALL M 

DD.2.1 Support data retention policies PiALL-DataALL M 

 

5.3 Detailed description of cloud requirements 

5.3.1 Data collection requirements 

Category DC requirements pertain to the collection of data from various data sources 
and deal with issues such as data type, data format, data source type, etc. Note here 
that an exhaustive list of data sources, data formats and info on data frequency and 
volume will be provided in D3.1 (to be delivered in M6). D3.1 will also provide 
requirements for data crawling, data cleaning, data integration, etc. The requirements 
below focus on some of the aforementioned aspects from the cloud point of view, i.e. we 
are not interested in the specific sources but rather on their type and data format, if they 
are real-time or static, if personal data is to be stored (which require special privacy and 
security mechanisms dictated by the personal data protection laws such as GDPR), etc. 

 

# Short name Code(s) Priority 

DC.1.1 Support document collection PiAll-DataAll M 

Description: The cloud infrastructure should support the collection of documents containing 
environmental, economic or societal data. These documents can be available online or can be 
obtained on request.  

Comments: Various file formats will be supported including txt, pdf, doc, xls, csv, etc. 
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#  Short name Code(s) Priority 

DC.1.2 Support data streams PiAntal+PiAntw-Env M 

Description: The cloud infrastructure should support data coming from data streams. Such data 
could be coming from environmental sensors or social platforms. 

Comments: At this point, streaming is only envisaged for environmental sensors but not all of 
them. For example, in many cases environmental data will not be gathered directly from the 
sensors but will be first collected/processed by third applications or parties that will provide the 
data in some document format (for example, as hourly summaries/averages). Various streaming 
formats will be supported, e.g. json, csv, etc. but also custom format types, if required.   

 

# Short name Code(s) Priority 

DC.1.3 Support database collection PiThess-Soc  

PiAntal-Soc  

PiAntw-Env+Soc 

PiCork-DataAll 

M 

Description: The cloud infrastructure should support collection of databases related to historic, 
environmental and economic data. It should also support databases related to societal data (e.g. 
social media data like tweets or Facebook posts or posts in dedicated social platforms). 

Comments: At this point, collection of databases is mainly envisioned for social and 
environmental data. Several database formats will be supported. Support for GIS databases is 
also envisioned (See Req. DC.2.1.3). 

 

# Short name Code(s) Priority 

DC.2.1 Support structured data  PiALL-DataAll M 

Description: The cloud infrastructure should support collection of structured data, i.e. data in a 
standardized format that is well-organized and easily searchable. Examples of such data include 
environmental measurements from sensors or historical archives, economic data but also societal 
data organized in a structured manner.  

Comments: Most of the environmental data to be collected are expected to be structured. Also, 
some of the societal and economic data.  

 

# Short name Code(s) Priority 

DC.2.1.1 Support .xls and .csv files PiThess-DataAll 

PiAntal-Env  

PiAntw-Env 

PiCork-DataAll 

M 

Description: The cloud infrastructure should support xls and csv file formats. 

Comments: Environmental data collected in daily or monthly summaries, as well as some 
economic data are provided in .xls or .csv formats. csv is a very common format for structured 
data in data streams or spreadsheets. 

 

# Short name Code(s) Priority 

DC.2.1.2 Support MySQL, MS Access, MS Azure 
Cosmos DB, and Oracle DB databases 

PiAntal-Soc  

PiAntw-Env 

PiCork-DataAll 

M 
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Description: The cloud infrastructure should support MS Access, MS Azure Cosmos DB, and 
Oracle DB database formats. 

Comments: Mainly used for collecting historical data for the environment and the economy but 
also social media data. 

 

# Short name Code(s) Priority 

DC.2.1.3 Support GIS databases PiAntw-Env 

PiCork-DataAll 

M 

Description: The cloud infrastructure should support GIS databases, i.e. databases that store 
and present spatial or geographic data. E.g. measurements from environmental sensors 
distributed in an area or economic indices per region. 

Comments: Data from such databases will be used mainly in the Cork County pilot. They are 
historic data from environmental agencies and financial organizations. 

 

# Short name Code(s) Priority 

DC.2.1.3.1 Support GIS databases with ITM and ING 
coordinate systems 

PiCork-DataAll  M 

Description: The cloud infrastructure should support the Irish Transverse Mercator (ITM) 
coordinate system. This is the geographic coordinate system for Ireland. It was implemented 
jointly by the Ordnance Survey Ireland (OSi) and the Ordnance Survey of Northern Ireland 
(OSNI) in 2001.  

It should also support the Irish grid reference (ING) coordinate system. The Irish grid reference 
system is a system of geographic grid references used for paper mapping in Ireland (both 
Northern Ireland and the Republic of Ireland). The Irish grid partially overlaps the British grid and 
uses a similar co-ordinate system but with a meridian more suited to its westerly location. It was 
used before 2001, when it was replaced by the ITM system. 

Comments: This is required for the Cork County pilot. The majority of the data sets are 
generated in relation to the geographical coordinate system of Ireland, i.e. the ITM, and in the old 
ING coordinate system. It is important that these data sets are stored in the correct coordinate 
system. If not, visualization of the data sets and analysis of the data will be incorrect. 

 

# Short name Code(s) Priority 

DC.2.1.4 Support other database formats  D 

Description: The cloud infrastructure should be able to support other types of database formats, 
not mentioned above. 

Comments: This is a feature that could perhaps be useful in the future, thus, this requirement is 
desirable. 

 

# Short name Code(s) Priority 

DC.2.2 Support unstructured data  PiALL-DataAll M 

Description: The cloud infrastructure should support collection of unstructured data, i.e. data that 
is not organized or does not have a pre-defined data model. Examples of such data include 
various word processor files, spreadsheet files and various media or text files.  

Comments: Many static data sources expected to be collected will be unstructured data, mainly 
environmental and economic data. 
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# Short name Code(s) Priority 

DC.2.2.1 Support .txt, .doc, .pdf, .html files PiThess-Env+Eco 

PiAntal--Env+Eco 

PiAntw-Env 

PiCork-DataAll 

M 

Description:  The cloud infrastructure should support txt, doc, pdf and html file formats. This type 
of data is predominantly not real-time data. 

Comments: These are usual formats of documents containing unstructured historical 
environmental or economic data. 

 

# Short name Code(s) Priority 

DC.2.2.2 Support custom file formats  D 

Description: The cloud infrastructure should be flexible to support file formats not mentioned in 
requirement DC.2.2.1. 

Comments: Not currently required but since this is a feature that could perhaps be useful in the 
future, this requirement is desirable. 

 

# Short name Code(s) Priority 

DC.2.3 Support semi-structured data PiAll-Soc M 

Description: The cloud infrastructure should support collection of semi-structured data, i.e. data 
with a semi-structure like social media postings. In this case, the data is structured in the sense 
that there are specific fields like username, date, message, etc. but the content of the message, 
which is the information we are interested in, is not structured. Semi-structured data, generally 
speaking, does not conform to regular data model structures but still may have metadata tagging 
or other information associated with it that allows elements to be addressed and enforce 
hierarchies. 

Comments: Applicable mainly to data from social media or participatory platforms. 

 

# Short name Code(s) Priority 

DC.2.3.1 Support .json files  PiAll-Soc M 

Description: The cloud infrastructure should support json file format. 

Comments: Common format for data streams. Also, for data from social media. 

 

# Short name Code(s) Priority 

DC.3.1 Support real-time data sources PiThess-DataAll 

PiAntal-Env+Soc 

PiAntw-Env+Soc 

PiCork-DataAll 

M 

Description: The cloud infrastructure should support real-time data sources, i.e. data sources 
that provide information immediately as soon as it is collected. This might be streaming data or 
data such as documents that are updated hourly or daily. It usually involves environmental data 
collected from sensors or data from social media/platforms but in some cases even economic 
data updated hourly or daily. 

Comments: - 
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# Short name Code(s) Priority 

DC.3.1.1 Minimum/maximum number of real-time data 
sources  to be supported per city pilot is 10/100 

PiALL-Datall M 

Description: The cloud infrastructure should support a minimum number of 10 real-time data 
sources for each city pilot. The maximum number of data sources to be supported is 100 
(according to the feedback provided by the pilot cities).  

Comments: Currently, the estimated number of real-time data sources required per city pilot is 
the following: 

Pilot Number of real-time data 
sources 

PiThess ~12 

PiAntal ~12 

PiAntw ~60 

PiCork ~100 

The cloud infrastructure will be able to support more sources than currently envisioned for each 
city pilot so as to take future needs for more data into account. 

 

# Short name Code(s) Priority 

DC.3.1.2 Minimum/maximum volume of real-time data to be 
supported per day per pilot site is 100 MB/50 GB 

PiALL-Datall M 

Description: The cloud infrastructure should support the collection of 100 MB of real-time data 
per day per city pilot at minimum and 50 GB at maximum (according to the feedback provided by 
the pilot cities). 

Comments: Currently, the estimated volume of real-time data expected per day per city pilot is 
the following: 

Pilot Expected daily volume of 
real-time data 

PiThess ~150 MB 

PiAntal ~100-200 MB 

PiAntw ~50 GB 

PiCork ~200-300 MB 

The daily volume of real-time data be collected for the Antwerp pilot is considerably higher 
compared to the other pilots due to the collection of weather radar data (for rainfall estimation) 
from two weather radars. 

The cloud infrastructure will be able to support higher data volumes than currently envisioned for 
each city pilot so as to take future needs into account. 

 

# Short name Code(s) Priority 

DC.3.2 Support static data sources PiALL-Env+Eco 

 

M 

Description: The cloud infrastructure should support static data sources, i.e. data sources that 
include information that summarizes data over a period of time and are not transmitted in real-
time. For example, economic or environmental reports summarizing economic indicators or 
environmental measurements over a period of time (monthly, quarterly, yearly updates, etc.) 
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Comments: - 

 

# Short name Code(s) Priority 

DC.3.2.1 Minimum/maximum number of static data 
sources  to be supported per city pilot is 5/30 

PiALL-Datall M 

Description: The cloud infrastructure should support a minimum of 5 static data sources for each 
pilot. The maximum number of data sources to be supported is 30 (according to the feedback 
provided by the pilot cities). 

Comments: Currently, the estimated number of static data sources required per city pilot is the 
following: 

Pilot Number of static data sources 

PiThess ~5 

PiAntal ~30 

PiAntw ~10 

PiCork ~20 

The cloud infrastructure will be able to support considerably more sources than currently 
envisioned for each city pilot so as to take future needs for more data into account. 

 

# Short name Code(s) Priority 

DC.3.2.2 Minimum/maximum volume of static data to be 
supported per month per city pilot is 50 MB/ 300 
MB 

PiALL-Datall M 

Description: The cloud infrastructure should support the storage of 50 MB of static data per 
month per city pilot at minimum and 300 MB at maximum.  

Comments: Currently, the estimated volume of static data expected per month per city pilot is 
the following: 

Pilot Expected monthly volume 
of static data 

PiThess ~300 MB 

PiAntal ~50-100 MB 

PiAntw ~100 MB 

PiCork ~50 MB 

The cloud infrastructure will be able to support higher data volumes than currently envisioned for 
each city pilot so as to take future needs into account. 

 

# Short name Code(s) Priority 

DC.4.1 Support data sources including personal data, 
conforming to GDPR 

PiThess-Soc 

PiAntw-Soc+Eco 

PiCork-Soc+Eco  

M 

Description: The cloud infrastructure should support the collection of personal data and should 
make sure that collection, storage & deletion procedures conform to the GDPR regulation of the 
EU [5].  

Comments: The EU General Data Protection Regulation (GDPR) was designed to harmonize 
data privacy laws across Europe, to protect and empower all EU citizens’ data privacy and to 
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reshape the way organizations across the region approach data privacy. Any information related 
to a natural person or ‘Data Subject’ that can be used to directly or indirectly identify the person is 
considered to be personal data. It can be anything from a name, a photo, an email address, bank 
details, posts on social networking websites, medical information, or a computer IP address. 

This mainly applies to societal data that may include information such as name, user name, 
email, address, etc. or economic data for businesses. All the necessary mechanisms (e.g. 
anonymization, encryption, etc.) will be put in place for the protection of personal data. 

 

# Short name Code(s) Priority 

DC.4.2 Support data sources including personal data, 
conforming to Turkish Personal Data Protection 
Law 

PiAntal-Soc+Eco M 

Description: The cloud infrastructure should support the collection of personal data and should 
make sure that collection, storage & deletion procedures conform to Turkish Personal Data 
Protection Law (KVK 6698) [31].  

Comments: This requirement applies to the Antalya pilot case. Turkey is a non EU country, thus, 
for personal data collected and processed there, the Turkish Personal Data Protection Law is 
applicable.  The law is totally compatible with the GDPR. 

 

# Short name Code(s) Priority 

DC.4.3 Support data sources requiring 3rd party 
licences  

PiAntw-DataALL  

PiCork-Eco+Env 

M 

Description: The cloud infrastructure should support the data sources that require licenses from 
3rd party associations/organizations/institutions to be acquired in order to use this data. This 
mainly involves the pilots of Antwerp and Cork. The requirements mentioned in these licenses 
regarding the handling of data will be satisfied. 

Comments: More information will be provided as soon as the list of data sources to be used is 
finalized. 

 

# Short name Code(s) Priority 

DC.5.1 Support collection of sensitive personal data PiThess-Soc 

PiAntal-Soc+Eco 

PiAntw-Soc+Eco 

PiCork-Soc+Eco 

M 

Description: The cloud infrastructure should support the collection of sensitive personal data and 
should make sure that collection, storage & deletion procedures conform to the GDPR regulation 
of the EU [5] or other similar national legislation. This is related to sensitive data in the sense of 
Art. 9 of the GDPR (special categories of data)1.  

Comments: This mainly applies to societal data (e.g. social media postings) that may include 
various type of sensitive information. The reveal or processing of such sensitive information is not 
among the purposes of CUTLER, however, such info maybe included in user-contributed content. 

Depending on the country where the pilot is organized either the GDPR (Thessaloniki, Cork, and 
Antwerp) or the Turkish Personal Data Protection Law (Antalya) will be applicable (see Reqs. 

                                                
1 Sensitive data in the sense of Art. 9 GDPR (special categories of data), which are defined as ‘personal 
data revealing racial or ethnic origin, political opinions, religious or philosophical beliefs, or trade union 
membership, genetic data, biometric data for the purpose of uniquely identifying a natural person, data 
concerning health or data concerning a natural person's sex life or sexual orientation’ and whose processing 
is made conditional upon the fulfillment of one of the limitative grounds listed in Art. 9(2). 
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DC.4.1 and DC4.2). 

 

5.3.2 Data access requirements 

Category DA requirements pertain to data access and data protection. The aim of these 
requirements is to specify the type of access required to the data, the security 
mechanisms that must be put in place, the access control options to be supported, etc.  

 

# Short name Code(s) Priority 

DA.1.1 Support public access to data visualization PiThess+PiCork -
DataAll 

M 

Description: The cloud infrastructure should support public access to the visualization of the 
data (to the visualization widgets integrated under the CUTLER dashboard). Public access 
means that data visualization (e.g. maps, statistics, diagrams, etc.) will be available to the general 
public. 

Comments: This is mainly required for data that is considered open and do not contain personal 
information. 

 

# Short name Code(s) Priority 

DA.1.2 Support internal access to data visualization PiAntal+PiCork - 
DataAll 

M 

Description: The cloud infrastructure should support internal access to the visualization of the 
data (to the visualization widgets integrated under the CUTLER dashboard). Internal access 
means that certain data visualization (e.g. maps, statistics, diagrams, etc.) will be available only 
to selected stakeholders or employees of the public administration authorities.  

Comments: This is required for all data. 

 

# Short name Code(s) Priority 

DA.2.1 Support administrative groups with control over 
data access/ monitoring on the cloud platform 
side  

PiALL-DataAll M 

Description: The cloud infrastructure should support administrative groups with control over data 
access/monitoring on the side of the cloud platform.  

Comments: -  

 

# Short name Code(s) Priority 

DA.3.1 Support administrative groups with a limited 
control over data access/monitoring on the pilot 
side 

PiAntal+PiAntw+PiCork 
-DataAll 

M 

Description: The cloud infrastructure should support administrative groups with limited control 
over data access/monitoring on the pilot side. Different groups will have different kind of access 
rights to different kind of data. 

Comments: -  
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# Short name Code(s) Priority 

DA.4.1 Support a web-portal interface for data access PiThess+PiAntal+PiCork 
- DataAll 

M 

Description: The cloud infrastructure should support a web-portal interface or application. This 
will allow for data access and monitoring. 

Comments:  This is currently the main interface forecasted for platform data access. 

 

# Short name Code(s) Priority 

DA.4.2 Support a data-specific application/interface 
for data access 

PiAntw+PiCork-DataAll M 

Description: The cloud infrastructure should support other data-specific interfaces and 
applications, tailored and designed to their respective data types. 

Comments: Currently, this is not required but this feature may be useful for future pilots.  

 

# Short name Code(s) Priority 

DA.4.3 Support a mobile app interface PiCork-DataAll M 

Description: The cloud infrastructure should support an interface that can be accessed through 
mobile devices. This should provide the same key functionalities as other interfaces, though with 
possible non-critical limitations. 

Comments: Currently, this is not required but this feature may be useful for future pilots.   

 

# Short name Code(s) Priority 

DA.4.4 Support other types of interfaces for data 
access 

 D 

Description: The cloud infrastructure should support other types of interfaces for accessing data. 
The development of these interface types will be an ongoing process during progress of the 
platform. 

Comments: Currently, this is not required but this feature may be useful for future pilots.  

 

# Short name Code(s) Priority 

DA.5.1 Support Data At Rest encryption PiAntw+PiCork-DataAll M 

Description: The cloud infrastructure should support data at rest encryption, i.e. encrypt data 
that is not moving through networks, i.e. archived/stored data. Data at rest encryption protects 
against several scenarios, e.g. a) if a hard drive fails and is removed, nobody can recover 
useable data from that drive, assuming the failure left any readable data on the drive in the first 
place, b) If an older storage subsystem is going to be disposed that has data at rest encryption, 
the decryption key from the key-store can be deleted and any residual data on the system will be 
un-readable. This may allow the avoidance of having to utilize secure data erasure procedures 
that might have previously been required. 

Comments: -  

 

# Short name Code(s) Priority 

DA.5.2 Support Data In Transit encryption / VPN PiCork-DataAll M 

Description: The cloud infrastructure should support data in transit encryption. Data in transit, or 
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data in motion, is data actively moving from one location to another - such as across the internet 
or through a private network. 

Comments: - 

 

# Short name Code(s) Priority 

DA.5.3 Support access control list PiAntal+PiCork - DataAll M 

Description: The cloud infrastructure should support access control list (ACL). ACL is a list of 
permissions attached to an object. An ACL specifies which users or group of users or system 
processes are granted access to objects, as well as what operations are allowed on given 
objects. ACLs will be assigned to all the data stored in the cloud.  

Comments: - 

 

# Short name Code(s) Priority 

DA.5.4 Support data anonymization PiThess-Soc+Eco M 

Description: The cloud infrastructure should support data anonymization. Data anonymization is 
the use of one or more techniques designed to make it impossible or at least more difficult to 
identify a particular individual from stored data related to them. The purpose of data 
anonymization is to protect the privacy of the individual and to make it legal for governments and 
businesses to share their data without getting permission. Data anonymization essentially 
converts clear text data into a nonhuman readable and irreversible form, including preimage 
resistant hashes (e.g., one-way hashes) and encryption techniques in which the decryption key 
has been discarded. Data anonymization methods include encryption, hashing, generalization, 
pseudonymization and perturbation. In the case of CUTLER, data anonymization will be based on 
one or many of these methods. 

Comments: All personal, i.e. data from social media/platforms will be anonymized to comply with 
the GDPR regulation. Anonymization will also be applied to sensitive economic data or data that 
needs to comply with other national personal data protection regulations like [31]. 

 

# Short name Code(s) Priority 

DA.5.5 Support digital signatures PiAntal-DataAll M 

Description: The cloud infrastructure should support digital signatures. A digital signature is an 
electronic, encrypted, stamp of authentication on digital information such as email messages, 
macros, or electronic documents. A signature confirms that the information originated from the 
signer and has not been altered. In the case of CUTLER, digital signatures will be used for this 
method. 

Comments: - 

 

# Short name Code(s) Priority 

DA.5.6 Support access logs PiAntal+PiCork-DataAll M 

Description: The cloud infrastructure should support access logs. An access log is a list of all the 
requests for individual data that people have requested from the cloud. CUTLER will implement 
this in order maintain data requests for security purposes. 

Comments: - 

 

# Short name Code(s) Priority 

DA.5.7 Support other types of security mechanisms  D 
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for data access 

Description: The cloud infrastructure should support other types of security mechanisms for data 
access such as the project develops. 

Comments: Currently, this is not required but this feature may be useful for future pilots.   

 

# Short name Code(s) Priority 

DA.6.1 Support real-time access to data PiAntw-DataAll M 

Description: The cloud infrastructure should support real-time access to data stored in the cloud 
via a REST API. 

Comments: - 

 

# Short name Code(s) Priority 

DA.7.1 Support data access where the personal data 
controller is the municipality 

PiThess-Soc 

PiAntal-Soc 

PiAntw-Soc 

PiCork-Soc+Eco 

M 

Description: The cloud infrastructure should support data access where the personal data 
controller is the municipality. 

Comments: -   

 

# Short name Code(s) Priority 

DA.7.2 Support data access where the personal data 
controller is a third party 

PiCork-Soc+Eco M 

Description: The cloud infrastructure should support data access where the personal data 
controller is a third party. 

Comments: - 

 

# Short name Code(s) Priority 

DA.8.1 Support username-password user 
authentication 

PiALL-DataAll 

 

M 

Description: The cloud infrastructure should support a general username-password 
authentication method for data access, i.e. the users will be able to have access to the data using 
these two credentials. This is the simplest form of user authentication, currently supported by all 
pilot sites. 

Comments: - 

 

# Short name Code(s) Priority 

DA.8.2 Support certificates for user authentication  D 

Description: The cloud infrastructure should support digital certificates for data access. By using 
digital certificates (instead of user names and passwords) to authenticate and authorize sessions 
we can further augment system security. A digital certificate acts as an electronic credential and 
verifies that the person presenting it is truly who they claim to be. In this respect, a certificate is 
similar to a passport: both establish an individual's identity, contain a unique number for 
identification purposes, and have a recognizable issuing authority that verifies the credential as 
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authentic. A Certificate Authority functions as the trusted, third party that issues the certificate and 
verifies it as an authentic credential. For authentication purposes, certificates make use of a 
public key and a related private key. The issuing Certificate Authority binds these keys, along with 
other information about the certificate owner, to the certificate itself for identification purposes. 

Comments: Certificates are not currently required, but this feature could be desirable in future 
pilots. 

 

# Short name Code(s) Priority 

DA.8.3 Support other user authentication 
mechanisms 

PiAntw-DataAll D 

Description: The cloud infrastructure should support alternative user authentication processes 
that ensure higher level of security. These will be developed as required during the project. 

Comments: This is a desirable functionality for future pilots with increased security needs. 

 

# Short name Code(s) Priority 

DA.9.1 Support a metadata policy PiCork-DataAll M 

Description: The cloud infrastructure should support a metadata policy for proper data search 
and identification.  Any data created or acquired needs to be accompanied by appropriate and 
accurate metadata. Therefore, a metadata standard should be established and put in place. As 
descriptive data of data, metadata serves the management and retrieval of data and is therefore 
vital to ensure access to information. 

Comments: - 

 

5.3.3 Data storage requirements 

Category DS requirements pertain to data storage. The aim of these requirements is to 
specify whether data needs to be encrypted during storage, where the data will be 
physical stored, what kind of database models will be supported, if back-up mechanisms 
should exist, etc.  

 

# Short name Code(s) Priority 

DS.1.1 Support data encryption during storage PiCork-Soc+Eco D 

Description: The cloud infrastructure should support data encryption during storage. The 
purpose of data encryption is to protect digital data confidentiality as it is stored on computer 
systems and transmitted using the internet or other computer networks. Data encryption 
translates data into another form, or code, so that only people with access to a secret key (the 
decryption key) or password can read it. Encryption is one of the most popular and effective data 
security methods used by organizations. In CUTLER, we will adopt policies to encrypt data once 
it has been processed before being stored. 

Comments: - 

 

# Short name Code(s) Priority 

DS.2.1 Support data storage in DELL’s cloud 
infrastructure in Ireland 

PiThess-DataAll M 

Description: The system should support data storage in DELL’s proprietary cloud. The overall 
architecture is being developed on DELL infrastructure and storage. 
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Comments: - 

 

# Short name Code(s) Priority 

DS.2.2 Support data storage in the country of the pilot 
site 

PiAntal-DataAll 

PiCork-DataAll 

M 

Description: The system should support data storage in cloud infrastructures residing in the 
country of a pilot site, due to specific legal constraints and regulations that do not allow data to be 
migrated or saved in another country. 

Comments: For the Antalya pilot, it is preferable for the data to be stored in Turkey, i.e. to use a 
data cloud solution in the country. 

 

# Short name Code(s) Priority 

DS.2.3 Support data storage locally in the pilot site  D 

Description: The system should support data storage locally in a pilot site in proprietary 
infrastructure, due to specific legal constraints and regulations that do not allow data to be 
migrated or saved in another location or because the local authorities require the data to be also 
stored locally (in addition to being saved elsewhere). 

Comments: This is currently not required by any pilot site, but is desirable for future pilots. 

 

# Short name Code(s) Priority 

DS.3.1 Support database model SQL 2012  PiCork-DataAll M 

Description: The cloud infrastructure should support data storage in the Microsoft SQL Server 
2012 standard database model.  

Comments: This is required for the Cork County pilot. In relation to any tender process for ICT 
development, Cork County Council has a strict SQL 2012 specification. 

 

# Short name Code(s) Priority 

DS.3.2 Support other/alternate database models  D 

Description: The cloud infrastructure should support data storage in other database models such 
as other MS SQL instances, Oracle DB, etc. 

Comments: - 

 

# Short name Code(s) Priority 

DS.4.1 Support data backup PiALL-DataALL M 

Description: The cloud infrastructure should support data backup mechanisms. Backup refers to 
the copying and archiving of cloud data so it may be used to restore the original after a data loss 
event. The primary purpose of backup is to recover data after its loss, be it by data deletion or 
corruption. The secondary purpose of backups is to recover data from an earlier time, according 
to a user-defined data retention policy, typically configured within a backup application for how 
long copies of data are required. In CUTLER, we will provide the relevant infrastructure for 
supporting data backup. 

Comments: Various backup mechanisms are already in place and supported internally in the 
municipalities.  In the case of Cork, data should be transferred to a backup tape and stored off 
site, in a matter of days. 
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# Short name Code(s) Priority 

DS.4.2 Support disaster recovery PiALL-DataALL M 

Description: The cloud infrastructure should support a disaster recovery model. Disaster 
recovery involves a set of tools and procedures to enable the recovery or continuation of the 
cloud infrastructure, following a natural or human-induced disaster. In CUTLER, we will develop 
the appropriate infrastructure to allow for proper support of disaster recovery mechanisms. 

Comments: - 

 

5.3.4 Data deletion requirements 

Category DD requirements pertain to data deletion. The aim of these requirements is to 
specify whether data needs to be deleted or destroyed and what kind of data retention 
policies should be followed.  

 

# Short name Code(s) Priority 

DD.1.1 Support data deletion PiALL-DataALL M 

Description: The cloud infrastructure should support data deletion after a given period. This will 
differ among data types. 

Comments: - 

 

# Short name Code(s) Priority 

DD.1.2 Support data destruction  M 

Description: The cloud infrastructure should support data destruction after a given period of time 
(depending on the type of data).  

Comments: - 

 

# Short name Code(s) Priority 

DD.2.1 Support data retention PiALL-DataALL M 

Description: The cloud infrastructure should be able to apply a data retention policy, depending 
on the data source and type of data, complying with specific dataset regulations. The data 
retention policy for each dataset will be defined in cooperation with WP1, after the list of data 
sources for each pilot site is finalized as part of D3.1. The legal taxonomy of datasets (D1.1) will 
help us define the retention policy for each dataset.   

Comments: In general, and unless otherwise pre-defined, data should ideally be kept for the 
whole duration of the project and three months after. This is the main assumption for economic 
and environmental data. Societal data, and especially social media/platform postings, will adhere 
to the policies set by administrations, the GDPR, national personal data protection regulations 
like [31], or third parties (e.g. Twitter, Facebook, etc.).    

 

5.4 Summary of main requirements & differences among city pilots 

The following subsection briefly summarizes the important aspects and differences 
among the four pilots, in regard to the end-user requirements presented in detail in the 
previous subsection. 
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Data collection 

 Data in the form of documents and databases will be collected for all pilots; data 
streams, on the other hand, are currently envisaged only for environmental sensors 
in Antalya, Antwerp and Cork.  

 Structured, semi-structured and unstructured data will be collected in all sites. 
Structured data consists of data from all three categories (environmental, societal 
and economic); unstructured data mainly consists of environmental and economic 
data, while semi-structured data is mainly societal.  

 GIS databases should be supported in both Antwerp and Cork pilots, mainly for 
environmental data. In terms of the Cork County pilot, the platform should be able to 
support the Irish geographic coordinate system. 

 Real-time and static data sources should be supported in all sites. Real-time data 
sources cover all types of data while static data sources correspond to economic and 
environmental data. 

o The number of real-time sources for Thessaloniki and Antalya is ~10, while 
for Antwerp and Cork it is ~60 and 100, respectively (the vast majority of real-
time data sources for Antwerp and Cork are environmental sensors of various 
types). Moreover, in Thessaloniki, Antalya and Antwerp the daily volume of 
real-time data is 100-300 MB, while for Antwerp it is ~50 GB (due to the large 
volume of weather radar data (rainfall estimation) to be collected from two 
radars on a daily basis). 

o The number of static data sources for Thessaloniki and Antwerp is ~10, for 
Cork ~20 and for Antalya it is ~30. The monthly volume of static data is ~50-
300 MB. 

 Personal data collected for the pilots in Thessaloniki, Antwerp and Cork should 
conform to the GDPR, while personal data collected for the Antalya pilot should 
conform to the Turkish Personal Data Protection Law. Data sources requiring 3rd 
party licences will be used in Antwerp and Cork. 

Data access 

 Internal access to data visualization will be supported for all pilots, while public 
access only needs to be supported for Thessaloniki and Cork. 

 Thessaloniki and Antalya require only a web-portal interface for data access, while 
Antwerp requires a data-specific interface. Cork requires both of the aforementioned 
types of interfaces as well as a mobile interface.  

 With regard to the security mechanisms to be supported, Thessaloniki requires only 
data anonymization and Antwerp requires only Data At Rest encryption. Antalya, on 
the other hand, requires an access control list, data anonymization and access logs, 
while Cork requires a variety of mechanisms including Data At Rest encryption, Data 
In Transit encryption / VPN, access control list, data anonymization, and access 
logs. Finally, a username-password user authentication scheme is the preferred 
solution in all pilots. 
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 The controllers of personal data are, in general, the municipalities; however, in the 
case of Cork, we will also use some societal data controlled by a third party. 

 A metadata policy is specifically requested in the Cork County pilot. 

Data storage 

 Data encryption during storage is only required in Cork. 

 Data from Thessaloniki, Antwerp and Cork pilots (all members of the EU) will be 
stored in DELL’s cloud infrastructure in Ireland, while data for the Antalya pilot will be 
stored in Turkey, due to specific legal constraints and regulations that do not allow 
data to be migrated or saved in another country. 

 The pilot cities, with the exception of Cork, do not require the cloud infrastructure to 
support a specific database model for data storage.  Cork County Council has a strict 
SQL 2012 specification, in relation to any tender process for ICT development. 

 Data back-up and recovery mechanisms should be supported in all pilots. Various 
mechanisms are already in place internally in the municipalities. In Cork, data should 
also be transferred to a backup tape and stored off site. 

Data deletion 

 In all pilot sites, the cloud platform should support data deletion/destruction. Specific 
retention policies will be set in place, conforming to the GDPR or other national 
personal data protection regulations or internal retention policies. 
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6. Partner-based technology requirements for privacy-
preserving cloud infrastructure  
Along with the user requirements defined in Section 5, DELL and CERTH 
simultaneously formulated a short set of functional requirements that the CUTLER cloud 
infrastructure will provide. This was a broad overview of the technical requirements to be 
provided by the CUTLER platform from a partner perspective. It was soon discovered 
that many of these were similar to the user-based requirements provided from the 
questionnaires, confirming the necessary requirements for the platform. 

6.1 List of functional cloud requirements 

Each requirement was assigned an alphanumeric code of the form F.NN, where NN is a 
number such that requirements are consecutively numbered starting from 1. Similarly to 
Section 5.2, each requirement is succinctly expressed by a one-line description (“Short 
name”) and is further accompanied by a series of codes in the form [Pilot case]-[Type of 
data source] and a priority level (M/D). In Table 6-1, a succinct summary of all identified 
requirements is presented. Each requirement is further analysed in Section 6.2, where 
short descriptions are provided. 

 

Table 6-1: Functional requirements summary table 

# Short name Code(s) Priority 

F.1 Adhere to data privacy legislation/regulations PiAll-DataAll M 

F.2 Comply to general information security and privacy policies PiAll-DataAll M 

F.3 Offer secure external access PiAll-DataAll M 

F.4 Provide secure access control PiAll-DataAll M 

F.5 Provide secure physical access control PiAll-DataAll M 

F.6 Offer high availability PiAll-DataAll M 

F.7 Offer redundancy PiAll-DataAll M 

F.8 Support regular backups PiAll-DataAll M 

F.9 Log/monitor access PiAll-DataAll M 

F.10 Prevent unauthorized access PiAll-DataAll M 

F.11 Monitor system performance PiAll-DataAll M 

F.12 Use firewall protection PiAll-DataAll M 

F.13 Provide network environment isolation PiAll-DataAll M 

F.14 Perform regular software/security updates PiAll-DataAll M 

F.15 Support data retention/deletion PiAll-DataAll M 

F.16 Support data encryption PiAll-DataAll M 

F.17 Support up to 3 virtual machines per pilot PiAll-DataAll M 

F.18 Support VM backup and restoration PiAll-DataAll M 
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6.2 Detailed description of functional requirements 

In the following, we provide short descriptions for the functional requirements 
summarized in Table 6-1. 

 

# Short name Code(s) Priority 

F.1 Adhere to data privacy legislation/regulations PiAll-DataAll M 

Description: The cloud platform will adhere to strict data privacy legislation and regulations – as 
per the EU General Data Protection Regulation (GDPR) or other data protection 
regulations/standards, respective of location. 

Comments: - 

 

# Short name Code(s) Priority 

F.2 Comply to general information security and 
privacy policies  

PiAll-DataAll M 

Description: The cloud platform will comply to general information security and privacy policies 
aligned with industry standards. 

Comments: - 

 

# Short name Code(s) Priority 

F.3 Offer secure external access PiAll-DataAll M 

Description: The cloud platform will offer secure external access. This will be achieved via a 
VPN/secure tunnel or similar method. 

Comments: - 

 

# Short name Code(s) Priority 

F.4 Provide secure access control PiAll-DataAll M 

Description: The cloud platform will provide secure access control, with different access 
allocated to the management and user planes. 

Comments: - 

 

# Short name Code(s) Priority 

F.5 Provide secure physical access control PiAll-DataAll M 

Description: The platform will also provide secure physical access control. Only authorised 
personnel will have physical access to the datacenter and underlying hardware platforms. 

Comments: - 

 

# Short name Code(s) Priority 

F.6 Offer high availability PiAll-DataAll M 

Description: The cloud platform will offer a degree of high availability. Specifically, 99.999% 
(“five nines”) availability will be offered. In this case, availability refers to the platform being 
active/alive. Obviously, like any system, we cannot guarantee complete 100% availability at all 
times due to unforeseen circumstances. 
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Comments: - 

 

# Short name Code(s) Priority 

F.7 Offer redundancy PiAll-DataAll M 

Description: The cloud platform will offer a secure level of redundancy to help prevent or recover 
from failure. In case of failure, the platform will operate with minimum downtime. 

Comments: - 

 

# Short name Code(s) Priority 

F.8 Support regular backups PiAll-DataAll M 

Description: The cloud platform will take regularly scheduled backups in case of disaster 
recovery. Ideally, this will occur on a weekly basis. 

Comments: - 

 

# Short name Code(s) Priority 

F.9 Log/monitor access PiAll-DataAll M 

Description: The cloud platform will log and monitor access to systems as well as manage and 
store the identity of all personnel, and their respective level of access, to the infrastructure. 

Comments: - 

 

# Short name Code(s) Priority 

F.10 Prevent unauthorized access PiAll-DataAll M 

Description: Along with requirement F.9, the platform will also prevent unauthorized access and 
support a strict password/account lockout policy. 

Comments: - 

 

# Short name Code(s) Priority 

F.11 Monitor system performance PiAll-DataAll M 

Description: The cloud platform will monitor overall system performance and continuously tune 
itself in order to meet system/user requirements. 

Comments: - 

 

# Short name Code(s) Priority 

F.12 Use firewall protection  PiAll-DataAll M 

Description: All network environments supported by the cloud platform will be protected by a 
firewall for application/user security and protection of data. 

Comments: - 

 

# Short name Code(s) Priority 

F.13 Provide network environment isolation PiAll-DataAll M 
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Description: Similarly to requirement F.12, the cloud platform will also provide network 
environment isolation through separate private VLANs or similar. 

Comments: - 

 

# Short name Code(s) Priority 

F.14 Perform regular software/security updates PiAll-DataAll M 

Description: The cloud platform will perform regular patches/updates when appropriate in order 
to mitigate newer security risks and provide increased levels of performance. These updates will 
be broadcasted to users in advance and be as minimally intrusive as possible. 

Comments: - 

 

# Short name Code(s) Priority 

F.15 Support data retention/deletion PiAll-DataAll M 

Description: The cloud platform will support a defined data retention policy for data deletion. 
Similarly, the platform will also support secure deletion of data. 

Comments: - 

 

# Short name Code(s) Priority 

F.16 Support data encryption PiAll-DataAll M 

Description: The cloud platform will manage encryption of data and have the capability to 
manage encryption keys on behalf of users. 

Comments: - 

 

# Short name Code(s) Priority 

F.17 Support up to 3 virtual machines per city pilot PiAll-DataAll M 

Description: Hardware specifications per use case: 2 to 3 virtual machines per city pilot, 
depending on requirements. Each will have the following default characteristics, unless otherwise 
stated: 

 CPU: 2 vCPU 
 Memory: 4GB RAM 
 Disk: 100GB 
 Network: 10GB link. 

Comments: - 

 

# Short name Code(s) Priority 

F.18 Support VM backup and restoration PiAll-DataAll M 

Description: The cloud platform will provide VM snapshots or another relevant backup process 
along with restoration. 

Comments: - 
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7. Conclusions 
D2.1 presented the process of gathering and analysing the requirements of the end-
users of the CUTLER platform, i.e. public administration bodies in municipalities. A focus 
group was established to this end, comprised by pilot partners and technical partners 
and a questionnaire was compiled for the collection of requirements, including questions 
for data collection, access, storage and deletion so as to identify the specific needs of 
each pilot site.  

Based on the analysis of the feedback received by the pilot sites, a set of functional 
requirements was derived focusing on the lifecycle of data, with emphasis on privacy 
and performance aspects. The requirements were categorized with respect to the pilot 
cases as well as their importance and they captured efficiently the main needs of the 
four pilots. 

In addition to these user-based requirements, a set of functional requirements focusing 
on the technical requirements of the cloud infrastructure was also compiled by the 
technical partners. These requirements are applicable to all the pilot sites and 
materialize the partners’ experience in cloud infrastructure development from previous 
projects, while also promoting the scientific objectives of the project. 

The two sets of requirements will provide the basis for the definition of the architecture 
and technologies required for CUTLER’s large scale cloud infrastructure in D2.3. In brief, 
the following considerations should be taken in mind when designing CUTLER’s cloud 
architecture:  

 The architecture should be flexible so as to support different types of data and 
data sources in  the pilots: 

o Different data types, including documents in various formats, various 
database models and data streams. 

o Structured, semi-structured and unstructured data. 

o Both real-time and static data sources. Real-time data sources provide 
information immediately as soon as it is collected (either streaming data 
or data such as documents that are updated hourly or daily), while static 
data sources include information that summarizes data over a period of 
time and are transmitted more rarely (e.g. once a month or a year). 

o Data following specific formats (e.g. GIS databases using the 
geographical coordinate system of Ireland for the Cork pilot). 

o Personal data, sensitive data and non-personal/non-personal data. 

 Different pilots have different requirements with regard to the number of data 
sources and the volume of data collected daily/monthly/yearly. Thus, the cloud 
infrastructure should be flexible in terms of data volume and data collection 
frequency, so as to meet the particular needs of each pilot. For example, in the 
case of real-time data, while for most pilots the daily volume of data is expected 
to be in the range of 100-300 MB, in the case of Antwerp the expected volume is 
about 50 GB because in this pilot we envision the collection and storage of 
weather radar data for rainfall estimation. 

 Given that the pilots also include a city in a non-EU country (Municipality of 
Antalya in Turkey), the implemented data collection/storage mechanisms should 
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be flexible so as to conform to the appropriate European or national laws and 
regulations. For example the collection/processing/storage/deletion of personal 
data should conform to the GDPR regulation [5] in case of data collected/used in 
EU countries and to the Turkish Personal Data Protection Law (KVK 6698) [31] 
for data collected/used for the Antalya pilot. Moreover, the cloud infrastructure 
should enable storage of data in different locations. More specifically, data for the 
(non-EU) Antalya pilot should be stored in Turkey (as required by national law), 
while data for the other EU pilots can be stored in DELL’s cloud in Ireland.  

 Similarly, the cloud infrastructure should adhere to the proper standardized 
information security and privacy policies. 

 The cloud infrastructure should support a metadata policy for proper data search 
and identification.   

 Both internal and public access to data visualization should be supported 
depending on the pilot and the type of data to be visualized.  

 The cloud platform should support different kinds of interfaces for data access, 
including a web-portal interface, a mobile interface or data-specific interfaces. 
The cloud platform should be able to provide different options to satisfy the 
needs of public administration officials in the different pilots.  

 The cloud platform should be flexible so as to support administrative groups with 
a limited control over data access/monitoring on the pilot side and different 
access/monitoring rights, based on the specific needs of each pilot.  

 The cloud infrastructure should offer a variety of data security mechanisms (e.g. 
Data At Rest encryption, Data In Transit encryption / VPN, access control list, 
data anonymization, access logs, etc.). Again, for each pilot a different subset of 
these mechanisms should be implemented.  

 In general, the cloud platform should support secure access control and prevent 
unauthorized access. 

 A username-password user authentication scheme will be implemented for all 
pilots, but alternative user authentication processes that ensure higher level of 
security such as digital certificates should also be also offered.  

 The platform should offer redundancy and also support data back-up and 
recovery mechanisms, also taking into mind the existing policies already into 
place in the pilot cities.  

 Similarly, the cloud infrastructure should be able to apply different data 
deletion/retention policies, depending on the data source and type of data, 
complying with specific dataset regulations, and also taking into account the 
retention policies already in place in the pilot cities.  
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8. Appendix 1 – Questionnaire for the definition of public 
administration requirements for privacy-preserving cloud 
infrastructure                      
 

 

CUTLER - Coastal Urban developmenT through the LEnses of 
Resiliency 

 

 

 
Questionnaire 

 
for the definition of public administration 

requirements for privacy-preserving cloud 
infrastructure                      

 

 
 

 
 

 

 

Project funded by the European Community under the 
H2020 Programme for Research and Innovation. 
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Copyright  
  

© Copyright 2018 CUTLER Consortium consisting of:  

  

This document may not be copied, reproduced, or modified in whole or in part for any 
purpose without written permission from the CUTLER Consortium. In addition to such 
written permission to copy, reproduce, or modify this document in whole or part, an 
acknowledgement of the authors of the document and all applicable portions of the 
copyright notice must be clearly referenced.  

  

All rights reserved.  

 

  



D2.1 - Public administration requirements for privacy-preserving infrastructure                       CUTLER-770469 

Filename: CUTLER_D2.1_final                                                                                                     Page 52 of 61 

RESPONDENT DETAILS 

 

Organization:  

Name:  

Position in 
organization: 

 

Email:  

Tel.:  

Date:  

Place:  
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Questionnaire 
 

This questionnaire adheres to the general outline of the lifecycle of data, whereby 
questions are grouped into one of 4 select groups:  

 Data Collection  
 Data Use 
 Data Storage  
 Data Deletion 

 

 

Part 1: Data Collection 
 

1. What kind of data types (files, etc.) do you collect? Please specify if this data is 
structured or unstructured, along with the respective file formats/extensions2. 

Some examples below... 

Data type Environmental/ 
Societal/ Economic 

Structured/ 
Unstructured 

File format/ 
extension 

Document Economic Structured xls, csv 

Document Economic Unstructured doc, pdf 

Data stream Environmental Structured csv, json 

Data stream Environmental Unstructured custom type 

Database Social Structured some 
database type 

 

2. What type of real-time sources do you envisage using for collecting data for the 
CUTLER platform? 3 Similarly, how many of these sources do you project using? 

Some examples below... 

Real time source type  Details Number of 
sources  

Sensor for CO2 (weather stations)  13 

Twitter data   

                                                
2  Industry-standard formats such as .txt, .doc, .pdf etc. 
3  For example: sensors, social media etc. Number of sources not required for social media. 
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Web-page e.g. opengov.thessaloniki.gr  

 

3. How frequently will live data from sources/sensors be pushed to the CUTLER 
platform and what will be the approximate payload size of the data?    

Please list the data sources of the previous question (2) and provide frequency and 
payload. Some examples below... 

Real time source type Frequency   Volume 
(estimation) 

Weather station sensor per minute ~10KB 

Official Twitter per day 200 tweets 

   

 

4. What type of static data sources do you project using in relation to the 
platform? How many sources do you estimate using? 4 How frequently will data 
from static sources be pushed to the platform and what will be the approximate 
payload size of this type of data? 

Some examples below... 

Static data source type Frequency Volume Number 
of 
sources  

Report on local business 
turnover 

Quarterly ~2MB 1 

Environmental reports Daily 100 KB 2 

Tourism statistics   2 

 

 5. In general, have you any restrictions (legal or otherwise) in how this data can 
be collected? 

- Is the GDPR applicable to the particular situation? 

- If yes, who is the controller/processor? 

- If not, is there any other piece of legislation applicable to that particular situation (e.g. 
trade secret Directive, IP issue, proposed ePrivacy Regulation once finalized on the 
context of M2M communication)?  

- Are there licenses from 3rd party associations/organizations/institutions, you should 

                                                
4  This could be static environmental or economic data etc. 
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acquire in order to use this data? 

 

Environmental data:   

 

 

Economic data:  

 

 

Social data:  

 

 

 

6. In your own words, how sensitive is this data? Does it contain information that 
could be deemed personally confidential and/or commercially sensitive? Please 
give a detailed account.   

Please provide this detailed info for each data source you are going to use. Please make 
a distinction between a) sensitive data in the sense of Art. 9 GDPR (special categories of 
data)5 and b) sensitive data that are considered so in light of other considerations, and 
for which no additional safeguard in foreseen in the GDPR as such6.  

 

Environmental data:   

 

Economic data:  

 

Social data:  

 

 

Part 2: Data Use 
 

                                                
5 Sensitive data in the sense of Art. 9 GDPR (special categories of data), which are defined as 
‘personal data revealing racial or ethnic origin, political opinions, religious or philosophical beliefs, 
or trade union membership, genetic data, biometric data for the purpose of uniquely identifying a 
natural person, data concerning health or data concerning a natural person's sex life or sexual 
orientation’ and whose processing is made conditional upon the fulfillment of one of the limitative 
grounds listed in Art. 9(2). 
6 Sensitive data that are considered so in light of other considerations, and for which no 
additional safeguard in foreseen in the GDPR as such. Although, the sensitivity of these datasets 
might still have an impact on the measures that must be implemented by controllers since the 
GDPR adopts a risk-based approach. In other words, the more sensitive the datasets, the higher 
the threshold for the ‘appropriateness” of the measures that must be implemented. This should 
appear from a proper data protection assessment conducted prior to the processing activities. 
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7. Once collected/processed, do you require public access or internal access to 
visualization of the data (visualization widgets)? 

 
● Data visualization (maps, statistics, diagrams, etc.) with public access (list the 

outputs under this category) 
○ E.g. data from weather stations 

 

● Data visualization with internal access (list the outputs under this category) 
○ E.g. consultation results  

 

● Data visualization with other access (please specify the kind of access) 
○ …. 

 

 

8. Do you have/require having administrative groups that have control over 
accessing/monitoring the data? 

Please specify if there are people that will have administrative control over data 
accessing/monitoring 

 

 

 

9. Similarly, what IT resources do you have available within your municipality to 
support the platform? 

Please provide a list of all the available IT resources (equipment, staff, third-party 
platforms like Amazon cloud, etc.) 

1. A 
2. B 
3. C 
4.  

 

 

10. What kind of interface do you require in order to access the data? Please 
select all that apply. 

□  Web portal 

□  Data-specific application/interface  

□  Other agent (please specify) 

 

 

11. What security mechanisms do you require from the following list? Please 
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select all that apply. 

□  Data At Rest encryption 

□  Data In Transit encryption / VPN 

□  Access control list 

□  Data Anonymization 

□  Digital Signatures 

□  Access Logs 

□  Other (please specify) 

 

 

12.  In conformance with the EU General Data Protection Regulation (GDPR), who 
is the “controller”7 personal data8? (Identify more than one if applicable) 

Please elaborate… 

 

 

13.   Would a general username-password authentication method suffice for data 
access or is a higher level of security (such as certificates) required? 

 

 

 

14.  Have you any existing policies for access control and security relating to the 
datasets? If so, please also provide documentation (attached to this 
questionnaire). 

1. 

2. 

3. 

                                                
7 The controller is defined by Art. 4(7) of  GDPR as: ‘the natural or legal person, public authority, 
agency or other body which, alone or jointly with others, determines the purposes and means of 
the processing of personal data’. Also, ‘where the purposes and means of such processing are 
determined by Union or Member State law, the controller or the specific criteria for its nomination 
may be provided for by Union or Member State law’. 
8 As stated in Art. 4(1) GDPR, personal data is ‘any information relating to an identified or 
identifiable natural person’. 
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15. Similarly, are there any other policy requirements for security and access 
control that you require? 

1. 

2. 

3. 

 

 

16. Have you any specific requirements in relation to responsiveness or latency of 
the platform?9 

1. 

2. 

3. 

 

 

17. Have you any specific compliance or legislative requirements (other than 
GDPR) on the data? Any audit requirements?  

1. 

2. 

3. 

 

 

Part 3: Data Storage 
 

18.  Does some or all of the data need to be encrypted when it is stored? (please 
elaborate) 

 

 

 

19.  Does some or all of the data need to be migrated or saved in a certain 

                                                
9 For example, does the data need to be accessed in real-time. 
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geographical location? (please elaborate) 

 

 

 

20.  Have you any specific database requirements such as model requirements 
etc.? 

 

 

 

21.  Do you require a form of backup or disaster recovery model for the data?  

 

 

 

 

Part 4: Data Deletion 

22. Does your data require to be deleted/destroyed after a certain period of time? 
If so, what is the retention policy? 

 

Data type Should it be 
deleted/ 
destroyed? 

Retention policy 
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