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While battery capacity fails to keep up with the power-demanding features of 
the latest mobile devices, powering the functional advancement of wireless 
devices requires a revolution in the concept of battery life and recharge 
capability. Future hand-held devices and wireless networks should be able to 
recharge themselves automatically from the environment and optimize their 
energy consumption. 

Green Mobile Devices and Networks: Energy Optimization and Scavenging 
Techniques provides insights into the principles and technical challenges 
behind both automatic optimization of energy consumption and energy 
gathering from alternative environmental sources. It introduces the basic 
background, motivation, and principles of various technologies—supplying 
detailed and integrated coverage of different optimization and energy 
scavenging techniques. In particular, the book:

•	 Examines the technical challenges behind automatic optimization  
of the energy consumption in dynamic real-time scenarios

•	 Considers different types of energy scavenging techniques

•	 Describes the various technologies behind harvesting energy through 
different sources—including solar, acoustics, kinetic, mechanical 
vibrations, and electromagnetic waves

Striking a balance between theory and implementation, the book links 
different concepts with applications of corresponding schemes and connects 
them to various standards. It discusses the continuous monitoring of battery 
life and the automatic adjustment of different functionalities—including 
data reception, processing and display, complexity of software modules, 
and perceived video quality—to provide you with a clear understanding 
of the technical challenges, measurement of energy gain, limitations, and 
future opportunities.
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Preface

Wireless communications are evolving rapidly toward “beyond 3rd generation 
(B3G) and 4G systems.” At the same time, multimedia transmissions, video-on-
demand, gaming, etc. are becoming increasingly popular among the growing num-
ber of users. Additionally, over the past couple of years, the demand for multimedia 
communications and, particularly, video streaming to handheld mobile devices 
has grown by leaps and bounds. In particular, it is expected that by 2013, mobile 
phones and other browser-enabled mobile devices will overtake PCs as the most 
common access device worldwide. As the technology progresses, wireless devices, 
such as smartphones, iPhones, PDAs, etc., are offering a large number of sought-
after features to customers and support for increasingly complex applications. With 
each passing year, the functionality and computing power of mobile devices is 
increasing exponentially, with more and more applications and communication 
technologies being added consistently to handheld wireless devices. �e data rate 
required for supporting these services is also increasing significantly. �is implies a 
high power requirement at the transmitting and, especially, the receiving wireless 
devices. However, there is an annual power improvement of only 6 percent over 
past years and this has not grown in tune with processing and communication 
technologies. �is has a serious impact on the practical use of the mobile devices, 
especially when accessing rich media-based services. For example, the battery of an 
iPhone 4GS lasts a mere five hours during Internet connectivity on a 3G network.

Given the stringent requirements and the current limitations of the battery 
powering of mobile devices, serious efforts are required not only to improve the 
battery quality, but also improve the battery life. In order to achieve greater suc-
cess from mobile technology over the next decades, the concept of battery recharg-
ing every one to two days has to be completely revamped. �is is, of course, 
easier said than done. A very important question that needs to be investigated 
and would challenge the researchers/handset manufacturers/network operators is 
what kind of improvement in the battery can be achieved without significantly 
altering the overall performance? �is is a very interesting yet a very difficult 
proposition. Recently, there have been several efforts to optimize the energy con-
sumption in both devices and networks. At the level of a device receiving video 
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content via wireless networks, the content’s bit rate, frame rate, and color depth 
could be altered seamlessly depending on the current battery power status. Such 
a periodic yet a dynamic adaptive mechanism would significantly optimize the 
battery consumption. An important thing to ponder is that energy optimization 
schemes can only reduce the consumption and thereby, increase the battery life 
by a certain but limited amount. �ere should be alternate mechanisms that 
need to be used or proposed in order to improve the self reliance of the devices 
or at least significantly extend the power in the devices by generating or harvest-
ing energy from the environment. An interesting, but challenging aspect is to 
look at different energy-harvesting techniques and their adaptability to be used 
by wireless/mobile devices and networks. In order to achieve this, significant 
changes have to be made in both the hardware mechanisms and software poli-
cies to adapt energy use to user requirements for the tasks at hand and to enable 
automatic recharge from the environment.

Significantly, at the heart of all the technology platforms and handsets introduced 
are networking and radio communications, thereby enabling base stations/routers/
devices to support rich media services, regardless of where the users are physically 
located. With the latest extensive demand for high-speed Internet browsing and mul-
timedia transmissions over the wireless networks, the focus of mobile networking 
has been mainly on increasing the data rate and, importantly, the system processing 
capacity. However, recently it has become quite evident that data rate increase and 
throughput maximization are not the only objectives in the next generation of wire-
less systems. Tomorrow’s networks should be optimized for performance and for energy 
efficiency as well. A network optimized for both performance and energy implies a 
very different design and architecture and this is what is needed for high data rate 
communication to be sustainable in the future. To dramatically reduce the energy 
consumption of today’s wireless networks, a radical new approach needs to be initi-
ated. Hence, the next wave of energy efficient networks will not come simply from 
more traditional research on single aspects, such as physical layer research, but will 
require holistic, system-wide, breakthrough thinking that challenges basic assumptions.

Harvesting energy from the environment is an important aspect that can 
create a significant impact in the working pattern of current wireless networks. 
Energy harvesting can be done at the transmitters, receivers, routers, etc. However, 
energy harvesting in networks/base stations, etc. is still in a very nascent stage, as 
compared to energy harvesting in devices. �is is primarily because of two rea-
sons. Firstly, the amount of energy required by the wireless networks is very high 
and it is not possible to harvest such a large amount of energy at the moment. 
Secondly, the networks/base stations are located at one place and operated by 
mobile network operators, which are run by big companies. Hence, it becomes 
easier to power the base station through the existing electricity grid rather than 
harvesting energy from the environment. However, at the same time, given the 
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increasing computational complexity and the power requirement of the base sta-
tions, extracting energy from the environment to power the operations of the 
base stations is an extremely relevant issue in the decades to come. In fact, in the 
sensor network domain, given the critical power requirement, energy harvest-
ing for wireless sensor networks is already being carried out. It is an interesting 
research challenge to extrapolate the energy-harvesting mechanisms from sensor 
networks to wireless cellular networks.

Energy harvesting in devices is a relatively easy challenge. �is is primarily 
because of the low power requirement of wireless devices. Further, a wireless device 
is exposed to different sources of energy in the environment, such as heat, light, 
mechanical keys, electromagnetic waves, audio, etc. Hence, a holistic approach 
would be to optimize energy harvesting through each individual mechanism and 
then integrate these different aspects.

�is book is a first of its kind focusing solely on energy management in mobile 
devices and networks. It provides a detailed insight into the different energy optimi-
zation techniques and energy harvesting mechanisms in both wireless devices and 
networks. A unique aspect of the book is the detailed and integrated coverage of 
different optimization and energy scavenging techniques by different experts. �is 
has not been dealt with before and offers a unique platform for the readers. �e 
book is divided into two parts. �e first part describes various energy optimization 
techniques, whereas the second part presents the energy-harvesting mechanisms.

�e first part has seven chapters that focus on energy optimization techniques. 
Of these, the first three chapters focus on “energy optimizations in devices,” while 
the next four chapters deal with “energy optimization in wireless networks.” 
Chapter 1 talks about energy management and energy optimization techniques 
for location-based services in mobile devices. Chapter 2 explains the mechanism 
for energy efficient supply for mobile devices. Chapter 3 models the energy costs of 
different applications in wireless devices/handsets and is an extension of their pre-
vious proposed work in the same domain. In case of wireless networks, the energy 
consumption for the components across different wireless networks remain the 
same. However, the pattern of the energy consumption varies across different types 
of networks. Given the importance of voice communication in cellular networks, 
Chapter 4 talks about exploiting on–off characteristics of human speech for energy 
conservation in WiMAX-based systems. Further, given the amount of voice over 
Internet protocol (VoIP) IP services, Chapter 5 provides an insight into the quality 
of experience-based energy conservation techniques for VoIP services in Wireless 
LAN. Notably, a distributed ad hoc network represents a highly complex network 
in terms of both implementation and deployment. Hence, Chapter 6 explains the 
importance of considering multiple criteria (minimum energy, multiple relay, etc.) 
in a mobile ad hoc network and extends their previous work in this field. Above all, 
given the amount of energy optimization techniques already developed for wireless 
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sensor networks, Chapter 7 provides a comprehensive overview of energy optimiza-
tion in wireless sensor networks and how it could be potentially extrapolated for a 
generic wireless network.

�e second part of the book includes six chapters that focus on energy harvesting 
techniques. Given the importance and the amount of research work being carried 
out for energy harvesting in wireless devices, four out of the six chapters in this sec-
tion are dedicated to factors and mechanisms for different energy harvesting solu-
tions for wireless devices. �e last two chapters talk about common energy harvesting 
techniques in wireless networks. Chapter 8 evaluates CMOS RF¦DC rectifiers for 
electromagnetic energy harvesting in mobile devices. Further, Chapter 9 explains 
in detail energy scavenging techniques using a magneto inductive method, while 
Chapter 10 discusses the mixed signal low power techniques in energy harvesting 
systems. In Chapter 11, we look at designing wireless sensors with intelligent energy-
aware middleware and how could this be extrapolated into futuristic wireless devices. 
Similarly, the last two chapters of the book, Chapter 12 and Chapter 13, provide an 
energy consumption profile for energy harvested wireless sensor networks and radio 
frequency energy harvesting/management for wireless sensor networks, respectively.

Green Mobile Devices and Networks: Energy Optimization and Scavenging 
Techniques can serve as a benchmark for postgraduates, future engineers, and 
designers in developing energy-optimal solutions and at the same time provide a 
deeper insight for the next generation of researchers to harvest energy from the 
environment for developing the next generation telecommunication systems.

�e editors would like to wish the audience a happy reading time and would be 
happy to receive any queries from the readers.

Hrishikesh Venkataraman
Gabriel-Miro Muntean
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1.1 I ntroduction
Location-based services (LBS) that utilize the position of mobile devices to pro-
vide user functionality, such as services for navigation, location-based search, social 
networking, games, and health and sports trackers, are becoming more and more 
important. Research has investigated such services for more than a decade now, and, 
recently, they also have become commercially important as they claim a large share of 
the mobile applications deployed on mobile phones (Skyhook Wireless, 2010).

A successful LBS must not excessively drain the battery of mobile devices. 
Battery capacity is a scarce resource in mobile devices because it is not increasing 
at the same pace as the new power-demanding features that are added to mobile 
devices. If users experience that a specific LBS drains the battery, they might stop 
using the service. It is, however, not a simple task to build low-power-consuming 
LBSs because such services make heavy use of many power-consuming features of 
mobile devices, such as the radio to receive and send data, the screen to display maps, 
or positioning sensors. Today’s mobile devices contain several positioning sensors, 
e.g., a built-in GPS receiver or a WiFi radio that can be used for positioning. For a 
general introduction to positioning technologies, we refer the reader to LaMarca and 
Lara (2008). �erefore, an LBS has to take great care in how it uses device features 
to minimize the power consumption, especially if the service is to run continuously.

In this chapter, we characterize the power consumption of location-based services 
and consider profiling and modeling the power consumption of mobile device features, 
which is a prerequisite for most methods for minimizing the power consumption and 
for their evaluation. �en, we present methods for minimizing power consumption 
where we divide the methods into sensor management strategies and position update 
protocols. For example, we will present our software system EnTracked that imple-
ments several novel sensor management strategies and position update protocols that 
can lower the power consumption of many types of LBSs by 64 percent for a continu-
ous moving device and by up to 93 percent for an occasionally moving device.

1.2  Power Consumption and Location-Based Services
How crucial it is for an LBS to save power depends on the usage pattern, battery 
recharge options, and how the service uses the phone’s features. With regard to 
the usage pattern, an important parameter is how long a service is expected to run 
on a phone. �e most important LBSs to minimize power consumption are those 
that are long running for hours or days; however, such services also provide many 
opportunities for applying power-saving methods. �e importance of minimizing 
the power consumption also depends on users’ recharge options because a service 
can be allowed to consume a lot of power if a user is able to recharge the phone 
when finished using the service (Banerjee et al., 2007). Due to such considerations, 
it might be a situation that is dependent on how important it is that a service con-
sumes minimal power. In regards to the phone feature usage, the consumption 
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impact depends on the power consumption of the individual features. Later sec-
tions describe how to profile the power consumption of individual phone features 
and give some values for a typical mobile phone.

A classification of the power consumption for different types of LBSs is shown 
in Figure 1.1, originally presented in Kjærgaard (2011). �e classification types are 
inspired by the service types introduced by Bellavista, Küpper, and Helal (2008). 
�e figure classifies service types with respect to their running time and power con-
sumption. Running times are classified into second-long, minute-long, and hours/
days-long, and power consumption into low-, medium-, and high-consuming ser-
vices; a factor is given indicating the impact on the battery lifetime compared to a 
standby battery consumption of 0.05 watt.

�e figure shows two service types that only run for seconds. Geotagging sub-
sumes services that attach location information to other digital material, e.g., pic-
tures, and reactive location-based searches are services that, when requested, search 
for information related to the user’s location, for instance, about the nearest subway 
stations. �e consumption of such services is medium to high due to the fact that the 
screen, communication, and positioning features are all used. Furthermore, the power 
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Forthcoming. With permission.)
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consumption of such services is difficult to minimize by software means because a 
short, well-defined task has to be carried out. However, the impact on the battery 
lifetime is not significant because these services are used for a short amount of time 
and not frequently rerun.

�ree service types are given that run for minutes. Maps and navigation 
involves services that can show people where they are on maps or satellite imagery 
and provide navigation directions to a location. Location-based games are games 
that use location as an element in the game play, e.g., the finding of physical 
caches using GPS positioning known as Geocaching or Live Pac Man, where real 
persons run around as monsters intending to catch the player. Sports trackers are 
services that can log where and when you exercise, which can be shared and ana-
lysed. Again, the consumption of such services is medium to high, but, because 
they run for minutes, their impact on the battery lifetime is higher. When ser-
vices run for minutes, it is an advantage that they have a low consumption, but 
maybe not necessary, e.g., if a user is able to recharge the phone when finished. 
However, one problem that users might experience is that if they forget to turn 
a service off, it might discharge the phone without them noticing before it is too 
late. To avoid these issues, methods for minimizing the power consumption can 
be used to lower the power consumption to prolong the battery life.

In Figure 1.1, three services are shown that run for hours or days. Place and activ-
ity recognition are services that can register the whereabouts and activities of a user 
to, e.g., construct a daily diary or calculate a CO2 footprint from the user’s behavior. 
Proactive location-based searches are services that can push information to the user 
in the form of query results, e.g., if a user registers a search for free city bikes, the user 
will be notified when in the proximity of them. Location-based social networking is 
a service that enables the user to link location to social networking, e.g., to be noti-
fied when near friends or events. Again, the consumption of such services is medium 
to high, but, because the services run for hours or days, it is very important that they 
consume a minimal amount of power because they would otherwise have a major 
impact on how fast the battery will discharge, e.g., 20 times faster with a high con-
sumption compared to standby consumption. �erefore, for long-running services, 
it is crucial to apply methods for minimizing the power consumption.

1.3 � Profiling and Modeling the Power 
Consumption of Mobile Devices

As a first step in understanding the power consumption of mobile devices, one 
could consult their specifications. However, these will often not give the full picture 
because values are missing (e.g., power consumption values for central processing 
unit (CPU) usage) and dynamic aspects are not considered. �e dynamic aspects are 
caused because features do not instantly power on or off, e.g., a 3G radio needs sev-
eral seconds to power on before it has established a connection and the same is true 
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when it powers off. �erefore, the power consumed when sending data is not simply 
modeled as a single value for the consumption. A solution for capturing dynamic 
aspects is to power profile a device. To use this information to proactively minimize 
the power consumption of LBSs or to evaluate different design options requires that 
one has adequate models of the power consumption. �is section discusses the pro-
filing and modeling of the power consumption of mobile devices.

To truthfully model the power consumption of a phone, one has to consider 
dynamic aspects in addition to the consumption of individual features. To illustrate 
these aspects, Figure 1.2 shows two power profiles of a Nokiaâ N95 and a Nokia 
N97 phone running a Python script that every 60 seconds invokes the GPS to pro-
duce a single position fix, opens a transmission control protocol (TCP) connection 
to a server over the 3G radio, sends the position fix, and then closes the connection. 
It can be seen from the figure that the single steps are not executed instantly, and 
that it takes some seconds for the GPS to produce a position fix and to send the 
position fix. Furthermore, after sending, both the 3G radio and the GPS keep con-
suming power for a while. Finally, the different phones also have different delays 
and power levels associated with their features.

�e ability to accurately model the power consumption and delays is important 
for three reasons. Firstly, without a model, we cannot make informed decisions 
about what actions to take to minimize the power consumption. Secondly, if we 
do not have a model of the delays, we do not know how much time to reserve for 
delays at runtime to update positions within required accuracy limits. �irdly, it 
might be too laborious to evaluate different options for power saving for each step 
in the design process by deploying the software on a phone, mimic real behavior 
(e.g., a walking tour outdoors), and measure the power consumption. As an alter-
native, a model for power consumption allows simulation of the power consump-
tion without deploying the software, which enables a faster development process. 
A drawback of such models is that they depend on the estimation of device-depen-
dent parameters as already illustrated in Figure 1.2. �erefore, there is a tradeoff 
between the model’s accuracy with regards to the number of parameters that the 
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model takes into account and the practicability of using the model, in terms of the 
effort to profile the parameters for a new device.

1.4  Device Model
In the following, we present a device model originally proposed in our previous 
work (Kjærgaard et al., 2009) consisting of two parts: (1) a power model that 
describes the power usage of a phone, and (2) a delay model that describes the 
delays, for instance, when requesting a phone feature, e.g., the time it takes for 
a GPS to return a position. �e model considers a subset of the phone features 
relevant for position tracking using GPS and inertial sensors. If needed, the model 
could be easily extended with additional variables to also consider WiFi, Bluetooth, 
and GSM positioning. Furthermore, the basic model assumes that no CPU heavy 
tasks have to be considered, but they could be factored in given a mapping between, 
e.g., the size of the input of the task and the resulting power consumption. For 
interactive user applications, one also would need to take into account the power 
usage of features such as the computations for the application logic, keystrokes, 
camera use, and screen use.

In the models, we consider the following phone features:

◾◾ Accelerometer (a)
◾◾ Compass (c)
◾◾ GPS (g)
◾◾ Radio idle (r)
◾◾ Radio sending (s)
◾◾ Background (Ip)

For each feature, the variable used to reference the feature later in the text is 
given in brackets. Background is not strictly a feature, but is included in the power 
model to cover the background consumption of the phone.

�e power model consists of two functions defined in the equations below: 
the power function power and the consumption function cd,p where d is a feature’s 
power-off delay and p its power consumption.
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�e equation uses the variables at, ct, gt, rt, st for the different features listed in 
the above list to denote their last usage. Each variable denotes at time step t, the 
number of seconds since the feature was last powered off (a variable is zero if the 
feature is in use in the current time step t). Since the idle power consumption is 
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constant, no variable it is introduced. Furthermore, the parameters ap, cp, gp, rp, sp, Ip 
denote the power consumption of a feature, e.g., 0.324 watt for a Nokia N95 inter-
nal GPS. �e parameters ad, cd, gd, sd, rd denote the number of seconds until a fea-
ture is powered off after last usage, e.g., 30 seconds for a Nokia N95 internal GPS. 
More example values for the different features will be provided in a later example 
for a Nokia N95 phone, but also can be found in Kjærgaard (2010).

�e delay model contains functions that capture the delay for any feature that 
has a significant associated delay. Features that have none or negligible delays are 
modeled as they instantly perform their task. In a mobile phone, it is mainly the 
GPS and the radios that have request delays when powering on associated with 
them, which can be modeled as two functions—reqg(gt  ), reqs(st  )—that describe the 
request delays for the GPS and for activating the radio for sending.

1.4.1  Example: Modeling the Nokia N95 Phone
In the following, we take a Nokia N95 phone as an example and explain how we 
parameterize the model for this phone and present results for how well the model 
fits with actual device measurements.

�e Nokia N95 8GB is a 3G phone with an internal GPS module and a triaxial 
accelerometer, both of unspecified brand, and a 1,200 mAh battery. �e phone 
runs the Symbian 60 operating system version F1. To measure the power con-
sumption of the phone, we used the Nokia-developed tool Nokia Energy Profiler 
version 1.1 (Nokia, 2011). �e Nokia Energy Profiler tool has been built by Nokia 
to enable developers to analyze the power consumption of mobile applications and 
it supports a power sampling rate of up to 4 Hz. To measure the delays and power 
consumption of different features, several Python scripts have been developed that 
enable and disable features and measure various delays. �e Python scripts run 
on the N95 with the aid of the Python Interpreter for S60, version 1.4.4 (Pys60 
Community, 2011) and the included libraries that provide access to phone features, 
such as the internal GPS and the triaxial accelerometer. �e internal GPS supports 
a sampling rate of 1 Hz and the triaxial accelerometer, a sampling rate of around 35 
Hz. To make measurements involving sending data using the phone’s 3G radio, a 
TCP/IP server was implemented in Java and deployed on a server connected to the 
Internet with a public IP address to which the phone was able to connect.

To determine the power parameters ap, gp, rp, sp, Ip, we have collected a number 
of power consumption traces with a N95 phone with different features enabled and 
disabled. Before each trace collection and before all of our other experiments, the 
phone was fully charged to counter the influence of the nonlinear voltage decrease 
of batteries (Brown et al., 2006). First, the Nokia Energy Profiler application was 
started, then the Python interpreter was started with a Python script that enabled 
or disabled certain features for a specific amount of time. �e total script running 
time was five minutes for these measurements. �en the Python interpreter was 
closed and the Nokia energy profiler was stopped. �e power consumption trace 
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collected with the Nokia energy profiler was exported to a file. �ese traces were 
trimmed to remove the consumption logged while the Python script was not run-
ning and when the screen was powered on. �e average feature consumptions were 
calculated from the trimmed traces and are listed in Table 1.1. In the model, we use 
the average values for the parameters.

�e request delays modeled by the two functions reqg(gt) and reqs(st) have been 
measured using the same experimental setup. Firstly, the GPS request delay for 
assisted GPS was measured as the time between requesting a GPS measurement 
and the moment when a position was returned. �e radio request delay was mea-
sured as the difference between the GPS timestamp and the reception timestamp 
on a remote server. A more detailed discussion of the measurements can be found 
in (Kjærgaard et al., 2009).
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Following a similar experimental approach, the power-off delay, which is the 
time a feature takes to power off after the last usage, also has been measured and 
is listed in Table 1.2. �e results indicate that the power-off delay for the GPS and 

Table 1.1  Power Consumption for Features of the Nokia 
N95

Feature Average Power [milliwatt]

Background (Ip) 62

Accelerometer (ap) 50

GPS (gp) 324

Radio idle (rp) 466

Radio sending (sp) 645

Table 1.2 N 95 Power-off Delays for Features

Feature Average Time [seconds]

GPS 30.0

Radio idle 31.3

Radio sending 5.45
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for radio idle is around 30 seconds and a little below 6 seconds for radio sending. 
�e power-off delay for radio idle is relative to when radio sending has powered off 
to idle mode.

To validate the proposed device model, we now compare the power consump-
tion for periodic tracking calculated with the device model to the power consump-
tion of traces collected on an N95 phone. Figure 1.3 plots data from the collected 
trace for 60 seconds periodic tracking, overlaid with the predicted power consump-
tion of the device model. We can see how the proposed model closely matches the 
real power consumption. �erefore, this model can be used to inform the design of 
our tracking techniques toward minimizing the power consumption.

1.5  Methods for Minimizing the Power Consumption
�is section reviews methods for minimizing the power consumption of LBSs. 
When considering methods for minimizing the power consumption, we have to 
consider how the services are distributed. Figure 1.4 outlines a conceptual model, 
which differentiates between local services running on mobile devices and remote 
services running in the cloud (Hayes, 2008). �e local services will request posi-
tions from an API (application program interface) on the device, which means 
that the used power for positioning can primarily be linked to on-device sensors 
and processing. Exceptions to this are positioning methods that depend on server 
assistance, e.g., A-GPS and WiFi positioning. �e remote services, on the other 
hand, will request positions from an API residing in the cloud, which means that 
the used power for positioning in addition to the on-device consumption results 
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Figure 1.3  Comparison of consumption measured on a Nokia N95 with the 
modeled consumption. To improve readability, the curve for the proposed model 
has been shifted in time to not directly overlap with the measured curve.



12  ◾   Mikkel Baun Kjærgaard

from the radio’s consumption for wireless connectivity. �erefore, it makes sense to 
differentiate between remote and local services, which also affect properties, such 
as position latency and privacy. If many remote services are interested in monitor-
ing the position of a device, a dedicated tracking service might be deployed that is 
responsible for monitoring the device and for forwarding position updates to other 
remote services.

We, furthermore, divide the responsibility of handling service requests into 
on-device sensor management strategies and position update protocols (residing 
both on the device and in the cloud). Sensor management strategies decide how 
to use available position sensors to estimate the current position. Position update 
protocols control the interaction between the device and remote services. Such a 
division enables a flexible combination of different sensor management strategies 
and position update protocols and better overall performance by optimization of 
either subproblem.

After presenting relevant sensor management strategies and position update 
protocols, as a case, we will present our software system EnTracked that implements 
several novel sensor management strategies and position update protocols that can 
lower the power consumption of many types of LBSs by 64 percent for a continuous 
moving device and by up to 93 percent for an occasionally moving device.

1.5.1  Sensor Management Strategies
Sensor management strategies decide how to use available position sensors to esti-
mate the current position. Sensor strategies could be implemented considering rel-
evant properties, such as power consumption, positioning accuracy, the positioning 
availability in different environments (e.g., outdoor versus indoor), security (e.g., 
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Figure 1.4 O verview of sensor management strategies and position update 
protocols.
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spoofing attacks (Tippenhauer et al., 2009)), and privacy (e.g., WiFi positioning 
reveals a target’s existence (Kjærgaard, 2007)).

In this section, we consider five types of sensor management strategies illus-
trated in Figure 1.5. �e basic sensor management strategy is the default strategy 
that delivers positions as provided by a sensor. �is strategy is relevant if a sen-
sor’s internal management already does a good job with regards to minimizing 
power consumption. �e strategy of static duty cycling saves power by interleav-
ing sampling with sleeping periods, which saves power because the sensor can 
be powered off during the sleeping periods. A static threshold Tperiod in seconds 
defines the length of the sleeping periods and, therefore, the resulting sampling 
frequency. �is strategy is relevant for services where a lower frequency than 
the one supplied by a given sensor is enough to meet the requirements of the 
respective LBSs. �e strategy of dynamic duty cycling also interleaves sampling 
requests with sleeping periods, but dynamically increases and decreases the sleep-
ing periods to save power while ensuring that service requirements for the posi-
tioning accuracy are satisfied. �e strategy continuously estimates a threshold 
Testimate in seconds for the sleeping period from properties, such as the speed and 
heading of a target. �is strategy is relevant in cases where an adequate static 
duty-cycling threshold cannot be selected, e.g., for tracking targets with chang-
ing motion patterns.
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Figure 1.5 O verview of sensor management strategies.
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�e strategy of sensor replacement supervises the usage of high consuming 
sensors by events generated by a simpler and less consuming sensor. �e position-
ing using a high consuming sensor can, for instance, be requested only when a 
simple motion sensor senses motion. �is strategy is relevant in cases when a target 
has changing motion patterns that can be sensed by simpler and less consuming 
sensors.

�e strategy of sensor selection saves power by switching between sensors with 
the goal to use the sensors, which use the least power to provide positions that 
satisfy the service requirements for positioning accuracy. �is strategy is relevant 
in cases when services have changing requirements to positioning accuracy and 
several sensors are available, e.g., WiFi, GSM, or GPS with different properties with 
respect to power consumption and positioning accuracy.

In the following subsections, we will present concrete methods for applying the 
three strategies of dynamic duty cycling, sensor replacement, and sensor selection 
for location-based services.

1.5.1.1  Dynamic Duty Cycling

To apply dynamic duty cycling a model is needed for how to relate service require-
ments for positioning accuracy to sampling frequency. In the following, we pres-
ent a model that relates the requested positioning accuracy to time and estimated 
accuracy and speed. �e model consists of two steps: (1) to calculate the current 
accuracy and (2) to use the calculated current accuracy to calculate an estimate for 
the sleeping threshold Testimate.

�e first step takes into account the sensor-estimated accuracy apos as well as the 
time tpos of the most recent position sample and the sensor estimated speed vpos. �e 
model then calculates the current accuracy acurrent with respect to the most recently 
delivered position as defined in the equation below:

	 a a t t vcurrent pos current pos pos= + − ×( )

�e second step is to calculate the estimate for the sleeping period threshold 
Testimate from the service required positioning accuracy aservice, the current accuracy 
acurrent, and the sensor estimated speed vpos. �e threshold Testimate is estimated using 
the equation below to calculate the time it will take a target to move beyond the 
service required limit, considering the current accuracy with respect to the last 
delivered position.
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Systems can then use this model to continuously estimate a new threshold to 
dynamically decrease or increase the sleeping period. Other models exist and also 
extensions that make the models able to handle delays, e.g., the time to first fix for 
GPS receivers (Kjærgaard et al., 2009).

1.5.1.2  Sensor Replacement

�e different sensors in current mobile devices enable the usage of simpler sensors 
to supervise the usage of more consuming ones. �e primary example, which we 
will discuss here, is to use an accelerometer as a simple sensor to sense motion. 
Most modern devices include a triaxial accelerometer, which provides acceleration 
measurements in three dimensions; the Nokia N95’s accelerometer consumes only 
0.05 watt compared to 0.32 watt for its GPS. �erefore, we can save power by 
using the accelerometer to sense motion and only use the GPS when the target is 
actually moving. �us, we have to detect the two motion states, i.e., standing still 
and moving, relying on accelerometer readings. As the detection should not hurt 
the robustness of the positioning, we are interested in a detection scheme that has a 
low tolerance for movement, which will ensure that we detect movement very well. 
To implement such motion detection, the following simple scheme can be applied. 
First, an acceleration measurement is collected for each of the three axes, then, for 
each axis, the variance of the last 30 measurements is calculated and the three vari-
ance values are summed. Finally, the summed value is compared to a threshold that 
determines if motion is sensed or not. To optimize robustness or power consump-
tion, the threshold can be chosen to favor either detecting motion or stillness. A 
drawback of this scheme is that a person walking with the device in the hand, and 
keeping the device steady, might lower the acceleration enough for the variance 
not to reach the threshold for movement detection. �is poses a problem and can 
only be solved by using more clever movement detection schemes, such as the ones 
proposed by Reddy et al. (2010) or motion sensing from radio signals proposed 
by King and Kjærgaard (2008). Another sensor replacement strategy is to use the 
compass for sensing direction changes (Kjærgaard et al., 2011).

1.5.1.3  Sensor Selection

�e common types of positioning both have different levels of power consumption, 
coverage, and positioning accuracy. �erefore, depending on the usage situation, 
power can be saved by selecting the optimal sensor at runtime. Recent measure-
ments comparing GPS, WiFi, and GSM positioning for the N95 reported an aver-
age positioning accuracy of 10 m, 40 m, and 400 m, respectively, and a depletion 
time for a fully charged battery of 9, 40, and 60 hours, respectively (Constandache 
et al., 2009). �erefore, it is evident that power can be saved by switching to less 
accurate positioning methods when possible. �e selection of which method to 
use can be based on parameters such as the service-requested positioning accuracy, 
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e.g., using one of the computational frameworks proposed in Constandache et al. 
(2009) or Kjærgaard et al. (2009).

1.5.2  Position Update Protocols
Position update protocols control the interaction between the device and remote 
services, which have to consider relevant properties, such as server-side requested 
position accuracy, power consumption, data carrier availability, and privacy.

In terms of position update protocols, we restrict ourselves to the four device-
controlled reporting protocols illustrated in Figure 1.6. Please consult Leonhardi 
and Rothermel (2001) for a description of other types of protocols and for an ana-
lytical analysis of the protocols in terms of their accuracy guaranties and commu-
nication efficiency. All the protocols assume that some sensor management strategy 
will manage the position sensors to continuously provide adequate positions to the 
protocols as the strategies would to any local service.

Update �reshold
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1/Tperiod

Td
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Td
Dead

Reckoning

Distance-based

Time-based

Position Update
Protocols
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Figure 1.6 O verview of position update protocols.
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�e simple reporting protocol sends an update to the remote service each time 
a position sensor provides a new position. �e advantage of this protocol is that it 
is simple to implement, but it results in many unnecessary position updates. Time-
based reporting sends an update each time a certain time interval of Tperiod sec-
onds has elapsed. Compared to the simple reporting protocol depending on Tperiod, 
this protocol can decrease the number of updates. However, because the protocol 
depends on a static time threshold, the protocol would produce the same number 
of updates regardless of whether the target is moving or not.

Distance-based reporting sends an update when the distance between the cur-
rent position and the most recently reported position becomes greater than a given 
threshold Tdistance in meters. �e advantage of this protocol is that it takes motion 
into account and, therefore, does not produce any updates if the device is not mov-
ing. However, during continuous movement, the protocol would still produce 
many updates. Dead-reckoning reporting is the most complex protocol of the four 
and optimizes reporting for continuous movement by not only sending the current 
position to the remote service, but also the current speed and heading. If the remote 
service at any time after the update needs the current position of the target, it 
should extrapolate it from the most recently sent position using the provided head-
ing and speed. To keep the remote service’s information up to date, the protocol 
will send an update from the device when the distance between the current posi-
tion and the one extrapolated by the remote service becomes greater than a given 
threshold Tdistance in meters. �e advantage of this protocol is that it can minimize 
the number of updates during both periods of continuous and no motion, but it 
has the disadvantage that it is more complex to implement than the other protocols. 
Further extensions to the dead-reckoning protocol exist, which, for instance, in the 
case of tracking of vehicles, make use of the road network to further reduce the 
number of updates (Civilis, Jensen, and Pakalnis, 2005).

1.6  Case: EnTracked
As a case, we will in this section consider the system EnTracked (Kjærgaard et al., 
2009) built with the goal to dynamically track mobile devices in a both energy-
efficient and robust manner. �us, robust position updates have to be delivered to 
applications within service-specified accuracy limits, where accuracy refers to the 
distance between the known position of the application and the real position of the 
device. �e realized system focuses on tracking pedestrian targets equipped with 
GPS-enabled devices. �e system implements several of the presented sensor man-
agement strategies and provides all of the presented position update protocols. �e 
system has more recently been extended to trajectory tracking and other modes of 
transportation (Kjærgaard et al., 2011).
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1.6.1  System Description
To use EnTracked, location-based services have to provide service requirements 
for positioning accuracy for target tracking. In practice, location-based services do 
not always require the highest possible positioning accuracy as relevant occupancy 
limits can be calculated for many services. For example, a map service that shows 
the positions of a number of mobile devices can use the zoom level to determine 
relevant accuracy limits (such as 25 meters for street-level view, 100 meters for a 
suburb, and 200 meters for a city-wide view). Another example is the many types 
of social networking services that focus on relationships between the positions of 
devices, for instance, to detect when people come into proximity or when they 
separate. Methods have been proposed to efficiently track devices to reveal relation-
ships, such as the ones proposed by Küpper and Treu (2006). �e methods work 
by dynamically assigning tracking jobs with changing accuracy limits that they 
calculate based on the distance between the targets. Such methods produce track-
ing accuracy limits ranging from 10 meters to several kilometers, depending on the 
distance between the devices.

When a remote location-based service requests to use EnTracked, the steps 
illustrated in Figure  1.7 are carried out. Firstly, a service issues a request for 
the tracking of a device with an accuracy limit (1). Secondly, the server side of 
EnTracked propagates the request to the client side part of EnTracked (2). �irdly, 
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Figure 1.7 T he steps of EnTracked when used by a location-based service.
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the client finds an initial position and returns it through the server to the service 
(3)+(4). Fourthly, the EnTracked client logic schedules sensor management strate-
gies and position update protocols to deliver the next position within the accuracy 
limit (5). Fifthly, at some point later, EnTracked determines that a new position 
has to be delivered to the client through the server (6)+(7). If several remote ser-
vices request tracking for the same device, EnTracked configures the device for 
tracking with the highest requested accuracy to fulfill all of the services’ limits. 
When a local service uses EnTracked, requests are passed directly to the client 
side logic.

Whenever the EnTracked client, as described above, has received a request, the 
client handles the request following the steps illustrated in Figure 1.8. To get an 
initial position, a GPS position is requested (1) that is in the remote case then pro-
vided to a position update protocol to evaluate whether a position update should 
be sent; in the local case, it is sent directly to the local service (2). If a position 
update is scheduled, the update is sent to the server (3). �en, the system applies 
the sensor management strategies of dynamic duty cycling, sensor selection, and 
sensor replacement to schedule the least power-consuming sensor task based on the 
current requirements (4). �e scheduled sensor tasks to pick from could involve, 
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Figure 1.8  Flow chart of the EnTracked client logic.
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e.g., monitoring the accelerometer or to sleep for a certain period (5). �e process is 
restarted, once a task determines that a new GPS position is needed (6).

1.6.2  Results
�is section presents evaluation results that characterize the magnitude of power 
savings that can be obtained by using EnTracked with different position update 
protocols to update a remote service. Furthermore, we also consider robustness with 
regards to the required positioning accuracy.

�e previous presentation of EnTracked might indicate that out of the box any 
sensor strategy can be combined with any protocol. However, one has to take care 
of a number of implementation pitfalls. An example is the dead-reckoning protocol, 
which assumes that the server can extrapolate the position as long as it does not 
receive new updates from the mobile device. In the classic protocol, the threshold 
is tested continuously because a default sensor management strategy is implicitly 
assumed. �e problem lies in what to do when an accelerometer-based sensor man-
agement strategy avoids providing new updates because the device is detected not 
to move. In this case, the server will continue to extrapolate the position, which 
might violate the threshold. To address this issue, we have extended the dead-reck-
oning protocol to test periodically if the server-predicted position is about to violate 
the threshold, and, in this case, send an extra position update with the last reported 
position and zero speed to stop erroneous extrapolation.

Another problem with the distance-based and dead-reckoning protocols is the 
limited robustness they provide because they might not be able to keep the maxi-
mum error below the required positioning accuracy due to delays and positioning 
errors. To improve protocol robustness, we use the GPS receiver’s estimates of its 
current accuracy apos in meters and take this into account when evaluating if the 
protocol threshold has been passed, e.g., for distance-based reporting, the threshold 
equation then becomes: dtraveled + apos < Tdistance where dtraveled is the distance between 
the last reported position and the current position.

To provide results for EnTracked with different position update protocols we 
will consider the following dataset collected for pedestrian movement patterns in 
an urban area with no stops, presented previously in Kjærgaard (2010). �e dataset 
has been collected with Nokia N95 phones for three pedestrian targets walking a 
4.85 km tour in an urban environment. �e dataset consists of ground truth posi-
tions and 1 Hz GPS and 35 Hz acceleration measurements collected from the built-
in sensors. �e ground truth was collected at 4 Hz with a high accuracy u-blox 
LEA-5H receiver with a dedicated antenna placed on the top of a backpack carried 
by the collector. �e ground truth measurements were manually inspected to make 
sure they followed the correct route of the target. Using an urban setting resulted 
in a rather high magnitude of average GPS errors of 29.1 meters on the Nokia N95 
phones. �at the dataset does not include any stops makes it more difficult to save 
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power since it implies that EnTracked cannot use the sensor replacement with the 
accelerometer, but only the dynamic duty cycling to save power.

�e power consumption results from running different combinations of sensor 
management strategies and protocols are shown in Figure 1.9. To denote what posi-
tion update protocol is used, we use the following notation EnTracked:{Protocol}. 
One can from the results notice how the increase of Tperiod for Periodic: Simple only 
provides small savings compared to the three EnTracked combinations. Of the 
three EnTracked combinations, the combination with the simple protocol pro-
vides the smallest savings ranging from 159 mW to 542 mW compared to Periodic: 
Simple depending on the threshold. �e combination of EnTracked with the dis-
tance-based protocol provides a decrease in power consumption between 433 mW 
to 645 mW or in percentage of savings between 29 to 64 percent compared to 
Periodic:Simple and depending on the threshold. Comparing distance-based and 
dead-reckoning, there is only a small difference where the dead-reckoning ver-
sion is a few mW better for the threshold of 10 meters and a few mW worse for the 
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200 meters threshold. One reason for the negligible improvement of dead-reckon-
ing over the distance-based protocol is that, if one compares with ground truth the 
average accuracy for the speed and the heading, estimates are low given the urban 
area and, therefore, the server predictions will often be extrapolated in an errone-
ous direction. Furthermore, it also can be linked to the movement style of an urban 
pedestrian, which is expected to include many and sharp turns. If the usage had 
included periods of still time, the savings could have dropped down to 93 percent 
with the help of accelerometer-based sensor replacement.

Figure 1.10 shows a robustness plot to analyze the robustness of such systems, 
e.g., to evaluate if the magnitude of GPS errors makes small thresholds irrelevant. 
�e robustness is here defined as the percentage of time that the distance between 
the real position and the server known position is greater than the threshold. In all 
cases, the Periodic: Simple combination has the lowest values, in half of the cases 
below five percent. For the smaller thresholds, the percentage is higher because the 
GPS errors alone often are enough to violate the smaller thresholds, as the average 
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GPS error for the dataset is 29.1 meters. Comparing to the three EnTracked com-
binations, they all have a higher percentage of errors, but for most thresholds the 
difference is only a few percent points. �e only major outliner is the EnTracked: 
Simple combination that has trouble at lower thresholds. �erefore, we can conclude 
that the system can save power without having a severe impact on robustness.

1.7  Summary
Location-based services have to pay careful attention to their power consumption 
in order not to drain the batteries of mobile devices. In this chapter, we character-
ized the power consumption of location-based services. Furthermore, we considered 
profiling and modeling the power consumption of mobile device features, which 
is a prerequisite for most methods for minimizing the power consumption and 
the evaluation thereof. Afterwards, we presented methods for minimizing power 
consumption where we separated the methods into sensor management strategies 
and position update protocols. As a case, we presented a software system named 
EnTracked that implements several novel sensor management strategies and posi-
tion update protocols that can lower the power consumption of many types of 
LBSs with 64 percent for a continuous moving device and up to 93 percent for a 
periodically moving device.
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