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EDITOR'S INTRODUCTION

Many conventional statistical signal processing methods treat random signals as if they

were statistically stationary, that is, as if the parameters of the underlying physical mechanisms

that generate the signals do not vary with time. But for most manmade signals encountered in

communication, telemetry, radar, and sonar systems, some parameters do vary periodically with

time. In some cases even multiple incommensurate (not harmonically related) periodicities are

involved. Examples include sinusoidal carriers in amplitude, phase, and frequency modulation

systems, periodic keying of the amplitude, phase, or frequency in digital modulation systems,

and periodic scanning in television, facsimile, and some radar systems, and periodic motion in

rotating machinery. Although in some cases these periodicities can be ignored by signal

processors, such as receivers which must detect the presence of signals of interest, estimate their

parameters, and/or extract their messages, in many cases there can be much to gain in terms of

improvements in performance of these signal processors by recognizing and exploiting

underlying periodicity. This typically requires that the random signal be modeled as

cyclostationary or, for multiple periodicities, polycyclostationary, in which case the statistical

parameters vary in time with single or multiple periods. Cyclostationarity also arises in signals

of natural origins, due to the presence of rhythmic, seasonal, or other cyclic behavior. Examples

include time-series data encountered in meteorology, climatology, atmospheric science,

oceanology, astronomy, hydrology, biomedicine, and economics.

Important work on cyclostationary processes and time-series dates back over three decades,

but only recently has the number of published papers in this area shown exponential growth.

Fueled by recent advances in applications to communications, signal processing, and time-series

analysis that demonstrate the substantial advantages of exploiting cyclostationarity in both design

and analysis, the appetite for feariing about cyclostationarity among research and development

communities in areas such as wireless and cable communications, signals intelligence and covert

communications, and modeling and prediction for natural systems (hydrology, climatology,
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meteorology, oceanology, biology/medicine, economics, etc.) has outgrown the available tutorial

literature. This edited book is intended to help fill this void by presenting individual tutorial

treatments of the major sub-topics of cyclostationarity and by featuring selected articles that

review the latest developments in various specific al, as.

The book is composed of two parts: Part I consists of four chapters that are adapted from

the four plenary lectures at the Workshop on Cyclostationary Signals, which was held August

16-18, 1992, at the Napa Valley Lodge in Yountville, California. Part H consists of nine articles

by participants of this workshop, and others. The workshop audience was mixed, consisting of

mathematical statisticians, engineers, and scientists from academia, industry, and the national

government. Consequently, different parts of the chapters and different articles address different

segments of this general audience. However, the objective of this book is to have all parts

provide useful information for all segments. To meet this objective, Part I is strongly tutorial and

provides in-depth surveys of major areas of work. Similarly, Part II, which focuses on more

specific topics, also has a tutorial survey flavor. Each of these two parts treats both theory and

application.

Chapter 1 provides a historical perspective on cyclostationarity and discusses, in detail,

both the practical and mathematical motives for studying cyclostationarity. It also treats the

philosophy of aesthetics and utility that underlie alternative conceptual/mathematical frameworks

within which theory and method can be developed. The latter half of the chapter surveys the

theory and application of wide-sense cyclostationarity, touching on the problems of detection,

recognition, source-location, and extraction of highly corrupted signals, and the roles that the

spectral-line generation and spectral-redundancy properties of cyclostationarity play in tackling

these and other problems. This chapter provides an introduction to cyclostationary signals that

serves as a foundation for the rest of the book.

Chapter 2, by L. E. Franks, supplements the material on cyclostationary processes by

reviewing the basic theory of periodically and polyperiodically time-varying linear systems.

Such systems are extensively employed as filters for processing and modeling cyclostationary
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signals. Various input/output and state-variable descriptions together with filter structures that

are appropriate for implementing the desired response characteristics in both continuous- and

discrete-time are discussed. The chapter concludes with a brief discussion and some examples of

polyperiodic filtering for waveform extraction.

Chapter 3, by S. V. Schell, provides an overview of senso, array processing for

cyclostationary signals, focusing on adaptive spatial filtering and direction-of-arrival estimation.

It briefly describes many recently introduced methods and highlights their advantages and

disadvantages relative to each other and to more conventional techniques that ignore

cyclostationarity. Applications of cyclostationarity-exploiting methods to both existing problems

in array processing and the design of new wireless communication systems are suggested.

Chapter 4, by C. M. Spooner, provides an overview of the recently formulated theory of

higher-order temporal and spectral moments and cumulants of cyclostationary time-series. It is

shown that the nth-order polyperiodic cumulant of a polycyclostationary time-series is the

solution to the problem of characterizing the strengths of all sine waves that are produced by

multiplying n different delayed versions of the time-series together, with the parts of those sine

waves that result from products of sine waves, which may be present in lower-order factors of

the nth-order product, removed. Thus, the study of higher-order cumulants is motivated by a

practical problem that arises in signal processing. The chapter also discusses other motivations

for studying the moments and cumulants and provides a historical account of cumulants and their

uses. The properties of these statistical functions that render them useful in signal processing are

discussed and compared to the properties of similar statistical functions for stationary time-

series. Applications of the unique signal-selectivity property of the polyperiodic cumulants to

the tasks of weak-signal detection and source location are briefly described.

In the first article in Part II, by S. Roy, J. Yang, and P. S. Kumar, the joint transmitter/

receiver optimization problem for multi-user communications is addressed, and a coherent view

of system design approaches that include different but related multi-input/multi-output models is

presented on the basis of analytical optimization. The present state of knowledge in this area is
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summarized, and the potential for suppression of cochannel interference that is afforded by the

cyclostationarity of the signals is emphasized. The results demonstrate analytically that greatly

improved cross-talk rejection is achievable when the spectral correlation property of the

cyclostationary signals is properly exploited.

In the second article, by N. M. Blachman, the objective is to provide insight into the nature

of the self-noise that is present in the timing wave produced by a square-law synchronizer acting

on a cyclostationary pulse-amplitude modulated signal, and to provide a quantitative analysis of

the mean square phase jitter in the timing wave. The results obtained show explicitly how the

design and performance analysis of the square-law synchronizer is characterized by the spectral

correlation function and the fourth-order spectral-moment function of the signal.

The third article, by L. Izzo, A. Napolitano, and L. Paura, provides a tutorial review of

recent methods for multipath channel identification. It is shown that by exploiting the signal-

selectivity properties of the cyclic autocorrelation function or the associated spectral correlation

function, these methods can p4rform well in severely corruptive noise and interference

environments. Several such identification methods &re compared in terms of their performance

characteristics by analysis and simulation.

The fourth article is in two parts. The first part, by Z. Ding, provides a brief overview of

the various approaches to blind channel equalization and identification that have been reported in

the literature, and then explains the potential advantages to be gained by exploiting the

cyclostationarity of digital-quadrature-amplitude-modulated signals. The theoretical possibility

of accomplishing blind identification with the use of only second-order statistics is explained,

and a frequency-domain approach is described. In the second part, by L. Tong, G. Xu, and T.

Kailath, a time-domain approach is presented and the results of simulations which suggest that

convergence can be much more rapid than when cyclostationarity is ignored, thereby

necessitating the use of higher-than-second-order statistics. A connection between the

frequency-r'omain and time-domain approaches also is explained.
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The fifth article, by H. L. Hurd, surveys the progress that has been made on the

performance analysis of estimators for the cyclic autocorrelation function and the cyclic

spectrum, or spectral correlation function (to be completed).

In the sixth article, by R. S. Roberts, W. A. Brown, and H. H. Loomis, the theory and

implementation of digital spectral correlation analysis is reviewed. The performance

characteristics and computational requirements of various algorithms based on either time

smoothing or frequency smoothing are compared analytically, and two specific implementation

studies are briefly presented.

The seventh article, by B. F. Rice, S. R. Smith, and R. A. Threlkeld, presents an approach

to designing automatic modulation classifiers for cyclostationary signals. The primary features

proposed for use in classification of these signals are derived from the power spectral densities of

various nonlinearly transformed versions of the signals. These features, which reveal the

presence or absence of spectral lines due to modulation-specific cyclostationarity properties, are

processed by a probabilistic neural network which implements the decision process. The results

of simulations are briefly summarized.

In the eighth article, by A. Miamee, recent developments in the theory of prediction for

cyclostationary processes are briefly reviewed. The fundamental role in the theory played by

multivariate stationary representations of univariate cyclostationary processes is explained, and

both discrete-time and continuous-time processes are considered.

The ninth and final article, by S. Bittanti, reviews recent progress on the development of

state space techniques for periodic ARMA modeling of cyclostationary time-series. (to be

completed)

The chapters in Part I and articles in Part II collectively cover a wide range of topics in the

theory and application of cyclostationarity. We hope that the tutorial style of these contributions

coupled with the broad survey and comprehensive reference lists they provide will make this

volume instrumental in furthering progress in understanding and using cyclostationarity not only
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in the fields of communications and signal processing, but in all fields where cyclostationary data

arises.
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PREFACE

This proceedings documents the tutorial lectures and poster papers on current
research that were presented at the Workshop on Cyclostationary Signals held in

Yountville, August 16-18, 1992. Summaries of these lectures and papers are given

herein. Full presentations of the tutuorial lectures, supplemented by a number of

survey/tutorial research papers will appear in the IEEE Press volume, entitled

Cyclostationarity in Communications and Signal Processing, to be published in
1993. To complement this Proceedings and the edited volume, a collection of
reprints of research papers, entitled Theory and Application of Cyclostationary

Signals, will be published by SSPI publishing in 1993.
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PLENARY LECTURE I

AN INTRODUCTION TO CYCLOSTATIONARY SIGNALS

William A. Gardner
Department of Electrical and Computer Engineering

University of California
Davis, CA

FORWARD

Many conventional statistical signal processing methods treat random signals as if they were

statistically stationary, in which case the parameters of the underlying physical mechanism that

generates the signal would not vary with time. But for most manmade signals encountered in
communication, telemetry, radar, and sonar systems, some parameters do vary periodically with
time. In some cases even multiple incommensurate (not harmonically related) periodicities are
involved. Examples include sinusoidal carriers in amplitude, phase, and frequency modulation

systems, periodic keying of the amplitude, phase, or frequency in digital modulation systems, and

periodic scanning in television, facsimile, and some radar systems. Although in some cases these
periodicities can be ignored by signal processors, such as receivers which must detect the presence
of signals of interest, estimate their parameters, and/or extract their messages, in many cases there
can be much to gain in terms of improvements in performance of these signal processors by

recognizing and exploiting underlying periodicity. This typically requires that the random signal be
modeled as cyclostationary, in which case the statistical parameters vary in time with single or
multiple periodicities. Cyclostationarity also arises in signals of natural origins, due to the
presence of rhythmic, seasonal, or other cyclic behavior. Examples include time-series data
encountered in meteorology, climatology, atmospheric science, oceanology, astronomy,
hydrology, biomedicine, and economics. This article introduces the field of study encompassing

the theory of cyclostationary signals and the exploitation of the cyclostationarity property.

This presentation is adapted from the opening plenary lecture at the Workshop on

Cyclostationary Signals held August 16-18 at the Napa Valley Lodge in Yountville, California.
That lecture was prepared for a mixed audience consisting of mathematical statisticians, engineers,
and scientists from academia, industry, and the national government. Consequently, different
parts of this presentation are addressed primarily to different segments of this general audience.
However, my intention in writing this article is to have each part provide useful information for all

segments. I hope it will be read in this spirit.



PLENARY LECTURE I--PART A

Background

What is cyclostationarity?

Let us begin with the most obvious question: "What is a cyclosutaonary signal?" One answer

is that a signal is cyclostationary of order n (in the wide sense) if and only if we can find some nth_

order homogeneous polynomial transformation of the signal that will generate finite-strength

additive sine-wave components, which result in spectral lines. For example, for n = 2, a quadratic

transformation (like the squared signal or the product of the signal with a delayed version of itself,

or the weighted sum of such products) will generate spectral lines. For n = 3 or n = 4, cubic or

quartic transformations (i.e., sums of weighted products of 3 or 4 delayed versions of the signal)

will generate spectral lines. In contrast, for stationary signals, only a spectral line at frequency

zero can be generated.

Another answer to this question, which is completely equivalent to the first answer but does

not appear to be so upon first encounter, is that a signal is cyclostationary of order n (in the wide

sense) if and only if the time fluctuations in n distinct spectral bands with center frequencies that
sum to certain discrete nonzero values are statistically dependent in the sense that their joint nth-
order moment (the time average of their product in which each factor is shifted in frequency to have
a center frequency of zero) is nonzero. In contrast, for stationary signals only those bands whose
center frequencies sum to zero can exhibit statistical dependence.

In fact, for a cyclostationary signal, each distinct sum of center frequencies for which the nth-

order spectral moment is nonzero is identical to the frequency of a sine wave that can be generated
by putting the signal through an appropriate nth-order nonlinear transformation.

For the simplest nontrivial case, which is n = 2, this means that a signal x(t) is cyclostationary
with cycle frequency a if and only if at least some of its delay-product waveforms, y(t) = x(t - t)
x(t) or z(t) = x(t - t) x*(t) (where (.)* denotes conjugation) for some delays t, exhibit a spectral line

at frequency a, and if and only if the time fluctuations in at least some pairs of spectral bands of
x(t), whose two center frequencies sum (for the case of y(t)) or difference (for the case of z(t)) to

a, are correlated.

If not all cycle frequencies a for which a signal is cyclostationary are multiples of a single
fundamental frequency (equal to the reciprocal of a fundamental period), then the signal is said to
be polycyclostationary (although the term cyclostationary also can be used in this more general
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case when the distinction is not important). This means that there is more than one statistical

periodicity present in the signal.

Is cyclostationarity useful?

Perhaps the second most obvious question an engineer would ask is, "Is the property of

cyclostationarity useful?" The answer is emphatically "Yes!" Cyclostationarity can generally be

exploited to enhance the accuracy and reliability of information gleaned from data sets such as

measurements of corrupted signals. This enhancement is relative to the accuracy and reliability of

information that can be gleaned from stationary data sets or cyclostationary data sets that are treated

as if they were stationary. Such information includes the following:

1) A decision as to the presence or absence of a random signal, or about the number of
random signals present, with a particular modulation type in a data set also containing
background noise and other modulated signals,

2) A classification of multiple received signals present in a noisy data set according to their
modulation types,

3) An estimate of a signal parameter, such as a carrier phase, pulse timing, or direction of
arrival, based on a noise-and-interference-corrupted data set,

4) An estimate of an analog or digital message being communicated by a signal over a
channel corrupted by noise, interference, and distortion,

5) A prediction of a future value of a random signal,

6) An estimate of the input-output relation of a linear or nonlinear system based on
measurements of the system's response to random excitation,

7) An estimate of the degree of causality between two data sets, and

8) An estimate of the parameters of a model for a data set.

Why have a workshop on cyclostationarity?

The next question we should consider is "Why are we having this workshopT' Some of the
primary reasons are:

1) there is a growing awareness in signal processing and communications communities
that the cyclostationarity inherent in many man-made random signals and some signals
of natural origins (that were previously modeled as stationary) must be properly
recognized and modeled if analyses of systems involving such signals are to properly
reflect actual behavior,

2) there is a growing awareness of the potential for considerable enhancement of
performance of signal-processing algorithms by recognizing and exploiting
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cyclostationarity in the design process rather than ignoring it by treating signals as if
they were stationary,

3) there is a growing awareness by theoreticians that cyclostationary processes are, in
many ways, much more than a trivial variation on stationary processes and do,
therefore, merit their attention to further develop and refine the theory of these
processes;

4) there is a perception by engineers and scientists that cyclostanonary processes are much
more than a trivial variation on stationary processes and do, therefore, merit their effort
to retrain--to expand their theoretical background (their analytical/conceptual "tool
boxes") from stationary to cyclostationary processes; and

5) technological advances, which enable the implementation of increasingly sophisticated
signal processing algorithms, have made the exploitation of cyclostationarity more
viable in practice.

Why have a workshop now?

Okay. But, "Why are we having this workshop now?" We have important work on

cyclostationary processes dating back twenty to thirty years (Bennett, 1958; Gladyshev, 1961;
Brelsford, 1967; Franks, 1969; Hurd, 1969; Gardner, 1972) and the group at UC Davis has

contributed for the last twenty years. Also, there have been relatively isolated contributions from
many others (about two hundred authors of about three hundred papers) over the last twenty years.

Although this is true, the growth in the number of papers has recently accelerated, and it is only

in the last five years that research groups, journal editors, and program directors at funding
agencies have shown real interest. The accelerated growth in research activity is illustrated by the
histogram of the number of papers on cyclostationarity published per two-year period that is
shown in Figure 1.*

There does not appear to be one overriding reason for this 20- to 25-year gestation period.
Rather, it evidently is a combination of the following:

1) the absence of aggressive promotion of the sort other subjects, like higher-order
statistics, and time-frequency analysis and wavelets, have received,

2) the relatively late appearance of tutorial treatments:

first book-chapter 1985
first book 1987
first tutorial/survey paper 1991;

The statistics in this graph were compiled by the author using a comprehensive bibliography
that he has created over the last five years using his personal files, computerized literature
searches, and the assistance of colleagues and students, most notably L. Paura, C. M.
Spooner, and K. Vokurka.
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Figure 1. Histogram of Papers on Cyclostationarity
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