
Definitions and terminology matter. For the policy-makers, technology companies, 
politicians, journalists, librarians, educators, academics, and civil society 
organisations all wrestling with the challenges posed by information disorder, 
agreeing to a shared vocabulary is essential.

This glossary features the most frequently used and commonly misunderstood 
words, acronyms, and phrases that relate to information disorder. It is designed to be 
a living document that will evolve as a reference point alongside research findings, 
shifts in technology, and the inevitable debates sparked by the definitions. 

Algorithm An algorithm is a fixed series of steps that a computer 
performs in order to solve a problem or complete a task. 
For instance, social media platforms use algorithms to 
compile the content that users see. These algorithms in 
particular are designed to show users material that they will 
be interested in, based on each user’s history of engagement 
on that platform. For example, algorithms can often filter 
content so that users primarily see types of content with 
which they have previously engaged. Users tend to engage 
with content that provokes an emotional reactions like fear 
and anger. As such, it’s argued that algorithms designed to 
take advantage of users’ emotions create an environment 
wherein disinformation created to play into deep-seated 
fears and cultural identities will flourish.1
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Artificial 
intelligence
(AI)

Artificial intelligence (AI) describes computer programs 
that are ‘trained’ to solve problems that would normally 
be difficult for a computer to solve. These programs 
“learn” from data parsed through them, adapting methods 
and responses in a way that will maximize accuracy. As 
disinformation grows in its scope and sophistication, some 
look to AI as a way to effectively detect and moderate 
concerning content. AI also contributes to the problem, 
automating the processes that enable the creation of more 
persuasive manipulations of visual imagery, and enabling 
disinformation campaigns that can be targeted and 
personalized much more efficiently.2

Automation Automation is the process of designing a ‘machine’ to 
complete a task with little or no human direction. It 
takes tasks that would be time-consuming for humans to 
complete and turns them into tasks that are completed 
quickly and almost effortlessly. For example, it is possible to 
automate the process of sending a tweet, so a human doesn’t 
have to actively click ‘publish’. Automation processes are the 
backbone of techniques used to effectively ‘manufacture’ the 
amplification of disinformation.

Black hat 
SEO

Black hat SEO (search engine optimization) describes 
aggressive and illicit strategies used to artificially increase 
a website’s position within a search engine’s results, for 
example changing the content of a website after it has been 
ranked. These practices generally violate the given search 
engine’s terms of service as they drive traffic to a website at 
the expense of the user’s experience.3

API An API, or application programming interface, is a means 
by which data from one web tool or application can be 
exchanged with, or received by another. Many working to 
examine the source and spread of polluted information 
depend upon access to social platform APIs, but not all are 
created equal and the extent of publicly available data varies 
from platform to platform. Twitter’s open and easy-to-use 
API has enabled thorough research and investigation of 
its network, plus the development of mitigation tools such 
as bot detection systems. However, restrictions on other 
platforms and a lack of API standardization means it is not 
yet possible to extend and replicate this work across the 
social web.



Bots Bots are social media accounts that are operated entirely 
by computer programs and are designed to generate posts 
and/or engage with content on a particular platform. 
In disinformation campaigns, bots can be used to draw 
attention to misleading narratives, to hijack platforms’ 
trending lists, and to create the illusion of public discussion 
and support.4 Researchers and technologists take different 
approaches to identifying bots, using algorithms or simpler 
rules based on number of posts per day.5

Botnet A botnet is a collection or network of bots that act in 
coordination and are typically operated by one person or 
group. Commercial botnets can include as many as tens of 
thousands of bots.6

Data Mining Data mining is the process of monitoring large volumes 
of data by combining tools from statistics and artificial 
intelligence to recognize useful patterns. Through collecting 
information about an individual’s activity, disinformation 
agents have a mechanism by which they can target users 
on the basis of their posts, likes, and browsing history. A 
common fear among researchers is that, as psychological 
profiles fed by data mining become more sophisticated, 
users could be targeted based on how susceptible they are to 
believing certain false narratives.7

Dark Ads Dark ads are advertisements that are only visible to the 
publisher and their target audience. For example, Facebook 
allows advertisers to create posts that reach specific users 
based on their demographic profile, page ‘likes’, and their 
listed interests, but that are not publicly visible. These types 
of targeted posts cost money and are therefore considered 
a form of advertising. Because these posts are only seen by 
a segment of the audience, they are difficult to monitor or 
track.8

Deep Fakes Deepfakes is the term currently being used to describe 
fabricated media produced using artificial intelligence. By 
synthesizing different elements of existing video or audio 
files, AI enables relatively easy methods for creating ‘new’ 
content, in which individuals appear to speak words and 
perform actions, which are not based on reality. Although 
‘deepfakes’ are still in their infancy, it is likely we will see 
the term ‘deepfakes’ used more frequently in disinformation 
campaigns, as these techniques become more sophisticated.9



Dormant 
Account

A dormant account is a social media account that has not 
posted or engaged with other accounts for an extended 
period of time. In the context of disinformation, this 
description is used for accounts that may be human- 
or bot-operated, which remain inactive until they are 
‘programmed’ or instructed to perform another task.10

Doxing Doxing or doxxing is the act of publishing private or 
identifying information about an individual online, without 
his or her permission. This information can include full 
names, addresses, phone numbers, photos, and more.11 
Doxing is an example of malinformation, which is accurate 
information shared publicly to cause harm.

Encryption Encryption is the process of encoding data so that it can 
be interpreted only by intended recipients. Many popular 
messaging services such as WhatsApp encrypt the texts, 
photos, and videos sent between users. This prevents 
governments from reading the content of intercepted 
WhatsApp messages, and journalists from attempting 
to monitor mis- or disinformation being shared on the 
platform.

Disinformation Disinformation is false information that is deliberately 
created or disseminated with the express purpose to cause 
harm. Producers of disinformation typically have political, 
financial, psychological, or social motivations.12 

Fact-Checking Fact-checking (in the context of information disorder) is 
the process of determining the truthfulness and accuracy 
of official, published information such as politicians’ 
statements and news reports.13 Fact-checking emerged 
in the U.S. in the 1990s, as a way of authenticating claims 
made in political ads airing on television. There are now 
around 150 fact-checking organizations in the world,14 
and many now also debunk mis- and disinformation from 
unofficial sources circulating online. 



Fake 
Followers

Fake followers are anonymous or imposter social media 
accounts created to portray false impressions of popularity 
about another account. Social media users can pay for fake 
followers as well as fake likes, views, and shares to give the 
appearance of a larger audience. For example, one English-
based service offers YouTube users a million “high-quality” 
views and 50,000 likes for $3,150.15

Meme The formal definition of the term meme, coined by 
biologist Richard Dawkins in 1976, is an idea or behavior 
that spreads person to person throughout a culture by 
propagating rapidly, and changing over time.19 The term 
is now used most frequently to describe captioned photos 
or GIFs that spread online, and the most effective are 
humorous or critical of society. They are increasingly being 
used as powerful vehicles of disinformation.

Misinformation Misinformation is information that is false, but not 
intended to cause harm. For example, individuals who don’t 
know a piece of information is false may spread it on social 
media in an attempt to be helpful.20

Manufactured 
Amplification

Manufactured Amplification occurs when the reach or 
spread of information is boosted through artificial means. 
This includes human and automated manipulation of search 
engine results and trending lists, and the promotion of 
certain links or hashtags on social media.17 There are online 
price lists for different types of amplification, including 
prices for generating fake votes and signatures in online 
polls and petitions, and the cost of downranking specific 
content from search engine results.18

Malinformation Malinformation is genuine information that is shared to 
cause harm.16 This includes private or revealing information 
that is spread to harm a person or reputation.



Propaganda Propaganda is true or false information spread to persuade 
an audience, but often has a political connotation and is 
often connected to information produced by governments. 
It is worth noting that the lines between advertising, 
publicity, and propaganda are often unclear.21

Satire Satire is writing that uses literary devices such as ridicule 
and irony to criticize elements of society. Satire can become 
misinformation if audiences misinterpret it as fact.22 There 
is a known trend of disinformation agents labelling content 
as satire to prevent it from being flagged by fact-checkers.

Scraping Scraping is the process of extracting data from a website 
without the use of an API. It is often used by researchers 
and computational journalists to monitor mis- and 
disinformation on different social platforms and forums. 
Typically, scraping violates a website’s terms of service (i.e., 
the rules that users agree to in order to use a platform). 
However, researchers and journalists often justify scraping 
because of the lack of any other option when trying to 
investigate and study the impact of algorithms.

Sock Puppet A sock puppet is an online account that uses a false identity 
designed specifically to deceive. Sock puppets are used 
on social platforms to inflate another account’s follower 
numbers and to spread or amplify false information to 
a mass audience.23 The term is considered by some to be 
synonymous with the term “bot”.

Trolling Trolling is the act of deliberately posting offensive or 
inflammatory content to an online community with the 
intent of provoking readers or disrupting conversation. 
Today, the term “troll” is most often used to refer to any 
person harassing or insulting others online. However, it 
has also been used to describe human-controlled accounts 
performing bot-like activities.
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