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ABSTRACT This paper proposes two methods to improve the performance in real-time simulation. The
increased inverter-based generations are gradually shifting the operation of the power grid. Consequently,
the investigation for the safe operation and further application is essential in the inverter-dominated power
grid. As the simulated number of non-linear switch elements like inverter increases, the numerical complexity
of the simulation model rises exponentially. Accordingly, the scale of the simulated power grid with
inverters is normally constricted by taking account of the burdensome numerical calculation. The emerging
of real-time simulator provides the opportunity to enable the simulation of the large-scale power grids.
Nevertheless, the simulation boundary condition is still exceeded in the inverter-dominated model. Hence,
the improvement of the performance to extend the limitation in real-time simulation is constituted in this
paper. The first method proposed is co-simulation. This approach is to simulate the power grid and inverters
by models in different deep levels. The phasor model and electrical-mechanical-transient model are utilized
to develop the co-simulation model. The second method is network reduction. Based on the dynamic feature
of the inverter, it is reduced to an equivalent current source, which decreases the complexity of the model and
retains its characteristics. The evaluation of the methods is demonstrated by two indexes: real-time capability
and the similarity degree.

INDEX TERMS Real-time simulation, inverter-dominated power grid, co-simulation, network reduction.

I. INTRODUCTION
The increasing number of power electronic based devices,
such as photovoltaic, wind generation device and HVDC is
interfaced with the power grid [1]–[4]. This trend means that
conventional power plants are gradually being switched off
and the deployment of renewable energies is growing [2].
Feeding renewable energy into the power system is mainly
implemented in the distribution grid, and the conversion sys-
tem plays a significant role, which can lead to the reduction of
inertia of power system with the expending of the renewable
feed-in-power [5]–[7]. Due to the inherent quick switch-
ing characteristic and non-linear nature of electronic-based
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controllers, these power electronic semiconductors in the
conversion system have brought challenges to the stable oper-
ation of the power grid [3]–[5]. On the one hand, the volatility
of renewable energy could cause system-wide instability; on
the other hand, the non-linear characteristic of the semicon-
ductor elements often leads to power quality problems and
various interactions of different application areas [7], [8].
Furthermore, the power injections from renewable energy
are distributed. The parallel operation of converters could
cause interactions between device controllers, such as cou-
pled oscillations [8], [9]. This oscillation can transmit to the
high voltage level and expand to the low voltage level on
account of the reduction of inertia of power network, which
is because of the increased ratio of renewable energies and
the decreased number of conventional power plants. Thus,
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potential problems in the future power grid should be investi-
gated [7], [9], especially the network with a large amount of
distributed generations.

However, on account of the numerical difficulty, the tra-
ditional offline simulation has usually a limitation with the
large-scale power grid by detailed equivalent model (DEM)
and average value model (AVM), which usually needs a large
amount of time to execute the simulation [8]–[12]. Especially,
with the increasing number of components, the expanding of
the scale and the complexity of power network, the problems
like the simulation time consumption, convergence error and
iteration fault can gradually emerge [12]–[14]. The more
detailed themodel is, the more problemswill appear. Besides,
there are, nowadays, more and more requirements to simulate
with the real hardware, because the simulation results of
it could be more closed to the reality [15]. The real-time
simulation will be accordingly more used with the increas-
ing demands. With the real-time simulation, more applica-
tions can be implemented such as the investigation between
the hardware and the simulation can be applied through
the hardware-in-the-loop simulation (HIL) and rapid-control-
prototyping (RCP) [15], [16]. Meanwhile, with its powerful
computing ability, the investigation of a large-scale power
grid in DEM and AVM can be taken into account.

The real-time simulator OPAL-RT is applied in this paper
to execute the real-time simulation of power grid with differ-
ent levels of the inverter [15]–[17]. With the growing number
of inverters, the calculation time of simulation is correspond-
ingly growing up, which can reach to the limitation to guar-
antee the real-time operation. However, there are two ways to
accelerate the calculation: Firstly, the main calculation sys-
tem can be divided into different subsystems, which can per-
form the computation simultaneously. It is also called parallel
computing [18]. Although the calculation can be accelerated,
it is extremely dependent on the core of real-time simulator,
namely the core of real-time simulator. The simulator in this
work has four cores, which means that the calculation can be
divided into four subsystems to execute parallel computing.
Another way is to apply the acceleration elements into the
simulation. In supported elements from OPAL-RT library,
the toolbox ARTEMiS can be utilized into the acceleration.
By application of Distributed Parameter Line (DPL) from
the toolbox, the transmitted signals can be decoupled into
the smaller matrices, which could accelerate the calculation.
Despite these, the boundary condition can still be reached
up with the increasing of DEM or AVM models. Accord-
ingly, this work provides another two methods which serve as
the extended ways to accelerate the simulation. The idea of
the first method is derived from the co-simulation [20]. The
co-simulation is through combining DEM or AVM with the
phasor model (PM) to build a hybrid model that takes both
advantages of them that we can observe the dynamic behavior
fromDEM or AVMdetailly, and the execution speed of PM is
faster [21]–[23]. The simulation blocks ePHASORSIM and
eMEGASIM from OPAL-RT can respectively simulate the
large scale over layer power network in phasor domain and in

EMT based detailed equivalent model [15]. The other method
is applied to accelerate the real-time simulation by means
of network reduction [24] with the aggregated model. With
the network reduction procedure, the structure of complicated
power network can be simplified without distorting the char-
acteristics and the dynamic behaviour of the original system.
After that, the consideration is given to the comparison of
dynamic state between the original power network and the
reduced model, which is presented in the evaluation of the
model at the end of the paper.

To explain the above-mentioned methods, this article can
be organized as follows: The chapter II provides a brief
overview of three models in different levels in power sys-
tem. The numerical calculation process of these models is
expounded in this chapter. Afterward, the investigation of
the boundary condition with the presented real-time simu-
lator is illustrated in chapter III. Besides, there exist two
methods: parallel computing and the acceleration component
from the RT-LAB library as the expanding the boundary of
real-time simulation. They still have the limitation, which
is also shown in this chapter. In chapter IV, the two novel
methods: co-simulation and network reduction, are illustrated
for further expanding the boundary of real-time simulation.
The evaluation of these twomethods is presented in chapter V.
Finally, the paper is summarized in chapter VI.

II. MULTI-LEVEL MODELING OF INVERTER
The simulation is the essential part of the planning, designing,
and operating of a power network. The required model is
always depending on its application. With consideration of
different application, the models in different levels can be
applied to simulation. Generally, Fig.1 categorizes the elec-
trical power network models into the following four different
levels: architecture level, functional level, behavioral level,
and component level [8], [14], [26], [27]. Themodel in the top
architecture level has the smallest complexity and is used for
the steady-state network analysis, e.g. power flow calculation

FIGURE 1. Multi-level modeling paradigm [8].
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and network planning. The next level is generally known as
the functional level by which high-frequency behavior up
to 150Hz can be described. Both the modeling frequency
and the complexity of a functional-level model are increased
compared to the top level, which in turn supports a funda-
mental harmonics analysis of steady-state and the slow elec-
tromechanical transients in a large power system [9], [12].
Nowadays, functional models are frequently used for the
modeling of electrical power converters, such as the average
value model [8] and the phasor model [14]. Models in the
next two levels are presented in more detail. The model
in the behavioral level uses lumped-parameter subsystem
models and the modeling frequencies can be up to hundreds
of kHz [8]. Models in this level cover the switching behavior
and the impact of harmonics. The modeling frequencies can
be up to the MHz region if required [26]. All components
are modeled in detail and the instantaneous quantities are
used for simulation. Using these models, network behaviors,
such as harmonic and fast electromagnetic transients (EMT),
can be simulated. The electrical power model in this level
is known as DEM. Under the traditional simulation environ-
ment, the models in the behavioral level such as AVM and in
the component level like DEM, with which we can observe
the power network in a deeper view. In this chapter, the three
mentioned models (DEM, AVM and PM) are discussed in
more detail below.

A. DEM
The detailed model is constructed based on the true physical
structure of an inverter, i.e. each component in an inverter
is considered. Since the nonlinear switching characteristic of
the semiconductor elements and the pulsed working behav-
ior can be described, simulations with detailed models are
accurate [8], [9].

This model is well suited to performing harmonic and
EMT studies. Depending on the application, the detailed
model has simplified variants, which have relatively low
modeling frequencies, like on the behavioral level [9]. How-
ever, the detailed model is time-inefficient for the simulation
of a large power system because of its high modeling fre-
quency and a large amount of data. To solve this problem,
time-efficient models have been developed.

B. AVM
Compared to the detailed model, the average value model
has reduced complexity with average switching behavior and
circuit behavior over each switching period [28]. The average
value is calculated from the below equation (1)

ŪA0 =
1
Tp

∫ t+Tp

t
Uout(t)dt (1)

As shown in Fig.2, the variety of the magnitude within a
switching period is reduced and partially compensated by
using average values. Since the behavior of this model is
no longer pulsed, a significant increase in simulation time
is achieved. Assuming that DC voltage remains constant,

FIGURE 2. Comparison between DEM and AVM.

the average value of a period in case of a sufficiently
high pulse frequency would be approximated to a reference
waveform. The output AC voltage is performed ideal sinu-
soidally and the switching dynamics are disregarded. There-
fore, the circuit bridge can be modeled as controlled voltage
sources [29].

The averaged model can be used to characterize steady-
state operation, electromechanical transient behavior, and
DC link dynamics. This modeling technique has been widely
used to study power converters [12] and has numerous vari-
ants as shown in reference [8], [12] and [28]. But the effi-
ciency of the AVM decreases dramatically when a power
system is under unbalanced conditions [12]. The main reason
is that the variable transformed in the dq-coordinate is no
longer constant, due to the negative sequence component
which will become the second harmonic in the dq-coordinate.
The simulation speed is thus decreased [12], [28]. As an
alternative approach, the phasor model, also referred as the
general averaging model has been developed [29].

The averaged model can be used to characterize
steady-state operation and electromechanical transient
behavior and DC link dynamics. This modeling technique has
been widely used to study power converters [12] and also has
numerous variants as shown in reference [8], [12] and [28].
But the efficiency of the AVM decreases dramatically when a
power system is under unbalanced conditions [12]. The main
reason is that, the variable transformed in the dq-coordinate is
no longer constant, due to the negative sequence component
which will become the second harmonic in the dq-coordinate.
The simulation speed is thus decreased [12], [28]. As an
alternative approach, the phasor model, also referred as the
general averaging model has been developed [29].

C. PM
Some power system analyses are only interested in magni-
tude and phase angle of currents and voltages changing in
slow oscillation modes after disturbances. In such analyses,
the currents and voltages will be computed as phasors. That
is, the sinusoidal voltages and currents are replaced with
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complex numbers to represent their magnitudes and phase
angles at a particular frequency:

x = Re
{
(Xejθ ) · ejωt

}
, X 6 θ (2)

The root-mean-square value instead of the peak value is used
in phasors. Using the phasor model, capacitances (C) and
inductances (L) are described by their complex algebraic
equations. The fast oscillationmodes (in the differential equa-
tions form) between L and C are therefore ignored [28].
In the phasor model, the inverter bridge circuit is the same
as in AVM, which is modeled as a controlled three-phase
AC voltage source. Based on the assumption that only funda-
mental frequency will be considered, the results of PM corre-
spond to the perimeter of the results of AVM under the same
conditions (see Fig.3). Since the variations of phasor values
are much slower than the instantaneous ones, simulation is
faster than AVM.

FIGURE 3. Comparison between PM and AVM.

III. THE BOUNDARY INVESTIGATION OF REAL-TIME
SIMULATION
OPAL-RT simulator provides four simulation systems to
satisfy the different applications, which depend on the size
and the simulation interval of the model. Two simula-
tion systems will be applied in this research: eMEGASIM
and ePHASORSIM. These two systems correspond to the
different time range. eMEGASIM offers a direct platform
compatible with ePHASORSIM, which procure maximum
versatility from a large power grid simulation to highly
detailed power electronic simulation. ePHASORSIM allows
the simulation ofmassive grids going up to 20k buses on a sin-
gle core computer and its capability to perform parallel com-
puting allowing unleashed performances for lager real-time
simulation [30]–[33], [38]. The typical time step of these two
systems is displayed by Fig.4.

A 20-kV distribution grid is modeled aligning Cigré bench-
mark [29], which is utilized as the basic model to apply
in the investigation. Both feeders of the open ring topology
operate at 20 kV and are fed via separate transformers from
the 110 kV sub-transmission systems, which is a typical form
of medium-voltage networks in Europe see Fig.5.

FIGURE 4. Spectrum of the simulation systems in OPAL-RT [18], [19].

FIGURE 5. Simulation test grid, cf. [19].

The 20 kV Grid includes 16 buses, three of them are
active buses, at which the inverter models are connected.
The inverter consists of an I -control-loop, a U -control-loop,
and an upper-level reactive power controller for the voltage
support. Fig.6 has compared the performance of three models
for inverters in DEM, AVM, and PM according to the events
in TABLE 1.

TABLE 1. Simulation scenario of grid-connected mode.

Fig. 6 illustrates the topology of the inverter circuit, which
connects with the voltage source of the grid. The circuit is
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FIGURE 6. The topology of inverter and the control loop.

shown in natural coordinates, which includes a three-phase
inverter with an intermediate voltage circuit, filter circle, grid
network connectedwith theDy 20/110kV transformer and the
overlaid control loops including the voltage, reactive power
and the current control loop. PLL is used to synchronize
the phase with the grid in the transformation. To model the
dynamic process by using the differential equations, the sys-
tem behaviour is first converted to vector coordinates
(αβ coordinates).

In circle I and II of Fig.7:

Eun = LN ·
d
dt
EiN + RN · EiN + Euc

−Euc = Lf ·
d
dt
Eif + Rf · Eif − EuSR

EiN +Eif −Eic = 0
d
dt
Euc =

Eic
CSR

(3)

FIGURE 7. Equivalent circuit diagram of inverter and power network in αβ

coordinate.

The Eun and EuSR are the voltage of grid and inverter in a vector
coordinate, Euc is the voltage of capacitor. The EiN, Eif and Eic are
the current of the power grid, inverter and capacitor. LN, RN
and Lf, Rf are the inductance and resistance of network and
filter circle. CSR is the capacitor in the filter circle.

The state variables are controlled to ensure the normal
operation of power inverters [27]. In order to maintain the
current and voltage at the operation point, the controller
is designed to eliminate the malfunctions that prevent the
inverter from operating. In general, the control concept is
presented according to the topology in Fig.6. Two controllers

are implemented: an overlaid voltage controller for the stabi-
lizing the DC link voltage and an underlaid current controller
for filtering current.

It can be shown that the responses from all the three
models are in close agreement with each other, particularly
in steady states, see Fig.8. Obviously, the validations of the
three inverter models are verified. Besides, the accuracy is
also in line with our expectation (the errors of models are
less than 5% compared with each other under static condi-
tions). Due to the consideration of the switching, the ripple of
the output voltage in DEM is pulsed. This distorted voltage
contains the fundamental frequency component as well as the
high-frequency components. Conversely, only the fundamen-
tal frequency is presented in AVM and PM as the switching
behaviors are neglected. PM only gives magnitude, which
also matches well. In addition, the network operation in PM
is described by complex algebraic equations. This makes the
phasor model directly react to a disturbance. Fig. 8 shows
the simulation results of the output voltages of the inverters,
which amplitude is

√
2
√
3
· 20kV = 16.3kV . Because of the

switching mode of operation in DEM, the waveforms of the
output voltages (red line in Fig. 6) show a pulsed signal.

FIGURE 8. Comparison of simulation results at changing of an operating
point: A phase output voltage of the corresponding inverter.

This distorted voltage contains the high-frequency com-
ponent in addition to the fundamental frequency component.
By contrast, in AVMand PM, only the fundamental frequency
component is presented because the switch behaviors are
ignored. The voltage curves are completely adjusted here.
While the output voltages of the inverter in AVM (blue line
in Fig. 8) are ideally sinusoidal, the phase model considers
only the peak value and the phase angle. The phase angle is
not marked in Fig.8. With eMEGASIM, the data stream will
be first calculated in CPU and then executed in the FPGA
for coordinating and cooperating with the I/O ports. RT-LAB
is the platform offered by OPAL-RT, where the model can
be programmed and simulated under eMEGASIM [39]–[41].
Fig. 9 shows the procedure to run the real-time simulation.

A. INVESTIGATION OF BOUNDARY CONDITION OF
eMEGASIM
The model is initially applied in one calculation system with-
out any acceleration method (see Fig.10). As is shown in
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FIGURE 9. The process of the real-time simulation.

FIGURE 10. The process of the real-time simulation.

the figure, the subsystems have originally two parts: com-
putation subsystem and graphic user interface (GUI) sub-
system, which are separately named as SM_Computation
(Slaver master) subsystem and SC_GUI (Slaver console).
The computation subsystem is responsible for the numerical
calculation for the simulation. GUI subsystem aims to show
the results of the simulation [34]–[37]. The number of the
computing subsystem is in correspondence with the quantity
of the applied core in CPU. The investigation of boundary
condition of eMEGASIM proceeds in one core. The simula-
tion results are illustrated in TABLE 2.

TABLE 2. Running time of different models in real-time simulation.

From the table, it is illustrated that the simulation DEM
in one core, which has three inverters and needs 192µs.
It occupies 96% usage of the core. But the AVM and PM,
with the same inverter number, take less time and the usage
of core to finish the calculation. The boundary condition of
using eMEGASIM in one calculation system is that a maxi-
mum 3 DEM inverters with 200µs interval can be applied in

real-time simulation. In comparison with the other two model
types, the boundary conditions are: maximum4AVM inverter
and 6 PM inverter with 50µs can be implemented in one
core for the real-time simulation, otherwise the simulation
overruns. To expand the boundary condition, OPAL-RT has
provided two usually utilized methods: parallel computing
and the ARTEMiS.

B. SOLUTION FOR EXTENDING THE BOUNDARY
CONDITION
Parallel computing reduces calculation consumption by dis-
tributing the calculation task on several cores of one CPU. All
cores can execute the simulation simultaneously [32], [36].
It is designed in real-time simulator for processing large
amounts of data. The central idea of applying this method is to
divide the entire model into several subsystems. The number
of cores in CPU limits the maximum number of subsystems.

Fig. 11(a) presents the computation without using paral-
lel computing, which means that one core in CPU is used
in simulation. In Fig 11(b), the system is divided into two
subsystems. Each one owns a core to execute the calculation
at the same time. In this research, we use the OP5600 as our
simulator and it has four cores in CPU.

FIGURE 11. The concept of parallel computing.

The system can be one subsystem or split into two or four
calculation subsystems. Fig. 12 shows the arrangement of a
four-subsystem topology.

The second acceleration method is using the ARTEMiS
block. ARTEMiS provide available decoupling methods
to reduce the complexity of the model, such as SSN
(state-space-nodal), ARTEMiS DPL, and Stubline. These
decoupling methods are used for single-core and multi-core
simulation. The block divides the large state space equa-
tion (3) into several smaller state-space matrices with replac-
ing C1,C2, D1,D2 by 0. Accordingly, it reduces the size of
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FIGURE 12. Topology of simulation model with parallel computing.

the matrix, which thereby makes the calculation faster.

xn+1 =
[
Am1 C1
C2 An2

]
xn +

[
Bm1 D1
D2 Bn2

]
un (4)

The simulation uses physical-based lines and connectors to
model the power grid. The signals cannot be used to commu-
nicate between subsystems inOPAL-RT real-time simulation.
The insertion of ARTEMiS DPL at the root level of the block
diagram allows connection to the physical modelling ports
of the block with the real-time subsystems [35]. By using it,
the inverter can be separated from the system independently
as one subsystem. The results of the two presented accelera-
tion methods are shown in the following table. For ARTEMiS
block, it can only be implemented in the AVM. ARTEMiS
cannot work in PM because it must be under the discrete-time
environment. In PM, the simulation environments are phasors
and the amplitude. ARTEMiS cannot work in DEM, because
three-level bridge block is used in the DEM-based inverter.
There are 18 switches in it, which can lead to the memory
overflow in the calculation of switching matrix permutations.
In this paper, ARTEMISDPL has been used to replace normal
distributed parameter line. It has two functions; one is to
directly accelerate the simulation. The other is that, because
of the replacement of distributed parameter line, the inverter
can be separated as one subsystem slaver. It helps to combine
the parallel computing and the implementation of ARTEMIS
together.

Fig.13 shows the topology of a four-subsystem with three
ARTEMiS DPL. The real-simulation time comprises calcu-
lation time in CPU and command time in FPGA. When this
running time is smaller than a predetermined time interval,
it is real-time capable. When the running time is greater than
the time interval, the interval can be extended to achieve
real-time capability. With acceleration methods, the calcu-
lation time can be reduced. Thereby the running time is
reduced. The usage value of the core provides information
about the real-time capability. If usage value is below 100%,
the simulation is running in real-time. Otherwise, there is
an overrun. Overrun in the simulation cause highly biased
results. Also, the behavior of the system becomes uncertain.

FIGURE 13. Topology of simulation model with ARTEMiS DPL.

TABLE 3 shows the calculation time of three model types
with three scenarios of parallel computing. The number of
subsystems, different time intervals, the usage value, and the
calculation time are shown in this table. From the table, it is
illustrated that the maximal simulated number of inverters
by DEM is five with using four cores through parallel com-
puting. The usage of simulator reaches 98% by simulating
four DEM inverters. While the maximal number of simulated
AVM inverters can reach up to ten. The usage of four cores
by simulating ten inverters is 96.7%.

TABLE 3. Real-time capability with parallel computing.

As another acceleration method ARTEMiS, the DEM and
PM are not suitable to be applied. Accordingly, the investi-
gation of the boundary condition for ARTEMiS with parallel
computing is executed with AVM. TABLE 4 shows the calcu-
lation time of AVM with the different number of ARTEMiS
blocks in one, two and four subsystems.

The number of DPL, the time interval, the usage value, and
the calculation time are shown in this table. It shows that the
implementation of DPL can significantly decrease the usage
value. By using three DPL, the usage value of one core to
simulate three AVM inverter reduces from 90% to 52.88%.
With implementation the parallel computing, the minimal
usage value can reach up to 21.21%, which means that more
AVM inverters can be simulated in real-time simulator.
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TABLE 4. Real-time capability with ARTEMiS DPL.

IV. CO-SIMULATION AND NETWORK REDUCTION
Although the simulation speed can be accelerated through
parallel computing and ARTEMiS toolbox, the boundary of
real-time simulation still exists. When the bus number of
model reach to thousand and the number of inverter models
rises to hundred, the AVM and DEM are not suitable to be
simulated by eMEGASIM anymore. In this chapter, two new
methods are able to further expand the boundary condition of
using eMEGASIM: Co-simulation and network reduction.

A. CO-SIMULATION
The realization of the co-simulation is by using an equivalent
model through boundary conditions between two models.
One of the models is needed to be substituted. The feasible
method is to replace the model with an ideal voltage or
current source. The drawback of this method is that it neglects
the current or voltage change in conjunction bus [20]–[22].
Another method is to replace the EMT subsystem with a cur-
rent source and the PM subsystem with a current source par-
allel to a frequency-dependent network equivalent (FDNE)
admittance [21]. The method produces results with higher
accuracy especially with large frequency changes if the sys-
tem is disturbed [22], [42], [44].

In general, the process of the combination of PM sub-
system und EMT subsystem is illustrated in Fig.14. The
co-simulation model consists of AVM and the PM. Through
the Thevenin equations in PM system, the variable voltage
U 6 ϕ is sent to the EMT subsystem as input. After calculation
in EMT subsystem, the current as the output of EMT subsys-
tem is transferred to PM subsystem. The further investigation
about it will be reported in the following part 1) and 2).

1) FROM PM TO EMT THROUGH TIME INTERPOLATION
Through the time interpolation, the voltages and currents of
PM form can be transformed to EMT form with the smaller
time step. In time interval t ∈ [t, t + H ], the voltage can be
calculated by Thevenin equation at time t + H as follows:

Ēpm (t + H) = V̄ k+ 1
2 (t + H)− ZpmI k+

1
2 (t + H) (5)

The large time step H is a multiple of the small-time step h
or H = ph with p ∈ N. The interpolated voltage magnitude

FIGURE 14. Interaction between PM and EMT solver [20].

at time t + mh (m = 0, . . . , p) is defined as follows:∥∥Ēpm (t + mh)∥∥
=
∥∥Ēpm (t)∥∥+ m

p

(∥∥Ēpm (t + H)∥∥− ∥∥Ēpm (t)∥∥) (6)

Consequently, the voltage Thevenin equation in EMT form
can be calculated out in three-phase:

eabc (t + mh)=
√
2
∥∥Ēpm (t + mh)∥∥ cos(ωs (t+mh± 2π

3

)
+ 6 Ēpm

(
t + mh±

2π
3

)
) (7)

eabc : AC voltage,
∥∥Ēpm∥∥: Amplitude of PM voltage 6 Ēpm:

Angle of PM voltage

2) FROM EMT TO PM THROUGH THE PHASOR EXTRACTION
This process will use the three-phase current signals in EMT
system. Firstly, the current will be projected into dq axis,
which is applied in PLL [16]. With the transformation matrix:

T =

√
2
3

[
cos θ cos (θ − 2π/3) cos (θ − 4π/3)
− sin θ − sin (θ − 2π/3) − sin (θ − 4π/3)

]

iabc =

 iaib
ic

 = √2 Ia
 cos (ωst + ϕa)
cos (ωst + ϕa − 2π/3)
cos (ωst + ϕa − 4π/3)

 (8)

It follows:

ixy =
[
ix
iy

]
= Ia

[
cosϕa
sinϕa

]
(9)

With the magnitude Ia =
√
I2x + I2y and phase ϕa =

arctan (I x
/
Iy). This form is the representation of PM. ixy: The

vector of instantaneous components on the xy axes.
To investigate the dynamic characteristic of the

co-simulation model, a 20kV distribution grid is modeled
aligning Cigré benchmark [29] To investigate the dynamic
characters of a hybrid model, the above medium-voltage
network with parallel switching of three VSI will be divided
into two parts: first is the grid, which will be simulated by
ePHASORSIM and the second part is the inverter, which will
be implemented in the eMEGASIM that can simulate the
model with smaller simulation step [19]. The construction
of the co-simulation model can be seen in Fig.15.
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FIGURE 15. Grid topology with two different simulation parts [29].

B. NETWORK REDUCTION
The network reduction is a solution to reduce the simulation
time, at the same time the dynamics of the network is substan-
tially emulated [45]–[49]. The procedure of mesh reduction
is shown in the following figure. The dynamic behavior of
the subordinate and superimposed network is simulated by
a transfer function. The transfer function is determined by
system identification. The grid reduction is realized using
the aggregated model. The behavior of the aggregated model
under a small excitation signal is identical to the original
system, retaining its main features but changing the structure.
After the network reduction, the aggregated models of the
subordinate and superimposed networks are integrated with
the distribution network instead of using the compact net-
work structures [24]–[26]. This integration model is used for
further stability investigation. The aggregated models vary
depending on the type of networks to be reduced. The fol-
lowing sections describe two network reduction procedures:
the aggregated model for replicating the superimposed or
subordinate network.

1) AGGREGATED MODEL TO EMULATE THE OVERLAID
NETWORK
The high-voltage grid is often built up as a mesh network
to ensure a high level of supply reliability [27], [43], [46].
If the dynamics of the high voltage grid or the interaction of
superposed networks must be considered, it is advantageous
to use a simplified grid model rather than the compact model
to reduce simulation timewhilemaintaining the characteristic
dynamics of the superposed network [28]. As part of this
work, the high-voltage power network is represented by the
aggregated model more precisely by a controlled voltage
source, because the behavior of the superposed network from
the subordinate network is a non-ideal voltage source. With
the aggregated model, both the stationary behavior of the
compact model and the dynamic behavior can be modeled.

For this reason, the model is constructed to contain two
parts, one of which represents system behavior in steady-state
behavior, the other the transient behavior under a small signal.
In the aggregated model, the state variables to be considered

for the observed phenomenon or the investigation focus can
be selected as input or output variables. The inputs denote
the operating point while the outputs are the voltage response.
The stationary behavior is a measured value that can be calcu-
lated by the simulation of the compact network model. The
transient behavior can be simulated by a transfer function.
The topology of the aggregated model is shown in Fig.16

FIGURE 16. Network reduction by employing the aggregated model.

The gray area shows the emulation of the dynamic area
and the blue area the emulation of the stationary behavior
of the superimposed network. The input signals 1Ppu(t) and
1Qpu(t) denotes the temporal operating point change on the
medium-voltage network in pu. The use of pu has the advan-
tage that they are relative to a reference and thus identical
for the subordinate and superimposed networks. The transfer
functions GQ (s) and GP (s) and the gain K characterize the
dynamic process.

GP (s) =
1θpu

1P
, GQ (s) =

1upu
1Q

(10)

The steady-state voltage amplitude U0 and the steady-state
voltage angle θ0 for the respective phases indicate the sta-
tionary behavior of the voltage. After combining the dynamic
response and the static output into a complex voltage signal,
the voltage source is driven by this voltage signal and the
corresponding electrical signal is the output value.

2) AGGREGATED MODEL TO EMULATE THE UNDERLYING
GRID
To simulate the subordinate network, a controlled power
source model is constructed as an aggregated model. This
controlled current source can feed the same active and reac-
tive power as the low-voltage grid into the grid or absorb
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FIGURE 17. Topology of the aggregated model of the overlaid network.

it from the grid. The aggregated model is modeled in two
parts: the emulation of dynamic and stationary behavior. The
dynamic behavior of the subordinate network is modeled
by two transfer functions. The input signal of the transfer
functions is the voltage step1upu at the superimposed power
supply and the output signals are the change of the active and
reactive power. The topology is presented in Fig.18.

FIGURE 18. Topology of the aggregated model for the emulation of the
subordinate network.

The active power and the reactive power dynamics are
determined by the composition of the stationary operating
points PAP and QAP by the transfer functions:

GP (s) =
1P
1upu

, GQ (s) =
1Q
1upu

(11)

The input signal of the transfer function is the voltage step of
the overlaid grid. With the use of the p.u. size, the voltage
step can be generated by a high voltage network instead
of a voltage source with the same voltage level, whereby
the simulation time is reduced. The output signals of the
transfer function are the active power 1Ppu and reactive
power 1Qpu response generated by the voltage step. The
gain factor K serves, on the one hand, to convert the p.u.
values into real values, on the other hand, to adapt the output
values when implementing the transfer functions. To build
the power source, the active current id and the reactive

current iq are calculated by the relationship between active
power, reactive power, and voltage and then converted
by the inverse-Park transformation into three-phase current
signals Iabc, see Fig.18

V. EVALUATION
The evaluation of the above methods is illustrated with
two indices in this chapter. The focus of the methods is to
expand the boundary condition of eMEGASIM to simulate
the large-scale power network, the aim of which, accord-
ingly, is to accelerate the simulation speed and it is also
called real-time capability [37], [45]. The usage value of
core in CPU can correspondingly represent this ability and
reflect the simulation consumption. Another essential index
is the accuracy of dynamic behavior. By co-simulation and
the network reduction, the structure and some parameters of
original model are changed. It is crucial to verify that the
co-simulation model and the reduced network model does not
influence the accuracy of dynamic feature.

A. REAL-TIME CAPABILITY
1) CO-SIMULATION
According to the Fig.15, the basic co-simulation model is
constructed with the ePHASORSIM and the AVM of three
inverters. The ePHSORSIM simulates the distribution power
network based on the Cigré benchmark and the AVM of
inverters is simulated by eMEGASIM.

To evaluate its real-time capability, the basic hybrid model,
which consists of the 16-buses power grid and three parallel-
connected inverters, are initially implemented in real-time
simulation, which uses one core in CPU to operate the
simulation. TABLE 5 shows the real-time capability of
co-simulation model by using one subsystem to execute the
simulation.

To investigate the boundary condition of the co-simulation,
the simulated number of the inverter is increased until the
usage value of core up to 100%. From the table, it can be illus-
trated that the boundary condition of using eMEGASIM is
extended to 9 number of the inverter by co-simulation model,
which is 3 inverters by using AVM. With the ARTEMiS DPL
(see TABLE 4), the simulation can be indeed accelerated, but
the usage of core still reaches 52.88% by using three DPLs.
Under the same usage, the co-simulation model can simulate
6 inverters by using AVM.

The extension of the boundary condition using two cores
and four cores with the co-simulation is expounded in
TABLE 5. The number of simulated inverters can rise to
maximal 40 by utilization of more subsystems. In compar-
ison, the maximum simulated number of AVM inverter by
eMEGASIM is 10.

It should be noted that the core usage by co-simulation
under the same condition, which can be reduced, is because
of the ePHASORSIM. In the following table, four real-time
simulation scenarios are shown to compare the usage of
thesemodels: co-simulationmodel by using eMEGASIM and
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TABLE 5. Real-time capability of co-simulation.

ePHASORSIM, AVM by using eMEGASIM, phasor model
simulated by eMEGASIM and phasor model simulated by
ePHASORSIM.

From the simulation results (TABLE 6), it can be illustrated
that the phasor model simulated by ePHASORSIM has the
lowest usage with 0.08% by simulating one inverter and 0.1%
by simulating three inverters. Because of using ePHASOR-
SIM to simulate the distribution grid in co-simulation model,
the usage value, in comparison with AVM, can reduce by
about 65%. Another method to extend the boundary condition
of simulating more inverters is network reduction, which is
illustrated in the next section.

TABLE 6. Comparison of real-time capability of different model under
same condition.

2) NETWORK REDUCTION
Based on network reduction theory in chapter IV, the inverter
model can be aggregated as a current source, which is substi-
tute of a transfer function as shown in Fig.19. By system iden-
tification, three parallel-connected inverters are aggregated

FIGURE 19. Topology of the aggregated model for the emulation of
inverters.

to three equivalent current sources. To emulate the inherent
dynamic characteristic of an inverter, the function Gp(s) and
GQ(s) are utilized to simulate the response of inverter to the
voltage step. The active and reactive power can be feed into
a network with Id and Iq, which are transformed into Iabc by
using park-transformation [14]. To investigate the influence
of interaction between the inverters and the real-time capabil-
ity of a reduced power network, more inverters are connected
parallelly. Every inverter model is reduced to a current source,
the dynamic features of them are represented with the transfer
function.

The investigation of real-time capability by using network
reduction is illustrated in TABLE 7. In this study, there is
only one core used to execute the real-time simulation. As is
illustrated in table, the usage value of core is 20.8% with
three reduced inverter models. The usage doesn’t increase
significantly with implementation more inverters. With nine
reduced inverters, the running time of the whole distribution
grid is about 10.5µs, which uses about 21% of the core.
To investigate the boundary condition of using one core to
execute the real-time simulation by reduced inverter, the num-
ber of the inverter is increased till fifty. It is seen that the
usage of core grows 5% with increasing ten more reduced
inverter models. Because of it, this method is more adaptable
to the real-time simulation model with a large amount of
inverter, especially for the large-scale power system,when the
interaction between the multiple inverters and power system
needs to be investigated.

With these two methods, the boundary condition of real-
time simulation by eMEGASIM has been exactly extended.
According to the context above, the number of simulated
AVM inverter can reach a maximum of 40, in comparison
with nine without using co-simulation. Another advantage
is that the use of ePHASORSIM in co-simulation makes
it possible to simulate a large-scale power grid and it has
less influence on the real-time capability. As for the network
reduction, the inverter model can be substitute by the current
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TABLE 7. Real-time capability of aggregated inverter.

source, which is represented through a character transfer
function. With this method, the number of inverters imple-
mented in real-time simulation can reach a maximum pf over
one hundred.

As mentioned above, the structure of the harmonic source
from DC link of the inverter is simplified to reduce the
computation time of the simulation. To emulate the influence
of the oscillation in the switching process from inverter,
the current source shown in Fig.19 is not able to satisfy the
requirements.

The main source of oscillation in power grid is the har-
monic. Therefore, the harmonics from the DC link in the
inverter need to be considered in the aggregated model. In the
traditional harmonic analysis, the harmonic generator is con-
sidered as an ideal current source [50]. The single-phase
Norton-equivalent model for simulating the harmonic by
current source is shown in Fig.20. The harmonic current
is modelled by parallel connection of a current source IN,h
and a harmonic impedance ZN,h. To consider the effects of
oscillations in the inverter on the power grid, the aggregated
current source is configurated as in Fig.21.

FIGURE 20. Single-phase Norton-equivalent model [50].

The dynamic feature of the inverter is emulated by the
function Gp(s) and GQ(s). The oscillation in inverter is simu-
lated with the harmonic source. The investigation of real-time
capability in the aggregated inverter model with the harmonic
source is operated with the same scenario in TABLE 8. The
results in TABLE 8 illustrate that the aggregated model of
the inverter with harmonic source has a higher usage of core.
In the account of the low-frequency oscillation and high-
frequency oscillation from the inverter, the current source

FIGURE 21. Topology of the aggregated model for the emulation of
inverters with harmonic source.

TABLE 8. Real-time capability of aggregated inverter with harmonic
source.

with 5 Hz, 15Hz, 25Hz,150Hz, 250Hz harmonic source are
combined in the aggregated inverter model. In compari-
son with the TABLE 7, the usage of core with 50 aggre-
gated inverter model considered the oscillation is about 5%
higher than without consideration of the oscillation influence,
the running time of which is 25.05µs.

According to the results, the co-simulation and the network
reduction are able to improve the calculation performance in
real-time simulation. Without these two methods, the max-
imum simulated inverter number in DEM type is 4 and in
AVM type is 10 with implementation of parallel computing.
With the two methods, this boundary condition is extended to
40 AVM inverters by co-simulation and 100 inverters emu-
lated by current source with harmonic source with consid-
eration of oscillation. Except for the extension the boundary
condition of eMEGASIM, there is another problem needed to
be considered whether the difference between the new model
and original one is enlarged. In next section, the dynamic
behavior of new models built by co-simulation and network
reduction and the original AVM model is observed to com-
pare the difference between them.

B. THE SIMILARITY BY CO-SIMULATION AND NETWORK
REDUCTION
In this section, the investigation of difference between the
model built by co-simulation and network reduction and the
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original AVM is studied to verify that the dynamic behavior
of new model is similar with the original. Based on this
condition, the new model can be implemented to replace the
AVM model, which is to simulate the large-scale power grid
with many inverters.

1) CO-SIMULATION
The verification of model built by co-simulation is through
observing the dynamics of distribution grid by changing the
operating point of the inverter. The dynamic behavior of
current change at the point of common coupling (PCC) is
illustrated in Fig.22.

FIGURE 22. Current behavior at the PCC by co-simulation.

It is shown that the stationary behavior at PCC has only rel-
atively small deviations from 0s to about 0.1s and from 0.13s
to 0.3s. Meanwhile, there is a small deviation in the dynamic
swinging. Especially, the sharp point of the first swing from
the co-simulation model reaches about 25 A, which is about
2 A from the original AVM. As for the dynamic process
simulated directly by ePHASORSIM, which is presented by
the black curve, the dynamic process has been neglected with
setting the simulation period as 0.02s. It is nearly the smallest
simulation step that ePHASORSIM can be set.

To quantify the similarity between both models,
the TABLE 9 compares the peak value, overshoot, rising
time, and the settling time of dynamic transient. From the
above figure, there are two peaks during the transient process
(see red and blue curve). The first of them is more deviated
in comparison with the second peak. The following table
describes the values of the second peak, which shows that
peak value of the original model is 68A, while the model
built by co-simulation is 71.8A. The fitting of both values
reaches 91.47%. As for the overshoot, the original model
is 25A and the co-simulation is 3.8A more than the original
one, the fitting of which has about 14% difference.

Another criterion to evaluate the fitting degree of both
models is the rise time. It means the time consumption from

TABLE 9. Evaluation of dynamic similarity of current state in
co-simulation.

the start point of operation state-changing until the peak
value. As the illustration in the table, the original model
and co-simulation model takes separately 0.011s and 0.0111s
from the change point to the peak value in transient proce-
dure. The last indicator is the settling time, which implies
the time consumption from the changing point to the next
stationary state.

The difference between both models on the settling time
is 0.002s. Hence, the fitting of two models can reach
to 98.95%. According to the fitting values (see TABLE 9),
it is illustrated that the dynamic behavior of current from
co-simulation model has a high similarity with the original
model.

Except for the current dynamic, the active and reactive
power at PCC is observed to evaluate the similarity between
both models.

Fig.23 shows the dynamic character by changing the oper-
ating point of inverter. From the perspective of the static
condition, the performance of the co-simulation model and
theAVM is nearly the same (see blue and red line). There is no
deviation between them from 0s to 0.1s and from 0.2s to 0.3s.
During the transient procedure, it can be observed that the
dynamic of active power has a smaller deviation than the
reactive power. The similarity of dynamic from reactive and
active power is higher than the current. TABLE 10 illustrates
the fitting values according to the four evaluation indexes to

FIGURE 23. Behavior of active and reactive power at PCC by
co-simulation.
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TABLE 10. Evaluation of dynamic similarity of power state in
co-simulation.

TABLE 11. Evaluation of dynamic similarity of power states in aggregated
model.

quantify the similarity of the dynamics of active and reactive
power between both models. In the transient procedure, the
active power and reactive power have the synchronous rising
time in both models. The fitting of rising time in both models
is over 98%, which has high similarity. As for the other values
like the peak value, overshoot and settling time, the dynamic
behavior of active power has a higher similarity degree than
the reactive power. The fitting values of active power are
almost over 99%, while these values of reactive power are
all around from 96% to 98%.

According to the context and tables above, it can be
illustrated that the dynamic behavior of model built by
co-simulation has a high similarity with the original model,
which means that the co-simulation can be utilized to build
the substitute models to simulate the large-scale power sys-
tem. In the next section, the same investigation is imple-
mented to evaluate the model built by network reduction.

2) NETWORK REDUCTION
To verify the similarity between the original model and
the model built by network reduction, the dynamics at
PCC between the reduced inverter and distribution grid are
observed. Fig.24 illustrates the dynamic movements of active
and reactive power in distribution grid when the 110kV level
changes1U = 0.1p.u. Without changing the operation point
of inverter, the total injected power from inverter is invariant
despite the change of the voltage at 110kV level.

TABLE 11 summarizes and compares the dynamic values
of active and reactive power in the distribution grid for origi-
nal and reducedmodel. The peak value of active power in both
models has 0.02MW deviation. The fitting degree of reduced
model to the original model can reach 99.65%. Similarly,
the peak value of reactive power between the models has
a high fitting, which is also over 99%. As for the other

FIGURE 24. Behavior of active and reactive power at PCC by network
reduction.

FIGURE 25. Application of OPAL-RT in HIL and DynaGridCenter [51].

evaluation values like the overshoot, rise time and settling
time, the fitting values of them can all reach beyond 97%.

As illustrated in this section, the dynamic behavior of
active and reactive power from the reduced model has a high
similarity with the original model. It can be observed that,
except for the obvious deviation direct after the operation
point change in the curve of active power, the most parts of
curves of active and reactive power for both models are run-
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ning similarly. All the values for the evaluation of the fitting
degree between the reduced model and the original model are
over 97%. Accordingly, the model built by network reduction
is applicable in modeling the large-scale power network with
many distribution generations through inverters.

VI. CONCLUSION AND OUTLOOK
In this paper, two methods are proposed to improve the per-
formance of the real-time simulation. Nowadays, the large-
scale power grid with distributed generation is more indeed
to be simulated because of the developing of renewable
power generation and the enlarging of the power grid.
The traditional simulation cannot succeed in simulating the
large-scale power grid with many inverter models because of
the burdensome numerical calculation. Because of the pow-
erful calculation ability of real-time simulator, it is increas-
ingly applied to the complex and the large-scale power grid
simulation.

Without the implementation of the proposed methods,
the number of simulated inverters is limited. As illustrated
above, the maximal simulated number of inverters without
acceleration methods can only be four by DEM and AVM.
With the accelerationmethods like the parallel computing and
the ARTEMiS block, the boundary condition can be extended
to ten as the maximal simulated number of inverters, which
is far beyond the requirement for the large-scale power grid.

By co-simulation, the power grid model is divided into
two parts: the transmission grid and the distributed inverter-
based generations. These two parts use model types in dif-
ferent deep levels. With the utilization of ePHASORSIM
in co-simulation, the complexity of the model is effectively
reduced. According to the investigation results, the boundary
condition, by using one core of the simulator, can be extended
to nine AVM inverter models as the maximal simulated
number of inverters. With parallel computing by using four
cores, the maximal simulated number of inverters can reach
up to forty, which is three times more than the simulation
without using co-simulation. In comparison with the original
model, the co-simulation model is about over 95% similar to
it. Likewise, the similarity between the original model and
model built by network reduction is also investigated. The
results show that the dynamics of the two models have an
average of over 97% similarity. The boundary condition with
one core for the real-time simulation can to be extended to one
hundred inverter models as the maximal simulated number.
With the above two methods, a large-scale power grid with
inverter-dominated generations can be modeled and applied
to investigate the interaction between the inverter and the
power grid through the intranet and internet in the future. For
the sake of improving the reliability of simulation, the part
of the model can be substituted by the demonstrator with
the HIL simulation, see Fig.25. The large-scale power grid
with the amount of inverter-based generations and loads are
simulated in the real-time simulator by the methods proposed
in this paper to improve the performance of the real-time
simulation.
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