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ABSTRACT Various video streaming platforms are responsible for continuously generating a majority of
Internet traffic. The promising solution for the smooth video streaming services is to use the HTTP adaptive
streaming (HAS). To guarantee a high quality of experience (QoE), the clients using the HAS dedicate the
bitrate adaptation for the upcoming video segments. However, the client-driven approach causes degradation
in QoE, inefficient resource utilization, and unfair bitrate allocation when multiple clients stream a video
over the same access network. Edge computing-assisted adaptive streaming gives an opportunity to jointly
optimize the QoE of clients, resource utilization, and fairness among clients by shifting the adaptation
intelligence from the clients to the edge cloud. In this paper, we first present an adaptive streaming framework
taking advantage of the capabilities of multi-access edge computing (MEC). Next, we design an optimization
model that jointly considers the main influencing factors in QoE and fairness among clients. The proposed
scheme formulates the joint optimization problem with the various constraints by considering the correlation
between QoE and fairness. To efficiently solve the joint optimization problem, we propose a greedy-based
bitrate allocation algorithm for multiple clients. The results from the performance evaluation show that the
proposed scheme can improve theQoE of clients and resource utilization comparedwith the existing schemes
and minimize the loss in fairness.

INDEX TERMS HTTP adaptive streaming, quality of experience, mobile networks, multi-access edge
computing, resource utilization, fairness.

I. INTRODUCTION
According to the Cisco Visual Networking Index, most
of the Internet traffic is generated through videos, which
is expected to increase up to 82% of the total traffic by
2022 [1]. Video streaming service platforms such as Net-
flix and YouTube generate the majority of the video traffic.
With the increase in video traffic, providing smooth video
streaming services to clients has become an important chal-
lenge. Video streaming services require a solution that can
adjust the video bitrate delivered to the clients for smooth
video playback. The most promising solution for this issue
is to use HTTP adaptive streaming (HAS) [2]. The HAS
server encodes a video at different bitrates and divides it
into multiple segments. To achieve a high quality of expe-
rience (QoE), the clients using the HAS determine the video
bitrate of the upcoming segments according to the network
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conditions [3]–[5]. Commercialized HAS solutions include
Microsoft’s smooth streaming, Apple’s HTTP live stream-
ing, Adobe’s HTTP dynamic streaming, and international
standard named dynamic adaptive streaming over HTTP
(DASH) [6]–[9].

Several types of researches have been carried out for adap-
tive streaming schemes in recent years [10]–[13]. The major-
ity of the proposed adaptive streaming schemes determine
the video bitrate of the upcoming segments on the client-
side. Each client determines the video bitrate of upcoming
segments based on the estimated bandwidth and requests the
segments periodically. When the multiple clients stream a
video over the same access network, the network bandwidth
can be estimated inaccurately due to the segment request pat-
tern of clients. The inaccurately estimated bandwidth causes
unnecessary bitrate switching and video stalling events, lead-
ing to the degradation in the QoE of clients [14], [15].
These problems lead to inefficient resource utilization and
unfair bitrate allocation in view of multiple clients. In mobile
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networks where the channel conditions change dynamically,
the degradation in the QoE of clients, the inefficient resource
utilization, and the unfair bitrate allocation become even
worse. The fundamental reason behind the aforementioned
problems is that the clients are oblivious to the radio channel
conditions and cannot coordinate with each other in adaptive
streaming.

Multi-access edge computing (MEC) can be adopted to
address the problems caused when the multiple clients stream
a video over the same access network [16]. By deploying
servers in the radio access network (RAN), the MEC brings
the capabilities for computation and storage to the edge of
mobile networks. In adaptive streaming, the MEC server can
play a key role through the central management for network
resources and connected clients by utilizing the informa-
tion of RAN and application in real-time. The clients can
coordinate with each other and determine the video bitrate
appropriate to the channel conditions with the assistance of
theMEC server. Therefore, edge computing-assisted adaptive
streaming is able to jointly optimize the QoE of clients,
network resource utilization, and fairness.

There are key challenges for edge computing-assisted
adaptive streaming. First, the adaptive streaming framework
should be designed to be compatible with the DASH stan-
dard. The framework should support the resource manage-
ment of networks and coordination among clients without
any modification in both the servers and clients. Next, the
bitrate adaptation should jointly consider QoE, resource uti-
lization, and fairness. These factors correlate with each other.
Providing high video bitrate to the clients can improve the
QoE and resource utilization but lead to unfairness among
clients. Furthermore, the video bitrate of the specific client
may be sacrificed to improve fairness among clients in some
cases. The clients need to switch the video bitrate for fair
bitrate allocation but the frequent and abrupt bitrate switching
degrades the QoE of clients.

In this paper, we propose an edge computing-assisted adap-
tive streaming scheme for mobile networks. We first present
an edge computing-assisted adaptive streaming framework
compatible with the DASH standard. Then, we design an
optimization model that jointly considers the QoE and fair-
ness. The joint optimization model can balance the QoE
and fairness while satisfying the constraints for network
resources and clients. We present a greedy-based bitrate allo-
cation algorithm to efficiently solve the joint optimization
problem formulated on the basis of the designed model.
Finally, we evaluate the performance of the proposed scheme
through extensive simulation based on mobile network con-
figurations. The experimental results show that the proposed
scheme outperforms the existing schemes in terms of the
QoE, resource utilization, and fairness.

The rest of the paper is organized as follows. We discuss
related work in Section II and illustrate the proposed scheme
in Section III. The simulation-based evaluation for the pro-
posed scheme is presented in Section IV, and we conclude
the paper in Section V.

II. RELATED WORK
Several adaptive streaming schemes to improve the QoE
of mobile clients have been proposed in recent years.
Mekki et al. have proposed an adaptive streaming scheme
using indoors-outdoors detection [17]. In the HAS, the clients
use the segment throughput to determine the video bitrate
of the upcoming segments. However, due to user mobility
and channel fading, the bitrate adaptation only using seg-
ment throughput is not effective in mobile video streaming.
The proposed scheme detects the indoors-outdoors states
based on the received signal strength of clients. The video
bitrate of the upcoming segments is determined by con-
sidering the indoors-outdoors states and the buffer status
of clients. Bethanabhotla et al. have proposed an adaptive
streaming scheme to improve the QoE of clients in wireless
networks where multiple clients compete for limited band-
width [18]. The proposed scheme targets on designing an
optimal scheduling policy for video-on-demand (VoD) ser-
vices over wireless networks. To determine the optimal video
bitrate for multiple clients, the proposed scheme formulates a
network utility maximization (NUM) problem. The network
utility includes the requested video bitrate, stability in client
buffer, and fairness among clients. The Lyapunov optimiza-
tion method is adopted for the proposed scheme to efficiently
solve the network utility maximization problem. Based on the
optimization results, the bitrate adaptation helpers determine
the video bitrate for multiple clients. Xie et al. have proposed
the energy-efficient cache resource allocation and QoE opti-
mization for the HAS over cellular networks [19]. The main
objective of the proposed scheme is to maximize the QoE of
clients as well as the energy cost saving in the base stations.
The high video bitrate can enhance the QoE of clients but
the energy cost also can increase due to the high transmission
delay. To jointly optimize the QoE and energy consumption,
the proposed scheme formulates a content cache manage-
ment problem for adaptive streaming. The proposed scheme
solves the content cache management problem by dividing
it into two sub-problems. The content to cache on the base
stations is determined according to the joint optimization
results.

The existing adaptive streaming schemes for multi-
client mobile networks largely rely on the client-driven
approach. These schemes utilize cross-layer information
and various optimization strategies to determine the video
bitrate for multiple clients. However, the existing schemes
are still lack of coordination among clients and achieve sub-
optimal performance in highly fluctuating environment such
as mobile networks. To remedy this, the server and network-
assisted DASH (SAND-DASH) can be adopted [20]. The key
idea of the SAND-DASH is that the servers and in-network
elements help the bitrate adaptation through the collaboration
with the clients. Li et al. have proposed a wireless bottle-
neck coordination scheme using the SAND-DASH frame-
work [21]. The proposed scheme performs the optimization
for the resource-constrained utility to improve the QoE of
clients in a shared wireless link. The optimal coordination
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points are determined by using a resource pricing solution.
Cofano et al. have performed the design and experimental
evaluation for the network-assisted HAS strategies [22]. The
performance of the two approaches is evaluated to find the
optimal solution for adaptive streaming based on software-
defined networking (SDN). The first approach is to allo-
cate the network bandwidth slices to the video flows, and
the second approach is to perform the bitrate guidance for
the clients. The evaluation results show that the network-
assisted strategies can improve the QoE of clients and allocate
the video bitrate among the clients fairly while utilizing the
available network resources efficiently. Bentaleb et al. have
proposed an SDN-based resource management architecture
for the HAS [23]. The main objective of the proposed archi-
tecture is to achieve the QoE maximization and fair bitrate
allocation. The network resources can be managed in pro-
grammatic and flexible manners by using the capabilities
of SDN. The proposed architecture determines the network
resources to be allocated to each client based on the expected
QoE of clients.

However, the additional modifications in the servers,
clients, and in-network elements are required to support
the SAND-DASH in adaptive streaming scheme, and it is
hard to access mobile network information in real-time with
SAND-DASH assistance. Besides the approaches based on
the SAND-DASH, adaptive streaming schemes with edge
computing have been studied in recent years. These schemes
do not demand the additional modifications in the servers
and clients, and the network resources and clients can be
managed by accessing mobile network information in real-
time. Wang et al. have proposed an adaptive wireless video
streaming scheme based on edge computing [24]. The pro-
posed scheme presents an adaptive transcoding framework
with the capabilities of edge computing. The transcoding
servers are deployed close to the base stations hence can
utilize the information of channel and clients in the adaptive
transcoding. The proposed scheme formulates the adaptive
transcoding strategy as the NUM problem and divides it into
two sub-problems. Based on the optimization results, the
proposed scheme allocates the coding resources to the clients
adaptively and manages the available network resources.
Mehrabi et al. have proposed an edge computing-assisted
adaptive mobile video streaming scheme [25]. The proposed
scheme designs the optimization model jointly considering
the QoE of clients, network resource utilization, and fairness
among clients. Moreover, the proposed scheme presents the
method of distributing the connected clients among multiple
edge servers. To efficiently solve the clients to edge servers
mapping and the bitrate selection problem, the proposed
scheme presents a near-optimal greedy-based scheduling
algorithm.

Yan et al. have proposed a hybrid edge cloud and client
adaptation scheme for the HAS in cellular networks [26]. The
edge cloud performs the joint optimization of QoE and fair-
ness by using the information of RAN and application. The
QoEmodel is designed in the form of a continuum to estimate

the cumulative viewing experience of clients during the video
streaming sessions. The QoE continuum model jointly con-
siders the requested video bitrate, video stalling events, and
bitrate switching. The proposed scheme presents a heuristic
algorithm to efficiently solve the joint optimization problem
derived from the QoE continuum model. Rahman et al. have
proposed an edge computing-assisted joint quality adapta-
tion scheme for mobile video streaming [27]. The proposed
scheme presents a joint throughput estimation method based
on the capabilities of edge computing. Using the results of
the joint throughput estimation, the edge cloud can assign the
video bitrate among clients fairly, and the unnecessary bitrate
switching can be reduced. The proposed scheme designs
an integer non-linear programming (INLP) model to jointly
optimize the QoE of competing clients in mobile networks.
Moreover, a heuristic bitrate selection algorithm is presented
to efficiently solve the joint optimization problem.

The edge computing-assisted adaptive streaming scheme
should satisfy the following requirements to achieve the opti-
mal performance. First, the adaptive streaming framework
should be compatible with the DASH standard. The proposed
scheme in this paper shifts the adaptation intelligence from
the clients to the edge cloud which includes the base stations
of mobile networks and the MEC servers. The edge cloud
considers the constraints for network resources and clients
to determine the video bitrate for multiple clients. More-
over, any modification in both the HAS server and clients
is not needed since the edge cloud can capture the segment
requests of clients. The next requirement is that the joint
optimization problem should be designed by considering the
QoE of clients, network resource utilization, and fairness
among clients. However, it is hard to achieve the optimal
QoE, resource utilization, and fairness simultaneously since
these factors affect each other in the joint optimization.
From this motivation, the proposed scheme designs the joint
optimization model that can balance the QoE and fairness.
The proposed scheme then presents the greedy-based bitrate
allocation algorithm to efficiently solve the joint optimiza-
tion problem. The proposed scheme can determine the video
bitrate maximizing the QoE and resource utilization and
minimizing the loss in fairness through the bitrate allocation
algorithm.

III. PROPOSED SCHEME
A. EDGE COMPUTING ASSISTED ADAPTIVE
STREAMING FRAMEWORK
Fig. 1 shows the edge computing-assisted adaptive streaming
framework for mobile networks. The HAS server stores a
video by encoding into the different bitrates and dividing
it into the multiple segments of equal playback length. The
HAS server is connected to the edge cloud through the content
delivery network (CDN). The edge cloud consists of the
base station and the MEC server. Thanks to the proximity
to the base station and the management capability of edge
computing, the MEC server can access the information of
RAN and application in real-time. The clients connected to
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FIGURE 1. Edge computing-assisted adaptive streaming framework for
mobile networks.

the edge cloud compete for the available bandwidth of the end
access links and use the conventional HAS to determine the
video bitrate of the upcoming segments. During the streaming
sessions, the clients report the HAS information such as the
requested video bitrate and the buffer status periodically to
the edge cloud. This process is feasible because the 3GPP
has standardized the reporting process for the QoE metrics
based on the HTTP POST protocol [28]. To determine the
video bitrate for multiple clients, the MEC server performs
the joint optimization by considering the information of RAN
and application. The clients request the segments periodically
based on the HAS mechanism. The MEC server captures
the segment requests of clients and modifies those requests
by newly determining the video bitrates based on the joint
optimization.

We assume that all the clients stream the same video and
the number of clients does not change during the stream-
ing sessions. The latency due to the capturing of the seg-
ment requests is ignored in the joint optimization. Moreover,
the device characteristics of clients such as resolution, battery,
and computation capability are homogeneous. The proposed
scheme does not impose additional modifications to the radio
resource scheduling process of the base stations. The base
stations allocate the available resource blocks (RBs) to the
clients in a proportionally fair (PF) manner to support the
clients efficiently [29]. In other words, the available RBs are
allocated to the clients by considering the channel quality
between the clients and the base stations and the amount of
data communicated in the clients.

From the next sub-section, we illustrate the key compo-
nents of the proposed scheme. The list of the parameters
involved in the proposed scheme and their descriptions are
summarized in Table 1.

B. CHANNEL ESTIMATION
It is important to estimate the transmission rate of channel
accurately for the channel-aware bitrate adaptation. Both the

TABLE 1. Description of parameters involved in the proposed scheme.

base stations and the clients perform various strategies to
manage the available network resources efficiently in mobile
networks. The base stations change the modulation coding
scheme (MCS) according to the channel status to minimize
the waste of available network resources. The clients peri-
odically report the channel-related metrics such as channel
quality indicator (CQI) and signal-to-interference-noise ratio
(SINR) to the base stations. Moreover, the clients report the
amount of actually received data to the base stations. The
base stations allocate the available RBs to the clients by con-
sidering the feedback information of clients. To estimate the
effective bandwidth of the transmission channel, the instant
channel throughput is calculated by using the amount of
received data and the reporting period.

Thr i,n =
Si,n

Tperiod
(1)

Thr i,n and Si,n are the instant channel throughput and the
amount of received data for the client i measured at the nth
reporting period, respectively. Tperiod is the time cycle that the
clients report the channel-related metrics to the base stations.
Typically, the time cycle of the reporting process ranges from
tens to hundreds of milliseconds. We set the value of the
time cycle as a fixed value in the proposed scheme. The
transmission rate of channel fluctuates severely even during
a short time due to user mobility and channel fading. There-
fore, the transmission rate of the channel can be estimated
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inaccurately when only using the instant channel through-
put. We apply the exponentially weighted moving average
(EWMA) to reduce the impact of the channel fluctuations on
the channel estimation. The smoothed channel throughput is
calculated by using the weighting parameter and the instant
channel throughput.

Thrsi,n = α · Thr
s
i,n−1 + (1− α) · Thr i,n (2)

Thrsi,n is the smoothed channel throughput for the client
i measured at the n th reporting period. α is the weighting
parameter to smooth the instant channel throughput, which
can improve the robustness of the channel estimation for
the channel fluctuations. We set the value of the weighting
parameter as a fixed value in the proposed scheme.

C. QUALITY OF EXPERIENCE AND FAIRNESS
According to several studies on theQoE of theHAS, the video
bitrate, bitrate switching, video stalling, and startup delay
jointly affect the QoE of clients. However, compared with the
other influencing factors, the impact of startup delay on the
QoE of clients is not significant. The main influencing factors
should be considered for efficient QoE optimization. To this
end, the proposed scheme formulates the joint optimization
problem by considering the video bitrate, bitrate switching,
and video stalling.

Delivering high video bitrate to the clients is important
to improve the QoE of clients. If the playback bitrate is
high, the clients can view a video clearly. However, providing
high video bitrate to the clients does not always improve the
QoE of clients since there is a tradeoff between the video
bitrate and the video stalling. The probability of video stalling
increases when the video bitrate is high because the available
network bandwidth is not always sufficient to support the
high bitrate. To consider the impact of video bitrate on the
QoE of clients during the streaming sessions, the accumulated
video bitrate is calculated by aggregating the requested bitrate
for the clients.

ABi =
∑Ci

k=1
ri,k (3)

ABi is the video bitrate accumulated for the client i
up to the current. Ci is the index of segment currently
requested at the client i, and ri,k is the video bitrate of
the kth segment requested at the client i. The joint opti-
mization in the proposed scheme targets achieving the high
value of the accumulated video bitrate without video stalling
events. Therefore, the clients can utilize the available network
resources efficiently during the streaming sessions while
ensuring the smooth video playback.

Switching the video bitrate of clients is a key function of
the HAS. The clients can experience the smooth video play-
back by matching the video bitrate to the network conditions.
However, the frequent and abrupt bitrate switching degrades
the QoE of clients. The proposed scheme uses the differ-
ence between the video bitrates of the consecutive segments
requested by the clients as the QoE metric for the bitrate

switching. To consider the impact of bitrate switching on the
QoE of clients during the streaming sessions, the accumulated
bitrate switching is calculated by aggregating the bitrate dif-
ference for the clients.

AS i =
∑Ci

k=2

∣∣ri,k − ri,k−1∣∣ (4)

AS i is the bitrate difference accumulated for the client i up
to the current. The proposed scheme regards the accumulated
bitrate switching as a penalty in the joint optimization to
minimize the unnecessary bitrate switching.
Due to the prominent role of video stalling in determining

the QoE of clients, avoiding stalling events is important dur-
ing the streaming sessions. The stalling events occur when the
client buffer is entirely consumed. After receiving the video
segments, the proposed scheme checks whether the stalling
events occur by using the client buffer level calculated on the
basis of the smoothed channel throughput and the playback
length of segments.

Bi,k = Bi,k−1 −

(
ri,k · τ
Thrsi,n

)
+ τ (5)

Bi,k is the buffer level for the client i after receiving the kth
segment of the video bitrate ri,k , and τ is the playback length
of segments. The proposed scheme regards the video stalling
as a constraint in the joint optimization to avoid stalling
events during the streaming sessions.

The base stations of mobile networks usually schedule the
available resources to the connected clients according to the
PF policy. The number of RBs to be allocated to the clients
is determined by accounting for the channel quality and the
amount of data communicated. The clients select the best
sustainable bitrate for the upcoming segments according to
the resource share determined by the PF scheduler at the
base stations. The proposed scheme considers the average
of bitrates allocated to the other clients for the fair bitrate
allocation among clients. The average of bitrates allocated to
the other clients is calculated to measure the fairness level of
clients.

r̄k =
1

M − 1

∑M

j=1,j 6=i
rj,k (6)

r̄k is the average of bitrates allocated to the other clients
for the kth segment. M is the number of clients connected
to the edge cloud. The objective of the fair bitrate allocation
is to minimize the bitrate deviations among clients during
the streaming sessions. The accumulated unfairness level of
clients is calculated as the sum of the differences between the
average of bitrates allocated to the other clients and the bitrate
selected by the clients.

UF i =
∑Ci

k=1

∣∣r̄k − ri,k ∣∣ (7)

UF i is the unfairness level accumulated for the client i up
to the current. The proposed scheme regards the accumulated
unfairness level as a penalty in the joint optimization to min-
imize the bitrate deviations among clients. However, due to
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the correlation between QoE and fairness, some clients may
sacrifice the video bitrate to achieve the fair bitrate allocation.
Switching the video bitrate of clients is required to improve
the fairness among clients but the QoE of clients may be
damaged by the frequent and abrupt bitrate switching. In the
next sub-section, we illustrate how the joint optimization
problem is formulated by considering the correlation between
QoE and fairness.

D. JOINT OPTIMIZATION PROBLEM
Note that the influencing factors to the QoE of clients
have different characteristics with each other. The proposed
scheme combines the accumulated video bitrate, bitrate
switching, and unfairness level by using the weighting param-
eters to represent these factors as the one utility value. In par-
ticular, the weighting parameter for the unfairness level of
clients is used to balance the QoE and fairness. The weighting
parameter to balance the QoE and fairness is calculated on the
basis of the previous unfairness level of clients.

ρi = 1−

∣∣ri,k−1 − r̄k−1∣∣
rmax − rmin

(8)

ρi is the weighting parameter to balance the QoE and
fairness. rmax and rmin are the maximum and minimum video
bitrate, respectively. When the previous unfairness level of
clients is high, we need to focus on improving the fairness
among clients. In the opposite case, we need to focus on
improving the QoE of clients instead of allocating the video
bitrate among clients fairly.

The joint optimization for multiple clients is formulated as
a utility maximization problem that considers the correlation
betweenQoE and fairness, and the joint optimization problem
includes the following integer non-linear constraints.

Maximize Ui = ρi · (ABi − β · AS i)− (1− ρi) · UF i (9)

Subject to
∑M

i=1

⌈
ri,k
Thrsi,n

⌉
≤ Wk (10)

0 < Bi,k ≤ Bmax (11)

ri,k ∈ R (12)

The objective function (9) aims to maximize the utility
value of clients while balancing the QoE and fairness. β is
the weighting parameter to give the penalty to the bitrate
switching. The constraint (10) means that the total resources
distributed for the clients should not exceed the available
resources of the base stations. The joint optimization prob-
lem specifies the constraint (11) to ensure the video play-
back without interruptions during the streaming sessions. The
client buffer level should be larger than zero and lower than
the maximum buffer level to avoid the buffer underflow and
overflow, respectively. The constraint (12) means that the
video bitrate allocated to the clients should belong to the set
of video bitrates available at the HAS server.

The joint optimization problem in (9)-(12) is hard to solve
within the polynomial-time due to the existence of the inte-
ger non-linear constraints. Brute-force search can be used

to investigate all the possibilities of determining the video
bitrate with the maximum achievable utility value to solve the
joint optimization problem. However, the complexity of the
brute-force search grows exponentially with the increase in
the number of clients and constraints. In the next sub-section,
we illustrate the bitrate allocation algorithm that determines
the video bitrate for multiple clients in a greedy manner and
satisfies the objectives of the joint optimization accordingly.

E. ONLINE OPTIMIZATION ALGORITHM
The details of the greedy-based bitrate allocation algorithm
are described in Algorithm 1. For the first video segment,
all the clients determine the video bitrate based on the con-
ventional HAS. The bitrate allocation algorithm is activated
after all the clients receive the first segment. When the clients
request the video segments to the HAS server, the video
bitrate that jointly optimizes the QoE of clients, resource
utilization, fairness among clients is determined through the
bitrate allocation algorithm. The segment request information
of the clients is modified according to the results of the bitrate
allocation.

The basic idea of the greedy-based bitrate allocation algo-
rithm is to determine the video bitrate jointly maximizing
the resource utilization and the utility value of clients. The
bitrate allocation algorithmfirst seeks themaximum available
bitrate lower than the sustainable bitrates while satisfying
the resource constraint. The sustainable bitrate relying on the
segment throughput, r thrmax , is the maximum bitrate which is
lower than the segment throughput. The sustainable bitrate
relying on the client buffer level, rbufmax , is the maximum
bitrate which does not cause the stalling events. The bitrate
allocation algorithm compares the difference between the
bitrate selected in the aforementioned step and the previously
requested bitrate with the switching threshold. The switching
threshold is calculated by using the sustainable bitrate relying
on the client buffer level.

δS =

∣∣∣ri,k−1 − rbufmax

∣∣∣ (13)

δS is the threshold to control the bitrate switching of
clients in the bitrate allocation algorithm. The clients can
utilize the available resources efficiently without experienc-
ing the unnecessary bitrate switching when the bitrate dif-
ference is lower than the switching threshold. At the next
step, the bitrate allocation algorithm considers three cases
associated with fairness among clients.

If the bitrate satisfying the switching constraint is higher
than the previously requested bitrate, the bitrate allocation
algorithm sets the unfairness threshold, δUF , to the fixed value
of 0.5. Then, the bitrate allocation algorithm calculates the
unfairness level of clients, |r − r̄k−1|

/
(rmax − rmin), which

takes a value between 0 and 1. The video bitrate of the
upcoming segments is determined by comparing the unfair-
ness threshold with the unfairness level of clients. As a result,
the QoE of clients can be improved with high video bitrate
and less bitrate switching while maintaining a certain level of
fairness.
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Algorithm 1 Greedy-Based Bitrate Allocation

ravgi,k : average bitrate for the client i up to the
kth segment
Thrsegi,k : segment throughput for the client i
after receiving the kth segment

1: Compute the sustainable bitrates r thrmax and r
buf
max

2: Compute the switching and unfairness thresh-
olds δS and δUF
3: For each bitrate r ∈ R in decreasing order
4: If allocation of r satisfies the resource con-
straint

AND r ≤ max(r thrmax , r
buf
max)

5: If
∣∣r − ri,k−1∣∣ ≤ δS

6: If r > ri,k−1
7: Determine δUF to the fixed value
8: If |r − r̄k−1| /(rmax − rmin) ≤ δUF
9: ri,k = r; Break;
10: If r == ri,k−1 AND |r − r̄k−1| /

(rmax − rmin) ≤ δUF
11: ri,k = r; Break;
12: If r < ri,k−1
13: If r > ravgi,k−1
14: ri,k = r; Break;
15: Else
16: ri,k = ri,k−1; Break;
17: If ri,k == 0
18: For each bitrate r ∈ R in decreasing order
19: If allocation of r satisfies the resource

constraint AND r ≤ max(r thrmax , r
buf
max)

20: ri,k = r; Break;
21: If ri,k == 0
22: ri,k = max {r|r < Thrsegi,k−1}; Break;
23: Update auto-tuning parameter ρi
24: Compute ABi, AS i, UF i, and Ui
25: Update Bi,k
26: Return Ui

If the bitrate satisfying the switching constraint is equal to
the previously requested bitrate, the bitrate allocation algo-
rithm focuses on balancing the QoE and fairness. Minimizing
bitrate switching improves the QoE of clients but the bitrate
deviations among clients may increase. The bitrate allocation
algorithm in this case determines the unfairness threshold by
using the sustainable bitrates relying on segment throughput
and client buffer level. The average sustainable bitrate is first
calculated to determine the unfairness threshold.

ravgsus =

(
r thrmax + r

buf
max

)
2

(14)

ravgsus is the video bitrate that is able to utilize the available
network resources efficiently and ensure the smooth video
playback of clients. The bitrate allocation algorithm calcu-
lates the unfairness threshold by using the average sustainable

bitrate.

δUF =

∣∣ravgsus − r̄k−1
∣∣

rmax − rmin
(15)

When the average sustainable bitrate is high, the bitrate
allocation algorithm provides the maximum available bitrate
to the clients depending on the average of bitrates allocated
to the other clients. The bitrate allocation algorithm in the
opposite case strives to improve fairness among clients while
minimizing the degradation in QoE.

If the bitrate satisfying the switching constraint is lower
than the previously requested bitrate, the bitrate allocation
algorithm uses the average bitrate of clients to determine the
video bitrate of the upcoming segments. When the bitrate
satisfying the switching constraint is higher than the average
bitrate of clients, the bitrate allocation algorithm determines
the bitrate satisfying the switching constraint as the video
bitrate of the upcoming segments. In the opposite case, the
bitrate allocation algorithm does not change the video bitrate
to minimize the unnecessary bitrate switching and the degra-
dation in the average bitrate.

If there is no such bitrate available, the bitrate allocation
algorithm looks for the maximum bitrate which satisfies
the resource constraint and does not experience the stalling
events. If still there is no such bitrate available, the bitrate
allocation algorithm then selects the maximum bitrate lower
than the segment throughput. After the video bitrate of the
upcoming segments is determined, the bitrate allocation algo-
rithm updates the weighting parameter to balance the QoE
and fairness. Furthermore, the client buffer level is updated
according to the determined bitrate in the joint optimization.
The bitrate allocation algorithm finally returns the utility
value of clients which is obtained by using the objective
function (9).

IV. PERFORMANCE EVALUATION
A. SIMULATION SETUP
To verify the performance of the proposed scheme, we have
built an ns-3 based simulation environment that includes the
HAS server, the clients, and the edge cloud [30]. The HAS
server stores a video by encoding into 10 bitrate levels [184,
414, 644, 874, 1104, 1334, 1564, 2024, 2484, and 2944 kbps].
The number of clients connected to the edge cloud is set to
20. The playback length of segments and themaximum buffer
size of clients are set to 2 s and 30 s, respectively. We set the
weighting parameter α and β used to the channel estimation
and the joint optimization model to 0.8 and 1.0, respectively.
The clients request the video segments based on the HAS.
The simulation is conducted for 3600 s in the performance
evaluation.

For the network setup, we configure the LTE network
environment and consider a single mobile cell in which the
base station and the clients are uniformly distributed. We set
the time cycle of the reporting process used in the channel
estimation to 250 ms. The clients start the streaming session
sequentially and move within a cell at a fixed speed. In other
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TABLE 2. Mobile network configuration.

words, the clients experience different channel conditions.
During the streaming session, the channel throughput of
clients varies according to the client’s moving speed. The
list of the mobile network configuration parameters and their
corresponding values are summarized in Table 2.

We compare the performance of the proposed scheme
with the existing edge computing-assisted adaptive streaming
schemes. In the performance evaluation, we refer to these
schemes proposed in [25] and [26] as ECAA and Prius,
respectively. The ECAA is an edge computing-assisted adap-
tive mobile video streaming scheme that includes the clients
to the edge servers mapping and the joint optimization of QoE
and fairness. We adopt the ECAA for a single-cell scenario
with one edge server. The Prius is a hybrid edge cloud and
client adaptation scheme for cellular networks. Using the
QoE continuum model, the Prius jointly optimizes the QoE
and fairness. We use the parameter settings of the existing
schemes described in their papers. We take the average value
of the five experiments in the performance evaluation. For the
performance evaluation of the proposed scheme over time-
varying mobile networks, we define the fading scenarios as
Urban and Vehicular according to the client’s moving speed.
In the Urban scenario where the clients are moving slowly,
the fluctuations of channel throughput are low and the aver-
age channel throughput is high. In the Vehicular scenario
where the clients are moving fastly, due to the channel fad-
ing, the fluctuations of channel throughput are high and the
average channel throughput is low.

B. EVALUATION METRICS
We utilize the QoE metrics described in [31] for the per-
formance comparison between the proposed scheme and the
existing schemes. The average bitrate is calculated by using
the per-segment bitrate requested at the clients during the
streaming sessions.

ravgi =
1
Ni

∑Ni

k=1
ri,k (16)

ravgi is the average bitrate for the client i during the stream-
ing sessions, and Ni is the number of requested video seg-
ments for the client i during the streaming sessions.

The switching frequency of clients denotes how frequent
the video bitrate is changed during the streaming sessions.
We calculate the switching frequency of clients by accumu-
lating the number of changes in the bitrate level of clients.
Moreover, we calculate the switching magnitude of clients to
measure how abrupt the video bitrate is changed during the
streaming sessions.

r frei =
∑Ni

k=2
f
(
ri,k−1, ri,k

)
(17)

rmagi =
1

Ni − 1

∑Ni−1

k=1

∣∣ri,k+1 − ri,k ∣∣ (18)

r frei is the switching frequency for the client i during the
streaming sessions. f (ri,k−1, ri,k ) is the indicator function to
check the changes in the bitrate level of clients. If the values
of ri,k−1 and ri,k are different, the value of the function is set
to 1, and it is set to zero when the values of ri,k−1 and ri,k
are the same. rmagi is the switching magnitude for the client i
during the streaming sessions.

The resource utilization is also a key metric to evaluate the
performance of the proposed scheme. To efficiently utilize
the available resources of networks, the clients should request
the video segments with the bitrate fit to the channel through-
put. The resource utilization of clients, ϕavgres , is calculated by
using the ratio between the requested video bitrate and the
channel throughput.

ϕavgres =
1
Ni

∑Ni

k=1

(
ri,k
ThrSi,n

)
(19)

We use the Jain’s fairness index to measure the fairness
level of the clients [32]. The Jain’s fairness index, JF , is
calculated by using the average bitrate of competing clients.

JF =

(∑
i r
avg
i

)2
M ·

∑
i
(
ravgi

)2 (20)

Before taking the average value of the five experiments
in the performance evaluation, the average bitrate, switching
frequency, switching magnitude, and resource utilization are
averaged by the number of clients.

C. RESULTS
Fig. 2 shows the average bitrate for the compared schemes
according to the fading scenarios. As shown in the results,
the proposed scheme achieves the highest average bitrate
in all the fading scenarios. The reason is that the proposed
scheme minimizes the degradation in the average bitrate of
clients through the greedy-based bitrate allocation algorithm.
The Prius jointly optimizes the QoE and fairness by adjusting
the QoE continuum of clients. However, the video bitrate of
clients may be sacrificed to achieve the fair QoE continuum
among clients. The ECAA determines the video bitrate of the
upcoming segments through the greedy-based bitrate selec-
tion algorithm. Using the switching and fairness thresholds,
the greedy-based bitrate selection algorithm jointly optimizes
the QoE and fairness. In the ECAA, the switching threshold
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FIGURE 2. Average bitrate for the compared schemes according to the
fading scenarios (top: Urban, bottom: Vehicular).

FIGURE 3. Switching frequency for the compared schemes according to
the fading scenarios (top: Urban, bottom: Vehicular).

can be wrongly determined according to the channel fluctu-
ations, and the fairness threshold is fixed for all the clients.
The average bitrate of clients degrades since the video bitrate
is changed unnecessarily and sacrificed to achieve the fair
bitrate allocation.

Fig. 3 and 4 show the switching frequency and mag-
nitude for the compared schemes according to the fading
scenarios, respectively. The proposed scheme achieves the

FIGURE 4. Switching magnitude for the compared schemes according to
the fading scenarios (top: Urban, bottom: Vehicular).

TABLE 3. Resource utilization and Jain’s fairness index according to the
fading scenarios (top: Urban, bottom: Vehicular).

lowest switching frequency and magnitude in all the fading
scenarios. The reason is that the greedy-based bitrate allo-
cation algorithm in the proposed scheme balances the QoE
and fairne ss, minimizing the unnecessary bitrate switching.
On the other hand, the Prius and ECAA suffer from the
frequent and abrupt bitrate switching during the streaming
sessions. To achieve the fair QoE continuum among clients,
the video bitrate of clients may be changed unnecessarily in
the Prius. Due to the switching threshold wrongly determined
when the channel highly fluctuates, the ECAA may change
the video bitrate of clients unnecessarily.

We confirmed that all the compared schemes did not expe-
rience the video stalling events during the streaming sessions.
The proposed scheme and ECAA check whether the clients
experience the video stalling events after receiving the video
segments. Moreover, if there is no such bitrate available,
the proposed scheme and ECAA determine the maximum
sustainable bitrate for the clients to ensure the smooth video
playback. The Prius regards the video stalling events as the
penalty in the joint optimization. To improve the QoE con-
tinuum among clients, the Prius determines the maximum
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sustainable bitrate for the clients if there is no such bitrate
available.

The resource utilization and Jain’s fairness index for the
compared schemes according to the fading scenarios are
summarized in Table 3. As shown in the results, the proposed
scheme achieves the highest resource utilization in all the
fading scenarios and minimizes the loss in fairness. The
reason is that the greedy-based bitrate allocation algorithm
in the proposed scheme maximizes the resource utilization of
clients while balancing the QoE and fairness.

V. CONCLUSION
In this paper, we have proposed the edge computing-assisted
adaptive streaming scheme for mobile networks. Due to the
lack of channel awareness and coordination among clients,
the existing client-driven approaches suffer from the degra-
dation in QoE, inefficient resource utilization, and unfair
bitrate allocation. With the assistance of edge computing,
the proposed scheme shifts the adaptation intelligence of
clients to the edge cloud. To optimize the QoE of clients,
resource utilization, and fairness among clients, the pro-
posed scheme performs the joint optimization by utilizing the
information of RAN and application. The joint optimization
problem is formulated by considering the correlation between
QoE and fairness. The proposed scheme presents the greedy-
based bitrate allocation algorithm to efficiently solve the joint
optimization problem. Through the performance evaluation,
we have proved that the proposed scheme can improve the
QoE of clients and resource utilization even in the fluctuating
channel conditions and minimize the loss in fairness.
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