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Abstract
This paper proposes an improved brain tumor segmentation method based on visual saliency
features on MRI image volumes. The proposed method introduces a novel combination
of multiple MRI modalities used as pseudo-color channels for highlighting the potential
tumors. The novel pseudo-color model incorporates healthy templates generated from the
MRI slices without tumors. The constructed healthy templates are also used during the
training of neural network models. Based on a saliency map built using the pseudo-color
templates, combination models are proposed, fusing the saliency map with convolutional
neural networks’ prediction maps to improve predictions and to reduce the networks’ even-
tual overfitting which may result in weaker predictions for previously unseen cases. By
introducing the combination technique for deep learning techniques and saliency-based,
handcrafted feature models, the fusion approach shows good abstraction capabilities and
it is able to handle diverse cases that the networks were less trained for. The proposed
methods were tested on the BRATS2015 and BRATS2018 databases, and the quantita-
tive results show that hybrid models (including both trained and handcrafted features)
can be promising alternatives for reaching higher segmentation performance. Moreover,
healthy templates can provide additional information for the training process, enhancing the
prediction performance of neural network models.
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1 Introduction

In the last decade, cancer became one of the leading causes of deaths in higher income
countries. The earlier the disease is diagnosed, the higher the chance that the patient can be
successfully treated. Therefore, quantitative imaging techniques, such as computed tomog-
raphy (CT), magnetic resonance imaging (MRI), positron emission tomography (PET) play
a dominant role in early diagnosis. In the last few years, with the significant improvement
of these non-invasive techniques, the emphasis has shifted to the efficient processing of the
diverse data.

Gliomas are frequent primary brain tumors in adults [9]. Being highly malignant, this
type covers a large portion of all malignant brain tumors. In case of patients with such brain
tumors, the role of non-invasive imaging techniques is even more important, as repeated
tumor biopsies have a high associated risk. Therefore, continuous monitoring using 3D
image modalities (CT, MRI) is a widely applied tool. With the improvement of these sen-
sors, 3D data with high spatial resolution is acquired from the brain, and abnormalities can
be detected and monitored, which can help in determining the location, size and shape of
the tumor, setting up the accurate diagnosis and also in managing the disease and the treat-
ment process simultaneously. Moreover, by applying biologically variable parameters, like
longitudinal relaxation time (T1), transverse relaxation time (T2), proton density (PD) or
fluid-attenuated inversion recovery (FLAIR) and using varying pulse sequences and imaging
parameters, different image contrast parameters can be achieved in MRI [17].

To help automatic glioma detection, the Multimodal Brain Tumor Image Segmentation
Benchmark (BRATS) [3, 4, 17] was collected then improved and extended multiple times
in the past few years.

When categorizing state-of-the-art tumor segmentation algorithms, we can divide them
into two broad families [17]. Generative models use detailed prior information about the
appearance and spatial distribution of multiple different tissues, including anatomical and
domain-specific knowledge to build tumor models to be detected and classified. They usu-
ally also perform brain tissue segmentation. In [19], tumors were handled as outliers and
detects them by applying a brain atlas, followed by a feature-based tumor segmentation,
distinguishing tumor and edema regions. The method in [1] is based on a generative model,
where tissues are represented by Gaussian mixture models combined with an atlas-based
tissue prior. This model was extended with a tumor prior, using convolutional restricted
Boltzmann machines. A bag of words driven robust support vector machine classification
model is used in [16], to speed up categorization of benign and malignant brain areas.

The methods belonging to this group can handle unseen images efficiently, but they
strongly rely on the registration step: test samples should be accurately aligned to spatial
priors, which is problematic for example in the presence of large tumor regions [27].

In the other large group, discriminative models use annotated training images and
directly learn the characteristics of different segmentation labels without any prior domain
knowledge. In [6], support vector machine classification and Conditional Random Field
(CRF) based hierarchical regularization were combined for multi-level classification of
brain tissues. A CRF framework was also applied in [26] for tumor detection and segmen-
tation together with pixel-pairwise affinity and superpixel-level features. [25] introduced a
method, which first applies wavelet-based features, then uses an adaptive artificial neural
network for classification. To cover intensity and shape variations of tumors, the methods
in this group require huge amounts of training data to thoroughly learn tumor features.

Nowadays, deep learning methods are the most popular models of this group, using con-
volutional neural networks [18, 21]. Different network architectures, such as U-Net [20]
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or cascaded anisotropic networks (WT-Net) [8] are applied for training segmentation mod-
els using 2D or 3D interpretation. In the last years, these methods were dominating in the
tumor segmentation challenges, for example most of the methods on the leaderboard of the
BRATS2015 challenge [10, 12, 13] mainly apply convolutional neural networks for tumor
segmentation.

However, the disadvantage of these methods is still their strong dependence on the
training data, e. g., they cannot handle images with differing imaging protocols from the
ones used for acquiring the training data. They also lack the exploitation of spatial priors,
therefore sometimes a post-processing step is added to further enhance the performance.

To compensate for the mentioned drawbacks of the different models, one solution might
be to use a mixed generative-discriminative model to fuse handcrafted features and learning
[22]. Such model was introduced in [2], with an expectation maximization based generative
approach as a first step to segment the volume into tumor and healthy tissue labels. Then,
the tumor labels were refined using gradient boosting multi-class classification. Finally, a
probabilistic Bayesian strategy was employed for finalizing the tumor segmentation.

From a medical point-of-view, the existence of tumors may support diagnosis, therefore
these objects may function as the ROI of the image. This motivates to consider tumors as
salient regions in the image, and highlight them by applying a visual saliency [14] model.
Our proposed algorithm follows this direction and, inspired by [5], constructs a saliency
model using handcrafted features. The referred saliency-based detection algorithm [5] is
based on a pseudo-coloring scheme using FLAIR, T2 and T1c sequences respectively as
RGB channels, followed by a bottom-up color and spatial distance calculation to highlight
tumor areas as salient regions in the image.

In our previous paper [23] an improvement of this saliency-based algorithm was pro-
posed. We introduced a novel pseudo-color model applying healthy templates for FLAIR
and T2 modalities to further highlight tumor regions. Beside the novel color model, dif-
ferent processing steps were added to improve the segmentation performance. We have
also proposed a fusion of saliency and convolutional neural networks (U-Net and WT-Net),
and the experiments showed that the fused generative-discriminative model is a promising
alternative for efficient tumor segmentation.

The most important contributions of this paper are the following:

1. Introducing further improvements regarding the pseudo-color model, switching to an
RGB color analysis approach for saliency estimation.

2. Calculating the pseudo-RGB channels as difference images between a specific image
patch and a healthy image template built using the healthy slices of the database for
FLAIR, T2 and also the T1c sequences.

3. The inclusion of healthy slices, i.e., slices lacking malignant areas, in the process,
therefore using the complete database for training and highlighting tumor regions as
differences from healthy scans at the same time.

The proposed algorithm follows the same workflow as [23], however, skips the RGB to
Lab color conversion of the pseudo color image, which was proposed in the original work
[5], and instead, the color-based saliency is calculated on the RGB channels. According to
our experiments, by applying the pseudo-RGB difference image in the saliency calculation
model, more information is exploited, therefore the segmentation performance is higher
than with the converted Lab color space.

The proof-of-concept step of the fusion of the proposed saliency map and the prediction
map of the trained convolutional neural networks (U-Net and WT-Net) is further analyzed
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and an extensive experimental evaluation is performed. Moreover, the idea of the healthy
template based pseudo-RGB difference image is also integrated in the retraining process of
the traditional U-Net network.

The evaluation process has been performed on the BRATS2015 dataset [17] which
includes ground truth data annotated by experts (see a sample in Fig. 1), therefore creating
the possibility for quantitative evaluation. By dividing the database into training and testing
parts (by a random split of the dataset, see details later), the original and the proposed meth-
ods together with the network-based and the proposed fusion models have been evaluated
on 28 randomly selected brain volumes (randomly excluded from the training set), includ-
ing both high grade glioma (HGG) and low grade glioma (LGG) cases. Moreover, the U-Net
retraining with the healthy template based pseudo-RGB difference images was performed
on BRATS2015 and BRATS2018 as well.

The quantitative results show that the proposed healthy template based pseudo-RGB dif-
ference images helped the training and the performance of retrained network models could
increase by as much as 8%. The proposed models were compared to the top ranking algo-
rithms of BRATS2015 challenge, and the WT-Net – saliency hybrid model and the retrained
U-Net were both able to achieve the same same Dice (DSC) score (0.85) with high Recall
values. The experiments show that healthy templates and saliency can be promising addi-
tional features which should be further investigated to be integrated in convolutional neural
network architectures.

2 Visual saliency based tumor segmentation

2.1 Pseudo-color model

Inspired by salient object detection algorithms for natural images [11], we construct a color
image from the available MRI sequences. Improving the color model of [5] we have also
constructed a healthy mean template image for the FLAIR, T2 and T1c scans of axial slices
in the BRATS2015 database. By analyzing the annotated ground truths, we selected slices
without marked tumor regions. For all axial slices, available healthy scans were collected
and we constructed the healthy mean templates HMFLAIR, HMT2 and HMT1c. The proposed
difference images have the following form:

DFLAIR : FLAIR − α ∗ HMFLAIR,

DT2 : T2 − α ∗ HMT2, (1)

DT1c : T1c − α ∗ HMT1c,

Fig. 1 A sample slice from the BRATS2015 data set: Flair, T2, T1c modalities and the ground truth



Multimedia Tools and Applications

where we selected α = 5/6 to have a slightly smaller weight on the healthy template and
to preserve more the characteristics of the actual scan. We also tested other α values from
2/3 to 1 on a smaller test data set (including 20 test volumes from BRATS2015), however
the qualitative performance was the highest with the selected value, therefore we defined
α = 5/6 empirically. When constructing the difference images, mutual information based
registration method [15] is applied.

Based on the difference images, the proposed pseudo-RGBmodel looks as the following:

R : DFLAIR,

G : DFLAIR ∗ β + DT2 ∗ β, (2)

B : DT1c,

where β = 0.5 is used, to balance between the image characteristics of the different image
modalities.

By following the considerations of [24], FLAIR and T2 modalities have both high inten-
sities in peritumoral edema (vasogenic and infiltrative), nonenhancing tumor, white matter
injury and gliosis, therefore FLAIR based difference image is added to R channel. As
registration problems may cause the highlighting of areas with cerebrospinal fluid (CSF),
especially in T2 modality, therefore instead of using the DT2 difference image on the G

channel, a combination of FLAIR and T2 sequences (with equal weights, β = 0.5) is selected
to reduce the misregistration effect (3). To exploit all possible volume information T1c based
difference image is added to B channel.

Instead of transforming the pseudo-RGB image to the CIE L∗a∗b∗ color space, the
saliency model is calculated in the RGB space. Figure 2 shows the comparison of the
original and proposed pseudo-color models for a more complex case, where the lesion is
heterogeneous (see Fig. 1 for the original image modalities and ground truth), therefore the
original [5] and the previous [23] models are not able to emphasize the whole area, which

(a) (b) (c)

Fig. 2 Comparison of the pseudo-color models for the sample slice in Fig. 1: a the original [5]; b the previous
[23] and c the proposed model. The first row shows the pseudo-color image, the second row shows the
computed saliency maps with 8 × 8 block size
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results in an inaccurate detection. The proposed model can better highlight the tumor area,
even in this complex case.

2.2 Saliencymap for tumor detection

To build the saliency model, [5] originally advised to apply color difference and spatial
difference in a block-based processing system. To achieve this, first the image slice was
rescaled to 256 × 256. Then, the rescaled image was decomposed into non-overlapping
blocks with size k × k, where k = 8 and k = 16 were used. Therefore, saliency calculation
was performed for w/k × w/k patches and the Sc color difference feature for Ri patch was
computed as:

Sc(Ri) =
∑

j,j �=i

√
(RR

i − RR
j )2 + (RG

i − RG
j )2 + (RB

i − RB
j )2,

∀i, j ∈ {1, . . . , (w/k × w/k)} . (3)

The color difference was calculated for each RGB channels, and Rch
i marks the mean

value for ch channel, which represents the ith image patch I (Ri):

Rch
i =

∑
I (Rch

i )

k × k
. (4)

Further on, the saliency model calculation follows the same procedure which was intro-
duced in our previous work [23]. First, a spatial distance feature is incorporated for saliency
calculation:

Scs(Ri) =
∑

j,j �=i

1

1 + d(Ri, Rj )
× Sc(Ri), (5)

where d(Ri, Rj ) is the Euclidean distance of the mean spatial coordinates ofRi ,Rj patches,
following the original method [5].

Then, the Scs saliency map is then scaled back to its original size (denoted by Ŝcs), using
bilinear interpolation. To make the saliency model scale-invariant to local feature sizes, the
Scs color-spatial saliency is calculated for different block sizes. Using larger block sizes
than the magnitude of the tumor regions would cause all detections to fail or induce large
errors during the training process by derailing the segmentation steps. On the other hand,
too small patches are also not useful and require far too much computation time. Therefore,
we applied the same block sizes (k = 8, 16) as in [23]. Additionally, we have also tested
12 × 12 instead of 8 × 8 and 16 × 16 block sizes, moreover the performance of 8, 12 and
16 block sizes were also tested together. However, the 12× 12 block size did not added any
extra performance in our experiments and, thus only 8 × 8 and 16 × 16 blocks were used:

Scs =
∑

k=8,16

rk × Ŝcs,k, (6)

where rk = 0.5 is applied following the recommendations of [5].
Motivated by the fact that the location, size and shape of the tumor is quite similar in

neighboring slices, the final saliency map is calculated as a weighted fusion of the actual
(Sa

cs), previous (S
p
cs) and next (Sn

cs) slice’s color-spatial saliency:

S = wp × S
p
cs + wa × Sa

cs + wn × Sn
cs, (7)
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where wp, wa,wn denote the weights for the different slices (
∑

wi = 1), wa = 0.4 and
wp = wn = 0.3 were set, as proposed in [23].

Then a 25× 25 mean filter is applied on the calculated S saliency map to get a smoother
final estimation.

The saliency map is binarized to have an estimation for the tumor:

Tγ = γ

M × N

M−1∑

x=0

N−1∑

y=0

S(x, y). (8)

The original paper [5] proposed γ = 3.55, however the improved pseudo-color model and
saliency calculation required a parameter tuning of γ . Thus, different γ values were tested
on a smaller data set, including 20 volumes from BRATS2015 for values between 3 and 4.
γ = 3.1 was selected.

After the saliency map calculation, post-processing steps are introduced in [23] to refine
the segmentation result. These steps include a size-based filtering (to eliminate falsely
detected areas in healthy slices), an active contour based outline detection for complex
tumor shapes and a final drop-out step to eliminate false positive hits, by following tumor
candidates throughout neighboring slices and keeping only the detections which appear on
the most consecutive slices.

The introduced method is able to locate tumors using the saliency model, then the post-
processing steps detect the tumor outlines, even if they have complex shapes. Figure 3 shows
a few good examples of the contour detection results, where the saliency-based binarization
is shown in blue, the active contour based refinement in red and the ground truth in green.
If the applied visual features are strong in the image (i.e. the tumor is differing from its
surroundings enough), the saliency model can highlight the tumor successfully and also the
active contour can detect the outline because of the intensity difference.

On the other hand, if the tumor cannot be separated from the neighboring tissues with
the saliency model (the color-based saliency feature is not highlighting the tumor), then the
detection cannot give a precise output. Moreover, the active contour step is also based on
image intensity, thus in case of a lesion with less visible outlines, the post-processing cannot
give such good detection. Additionally, active contour is an iterative method, and it requires
higher computation time, which can be a problem when processing large databases.

As the the second column of Fig. 3 also shows, active contour methods - or possibly any
other similar approach - might be capable of producing fairly high quality segmentations
in certain situations. Their major drawback comes from the fact that to achieve such high
quality results, these methods require extensive parameter tuning and optimalization, which
is simply not feasible in the case of large amounts of data. This is why our previous [23] and
current approach propose a hybrid approach, based on the fusion of a saliency estimation
step with neural network predictions for improved, and automatic detection results. In this
proposed scheme the training step requires less effort and the trained network will be able
to produce predictions faster, more robustly and becomes more scalable.

3 Fusion of deep learning predictionmaps and handcrafted saliency
maps

As it was discussed in the introduction, nowadays neural networks are widely used for brain
tumor segmentation. However, adapting deep learning methods to new data can be hard,
requiring lengthy retraining, making real world application very challenging. This motivates
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Fig. 3 Tumor contour detection using the Chan-Vese method and by convolutional neural networks: First
column is the color-spatial saliency map; Second column is the detection, blue is the thresholded, binary
tumor estimation of the color-spatial saliency map, red is the improved result of the active contour step, green
is the ground truth tumor outline; Third column is the prediction map of the U-Net [20]; Fourth column is
the prediction map of the WT-Net [8]

the idea to fuse a generative, handcrafted feature based model and a discriminative learning
based technique.

Therefore, we have fused our saliency-based model with two, state-of-the-art network
architectures, the U-Net [20] and the WT-Net [8]. The U-Net introduces a convolutional
network for end-to-end image segmentation, resulting in a segmentation map. The first part
of the network is a contractive part, highlighting the image information, while the second
part is creating a high-resolution segmentation map (see the third column of Fig. 3). The
U-Net was very successful for processing medical image data, used in its original or some
minor modified form for segmentation tasks.

In [8] a cascade of CNNs were introduced to segment brain tumor subregions sequen-
tially. The complex segmentation problem is divided into 3 binary segmentation problems:
WNet segments the whole tumor, its output is a bounding box, which is used as input of the
second network, called as TNet, to segment the tumor core. Finally, its output bounding box
is applied as input for ENet to detect enhancing tumor core. As in our case we only concen-
trate on the whole tumor, and we use the implementation of WNet/TNet, called WT-Net,
from the NiftyNet [7] platform, segmentation samples are shown in Fig. 3.
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To exploit the benefits of both approaches, the proposed S saliency map (7) is fused
with the prediction map, calculated by the neural network (denoted by PU and PWT for
U-Net and WT-Net respectively). As a shallow convolution, the two maps are fused with a
weighting function:

S{U,WT } = δ × P{U,WT } + (1 − δ) × S. (9)

Different values were tested for δ parameters, which can be seen in Fig. 5, detailed descrip-
tion of the parameter analysis will be given in the experimental section, see Section 4.1.
Based on this analysis, δ = 0.775 was selected for U-Net and δ = 0.7 was chosen for
WT-Net in the quantitative evaluation. According to our experience, while saliency based
algorithms have high precision value and lower recall, neural networks behave inversely
with higher recall than precision. Moreover, the performance of neural networks with good
generalization capabilities can be further improved for unseen, special cases by fusing them
with handcrafted features.

The examples in Fig. 4 illustrate the performance of the fusion models: the first two
samples are representing how the fusion improves the segmentation result of the U-Net, the
third and fourth samples are the improvement for the WT-Net. It should be mentioned, that
U-Net and WT-Net produce a probability map as a prediction result, which is binarized in
the evaluation process (at 210 threshold value for the [0 − 255] intensity range). Figure 4b
and c show examples of probability maps. The proposed fusion can handle multiple tumor
parts (second and third row of Fig. 4) and lesions with heterogeneous regions (first and
fourth row of Fig. 4). For more detailed analysis see Section 4.

(a) (b) (c) (d) (e) (f) (g)

Fig. 4 Fusion of neural networks and saliency-based features; a FLAIR image slice; b result of the U-Net
based segmentation; c result of the WT-Net based segmentation; d calculated saliency map; e-f binary seg-
mentation result achieved by the weighted combination (9) with e δ = 0.775 for U-Net and (f) δ = 0.7 for
WT-Net; g the binary ground truth for the whole tumor from BRATS2015
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4 Experimental evaluation

We performed the evaluation on the BRATS2015 dataset [17], which includes alltogether
220 HGG volumes and 54 LGG volumes with T1, T1c, T2 and FLAIR sequences. Each
volume has the size of 240 × 240 × 155 voxels. During the evaluation we used the axial
view, i.e., 155 slices with a size of 240× 240 pixels for each volume. The database includes
annotated, pixel-wise ground truth data for all slices.

During evaluation, we used a publicly available implementation1 of U-Net. All available
modalities (T1, T1c, T2 and FLAIR) were used for training with 16-bit slice images and
8-bit ground truth labels. During training, we used a starting learning rate of 1e − 4 with
Adam optimizer, binary cross entropy loss, with learning rate reduction to a minimum of
1e − 12 and early stopping with patience of 6 epochs.

We have also evaluated the NiftyNet [7] implementation of WT-Net. During the training
process, the learning rate was set to a constant 1e−4, the applied loss type was Dice (DSC),
and the training was performed for 20000 epochs.

We followed a clear dataset volume separation approach for training-testing dataset gen-
eration. For both networks, we followed the same approach for the data selection process
for the training and testing/evaluation phases: the dataset was randomly split 90% − 10%
for training and testing; then, the training set (the 90% dataset portion just mentioned) was
again randomly split 80% − 20% for training and validation during the training process.
After the training finished, the separated 10% dataset portion was used for the evaluation
(testing) phase.

The randomly partitioned test set included 22 HGG and 6 LGG volumes, including 4340
slices. For every method, the performance was quantitatively evaluated for HGG and LGG
volumes separately and also together (marked as HGG+LGG later). For comparison, the
same volumes were evaluated for the saliency-based and the fusion models as well (Table 2
and Table 3).

We have calculated different quantitative metrics: Dice score (DSC), Recall (or Sensitiv-
ity), Precision (or PPV), and Fβ:

DSC = 2T P

2T P + FP + FN
,

Recall = T P

T P + FN
,

P recision = T P

T P + FP
,

Fβ = (1 + β2)P recision × Recall

β2 × Precision + Recall
, β = 0.5 (10)

where TP denotes true positives (marked as tumor in the ground truth mask and detected as
tumor), FP: false positives (not marked as tumor in the ground truth mask, but detected as
tumor), TN: true negatives (not marked as tumor in the ground truth mask and not detected
as tumor) and FN: false negatives (marked as tumor in the ground truth mask, but not
detected as tumor) respectively. The different values are calculated as the comparison of the
ground truth mask and the segmented mask pixelwisely for every slice. In the evaluation

1https://github.com/zhixuhao/unet

https://github.com/zhixuhao/unet
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the processed image volumes are required to have brain mask (as BRATS databases), the
evaluation metrics are only calculated for the brain area, skipping the background.

4.1 Weight parameter analysis for fusionmodels

The first quantitative analysis was performed to select the optimal value for δ weight param-
eter (9) for U-Net and WT-Net in the fusion model. Different δ values were tested from
0.6 to 0.9 with 0.025 steps and DSC, Recall, Precision and Fβ metrics were measured for
HGG+LGG test volumes. Results are shown in Fig. 5, U-Net fusion performance is in the
upper image, WT-Net is in the lower one.

Fig. 5 Performance analysis for w fusion weight parameter for U-Net and WT-Net
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We selected the weight parameter based on the highest DSC value, which was δ = 0.775
for U-Net and δ = 0.7 for WT-Net. The performance of the fusion models were evaluated
with the selected weight parameter throughout the experiments.

4.2 Quantitative evaluation of the proposedmodels

The proposed models were quantitatively evaluated on the BRATS2015 test set, which con-
sisted of randomly selected 22 HGG and 6 LGG volumes. DSC, Recall, Precision and Fβ
scores were calculated for HGG and LGG volumes separately. To compare the performance
of the proposed models, we also evaluated the previous model [23] and the U-Net and
WT-Net architectures trained with the traditional image sequences.

The results in Table 1 show some important evaluation results. First, the current pro-
posed model is better in almost all aspects than the previous approach. Secondly, the neural
networks alone are performing better than the saliency approach alone. However, the neural
networks combined in either a late fusion or a saliency-combined retraining approach are
producing improved results.

The data supports the most important point of this paper, that the fusion of saliency
information into the neural network based segmentation process is a viable approach and
can produce superior results. The advantage of the proposed saliency based approach is its
high precision value, which means that the algorithm usually gives smaller, but more precise
estimations and the resulting detection is more likely to be inside the real tumor region. On
the other hand, U-Net and WT-Net models achieve higher Recall values with a bit lower
Precision, meaning that they over-predict the tumor regions, producing areas larger - thus
less precise - than the real tumor.

The two behaviours can be beneficially fused, which is well illustrated with the results of
the proposed fusion models. The DSC, Precision and Fβ scores are significantly increased
compared to the original U-Net and WT-Net performance, with slightly decreased Recall
values (as described above). The overall performance is still very promising, therefore the

Table 1 Quantitative results on BRATS2015 dataset for the previously published algorithm [23], the pro-
posed method, U-Net, WT-Net and their weighted combination with the proposed saliency based approach
and the U-Net retrained with the healthy template based pseudo-RGB images (highest values are shown in
bold)

Algorithm HGG LGG

DSC R P Fβ DSC R P Fβ

Previous [23] 0.65 0.64 0.71 0.70 0.60 0.52 0.84 0.58

U-Net [20] 0.80 0.89 0.74 0.76 0.69 0.86 0.58 0.62

WT-Net [7] 0.84 0.95 0.77 0.79 0.75 0.93 0.63 0.67

Proposed saliency model 0.68 0.62 0.82 0.75 0.63 0.62 0.80 0.69

U-Net + saliency 0.81 0.87 0.78 0.79 0.73 0.79 0.69 0.70

(δ = 0.775)

WT-Net + saliency 0.86 0.91 0.84 0.85 0.79 0.85 0.75 0.77

(δ = 0.775)

U-Net retrained 0.87 0.87 0.89 0.89 0.78 0.78 0.81 0.80

The randomly selected test sets consist of 22 HGG volumes and 6 LGG volumes. The calculated quantitative
metrics are DSC, Recall (R), Precision (P) and Fβ
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combination of trained networks and handcrafted features (such as saliency) has a great
potential for segmentation and it is worth to be further analyzed.

Due to the good performance of the improved pseudo-coloring, the U-Net architecture
was retrained with a novel, extended training database. Beside the original MRI volumes
with the FLAIR, T2, T1 and T1cmodalities, the improved pseudo-color images based on the
healthy templates (3) were constructed for the training slices. The training was performed
with the same parameters as in the original case, only the training process was changed by
augmenting the original training slices with their associated pseudo-colored saliency maps.
The performance of the retrained U-net model increased by 7% for the HGG, 9% for the
LGG test volumes, which also confirms that extra information can be extracted by also
integrating the healthy slices into the training.

We also performed evaluations on a combined HGG+LGG test set, which provides a
much harder setting for evaluations. That is because detection is significantly harder in
LGG volumes, thus methods tend to generally perform lower over such data. The com-
pared state-of-the-art methods are the top approaches of the BRATS2015 challenge [10,
12, 13]. Each of them applies convolutional neural networks, [12] and [13] proposed novel
three-dimensional convolutional neural networks, in [10], a U-Net based architecture is
introduced. In Table 2 we show results compared to state-of-the-art approaches. The point
of these results is to show that the proposed saliency fusion approach (last 4 rows) can keep
up with the other top performers, all the while providing a robust and versatile approach.
The comparison showed that some of the proposed methods perform at the same level as
the top approaches of the BRATS2015 challenge. The retrained U-Net architecture has the
same DSC score with a Recall that is somewhat lower than the others. The combination of
WT-Net and the proposed saliency model, with δ = 0.7 weight parameter also has the same
DSC score, but outperforms the compared 3 approaches in the Recall value. Usually, DSC
score supposed to be the most important, which is followed by Recall score. The high Recall
value means that the algorithm has high alarm rate, which is favorable in case of malignant
region detection in medical data. Therefore, these proposed models are highly competitive
compared to the state-of-the-art.

Table 2 Performance comparison with state-of-the-art methods on the summarized HGG+LGG volumes of
BRATS2015 dataset (highest values are shown in bold)

Algorithm HGG+LGG

DSC Recall Precision Fβ

Previous [23] 0.64 0.60 0.74 0.67

U-Net [20] 0.77 0.89 0.70 0.73

WT-Net [7] 0.82 0.95 0.74 0.77

Kamnitsas et al. [12] 0.85 0.88 0.85

Kayalibay et al. [13] 0.85 0.82 0.91

Isensee et atl. [10] 0.85 0.83 0.91

Proposed 0.67 0.62 0.81 0.73

U-Net + saliency (δ = 0.775) 0.79 0.85 0.76 0.77

U-Net retrained 0.85 0.85 0.87 0.87

WT-Net + saliency (δ = 0.7) 0.85 0.90 0.82 0.83
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(a) (b) (c) (d) (e) (f) (g) (h)

Fig. 6 Segmentation results for different models on MRI image slices a from BRATS2015; b U-Net [20]; c
WT-Net [8]; d proposed, saliency-based model; e weighted combination of U-Net and the proposed method
(δ = 0.775); f weighted combination of WT-Net and the proposed method (δ = 0.7); g the retrained U-Net
with pseudo-color images; h the binary ground truth for the whole tumor

Figure 6 includes three examples for the binarized segmentation results of the different
models. In the first example, both the saliency-based (Fig. 6d) and the convolutional neu-
ral networks (Fig. 6b and c) show undersegmentation. However, by fusing the saliency map
and the prediction map, the combined algorithm is able to detect the tumor more accurately.
Similarly, by comparing the original U-net result (Fig. 6b) with the retrained (Fig. 6g), the
detection is more efficient. In the second row, the saliency-based algorithm oversegments,
U-Net and WT-Net undersegment. Again, the fusion models and the retrained U-net model
achieves higher performance. The example in the third row is a tumor with a complex
shape, for which the fusion models and the trained U-Net are able to enhance the accuracy,
compared to the results of the original methods.

To summarize, the proposed fusion models are highly competitive compared to the orig-
inal methods and state-of-the-art techniques, and saliency is a very promising feature to be
combined with neural networks.

4.3 Retrained U-Net models with pseudo-color images

The original U-Net architecture was retrained with an extended training image set, includ-
ing the pseudo-color images. Beside BRATS2015, we have also made experiments on

Table 3 Performance analysis of traditional and retrained U-Net model on BRATS2015 and BRATS2018
database

Method BRATS2015 BRATS2018

DSC Recall Precision Fβ DSC Recall Precision Fβ

U-Net [20] 0.77 0.89 0.70 0.73 0.84 0.80 0.92 0.91

U-Net retrained 0.85 0.85 0.87 0.87 0.84 0.80 0.91 0.89

The test sets include 22 HGG and 6 LGG volumes for BRATS2015 and 21 HGG and 8 LGG volumes for
BRATS2018 database
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BRATS2018 database. For this data set, 21 HGG and 8 LGG volumes were randomly
selected for testing. The training parameters were exactly the same, as for BRATS2015.

Predictions using the models trained with the inclusion of the pseudo-color images
improved (BRATS2015) or kept (BRATS2018) the original prediction performance (see
Table 3). This suggests that the proposed method has the capability to improve on lesser
performing solutions and that a deeper embedding of fused salient features into a network
model will further improve these capabilities.

5 Conclusion

In this paper, an improved, saliency-based algorithm has been introduced for tumor segmen-
tation in brainMRI image volumes. As an improvement, a new pseudo-color model has been
proposed, by building healthy mean image templates for FLAIR, T2 and T1c scans to high-
light tumors as salient image regions. As a novelty, the proposed pseudo-coloring was also
applied for training the U-Net convolutional neural network, exploiting extra information
from the healthy slices as well.

The saliency-based model was combined with two different, state-of-the-art convolu-
tional neural networks (U-Net and WT-Net), by introducing a weighting function for the
saliency map and the networks prediction maps. The combined map integrates the networks’
abstraction and the handcrafted features’ ability to also handle special, unseen cases more
efficiently. Extensive evaluation was performed to analyze the optimal fusion weights.

Quantitative tests on the BRATS2015 and BRATS2018 dataset and comparison with
top state-of-the-art segmentation algorithms confirmed that the proposed fusion models are
very promising and can achieve the same performance in DSC together with high Recall
values. Saliency is a promising features, which should be further analyzed to be integrated
in convolutional neural network architectures.

The U-Net model, retrained with the extended training set, significantly overperformed
the original version, which showed that previously unused healthy slices in the training set
carry extra information which can help to achieve higher performance.

Our near future plans include building a network architecture that can deeply embed the
presented pseudo-color based saliency maps into the network model training itself instead
of a post-training fusion process.
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