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ABSTRACT Venipuncture is a common process in medical treatment. In the fight against pandemic like 

COVID-19, it is often very difficult for medical staff to carry out venipuncture accurately, since the staff have 

to wear safety glasses and surgical gloves. In this work, we designed an embedded system which implements 

deep learning algorithm to localize veins from color skin images. The proposed method consists of a fully 

convolutional neural network (CNN) as encoder and feature extractor, a dilated convolution module, and a 

transposed convolution module as decoder. A synchronized RGB/Near Infrared (NIR) image database was 

constructed to provide the mapping information between the two image fields. A combined loss function 

which includes a per-pixel loss and a perceptual loss was presented to optimize the network parameters. To 

make the model adaptive to different images, a histogram specification scheme was adopted to transform the 

color style of an image. The model was then implemented on a NVIDIA Jetson TX2 development kit. 

Comprehensive experiments were conducted on different databases to evaluate the proposed method and the 

embedded system. Experimental results showed that the system has satisfactory performance and a promising 

perspective in daily medical treatment. 

INDEX TERMS vein localization, convolutional neural network, NVIDIA Jetson TX2

I. INTRODUCTION 

Beginning in December 2019, a series of pneumonia cases 

of unknown causes were reported in Wuhan, China. Deep 

sequencing analysis from lower respiratory tract samples 

revealed a novel coronavirus, which was named COVID-19 

later [1]. Soon after that, the virus has caused a large scale of 

epidemic and spread to more than 215 countries around the 

world. Up to now a total of 77,307,971 confirmed cases and 

1,701,085 deaths have been reported globally [2]. Huge 

number of patients rushed to hospitals in a very short time 

[3]. To protect themselves from the highly contagious virus, 

medical staff had to wear protective clothing, face mask, 

safety glasses and surgical gloves, sometimes even multiple 

pairs of surgical gloves. The protective equipment became a 

burden to the medical staff. In addition, glasses usually fog 

up because the mask redirects the warm breath upward 

instead of forward, which forms droplets on the lenses, 

adding much more difficulties to their work, such as 

venipuncture, as shown in Fig. 1.  

Venipuncture is one of the most important procedures for 

both medical testing and treatment, when a cannula is 

inserted into a vein on the back of the hand or forearm 

through a needle to get blood sample or inject saline or 

medicine [4]. According to statistics, about 90% of patients 

require venipuncture for the intravenous route of treatment 

and more than one billion venipunctures are being performed 

as a basic requirement for most diagnostic tests every year 

[5]. In this process, medical staff usually look for veins by 

observation and touch, which puts higher requirements on 

the skills and experience of practitioners. Even without 

safety glasses or surgical gloves, it is not an easy task, 

especially for children and patients with dark skin and 

obesity [6].  In the United States, more than 400 million 

venous intubations are performed daily, and the success rate 

for the first attempt is approximately 72.5% [7]. In the fight 

against COVID-19, the success rate of venipuncture will be 

further reduced due to the tension of patients and the 

obstruction caused by protective clothing and surgical gloves. 

Multi-person assistance is sometimes required to 

successfully perform venipuncture. 
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(a) (b) 

Fig. 1.  Medical staff fighting COVID-19 

(a) medical staff wearing double pairs of surgical gloves; (b) 

safety glasses fog up and form droplets on the lenses 

 

Therefore, the technique of localizing veins is of great 

help to medical treatment, especially in urgent and large-

scale medical cases. It can significantly improve the success 

rate of the first venipuncture and shorten the puncture time, 

thus reducing the trauma and pain of the patient [8]. It can 

also reduce the risk of infection, enable the patient to get 

treatment faster, win the rescue time, and greatly improve the 

work efficiency of the medical staff.  

Other than vein localization in venipuncture, knowing the 

distribution characteristics of veins has a specific importance 

to human health. For example, knowing the appearance of 

blood vessels in legs is significant for the diagnosis of 

varicosity and other diseases. Therefore, the collection of 

vein images also has important application values in the field 

of medical diagnosis and treatment. 

In this paper, a low-power and real-time deep learning-

based vein localization method is designed and implemented 

on an NVIDIA Jetson TX2 development kit. The method 

learns the mapping from RGB to NIR skin images. To 

optimize the network parameters, a combined loss function 

is presented which includes not only a per-pixel loss between 

the output and the NIR images, but also a perceptual loss 

based on high-level vein features. The implementation of the 

proposed method on the embedded system NVIDIA Jetson 

TX2 makes the task of vein localization small and portable. 

The paper is organized as follows. Section 2 discusses the 

related work. Section 3 describes the design of the method 

and the embedded system. Section 4 shows the experimental 

results which evaluate the proposed method and system over 

different image databases. Section 5 concludes the findings. 

II. RELATED WORK 

Currently, some products of vein locators are available on the 

market to improve accessibility of veins. They are dependent 

on ultrasound, NIR or other equipment. There are also some 

localization methods developed based on image processing 

algorithms. As an embedded platform, the NVIDIA Jetson 

TX2 is probably the most suitable choice in terms of design 

speed and cost effectiveness to develop proof of concept and 

final solutions to a portable vein localization device. In this 

section, we will give a short review of the related work. 

 

A. Devices showing vein distribution 

Since veins are distributed under the skin, ordinary 

cameras cannot obtain clear distribution images. In recent 

years, some instruments for detecting veins have been 

developed, such as ultrasonic detector [9-11], multispectral 

cameras and infrared imaging instrument [12-14]. Qu et al. 

[15] transmitted ultrasonic pulses with high-frequency to the 

human body. In the process of propagation, some energy was 

transmitted and the other was reflected back when 

encountering tissue interfaces with different acoustic 

impedance. In this way, the time interval between the 

transmitted and the echo pulses determines the distance 

between the skin surface and the vein. 

Some researchers use multispectral cameras to take skin 

images at different wavelengths to detect veins. Pavanjeet et 

al. [16] used multispectral camera to take skin image, and 

designed near-infrared LED light source with specific 

wavelength and light intensity which can obtain effective 

vein images for different skin colors. Shahzad et al. [17] 

classified human skin into four categories, and used a 

multispectral camera to find the optimal near-infrared 

wavelength for each category of skin, so as to maximize the 

contrast of vein images.  

 Hemoglobin in blood has the property of absorbing near-

infrared or far-infrared rays radiated or reflected by the 

human body [7]. Serkan and Ö mer et al. [18-19] used near-

infrared camera to obtain palm vein images, and used stereo 

camera to obtain vein depth information, thus improving the 

clarity of vein images. Ng [20] used far-infrared equipment 

to obtain the vein images of neck, arm and hand back, and 

then processed the images with pseudo color through the 

look-up table to improve the contrast between vein and skin. 

Ahmed et al. [21] developed an automatic puncture / 

injection device, which uses near-infrared camera and image 

processing algorithm to obtain the position of veins. It uses 

a Bluetooth device to control the automatic injection device, 

and ensures that the needle is aligned with the vein position 

through real-time video feedback. 

All of the aforementioned instruments need auxiliary 

equipment or devices, such as infrared light emission and 

imaging device, ultrasonic emission and reception device, 

multispectral camera, and so on. These devices increase the 

volume and weight of the system, and also greatly raise the 

cost, thus restricting the popularization of vein localization 

technology. For example, the price of an infrared vein 

imaging device on the market is as high as $2000. These 

cause inconveniences to daily medical care. 

B.  Methods based on image processing algorithms 

Some technologies based on image processing were 

proposed recently to localize veins from RGB images. Tang 

et al. [22] proposed a vein localization algorithm based on 

optics and skin biophysics. It models the inverse process of 

skin color formation in an image and derives the spatial 

distributions of biophysical parameters, i.e., the percentage
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of epidermal volume occupied by melanin, the percentage of 

dermal volume occupied by blood, and the depth of dermis, 

where vein patterns can be observed. In [23], they further 

improved the optical model and took the hypodermis into 

consideration. Reichman equation based on the Schuster-

Schartzchild approximation was also employed to replace 

the K-M model as a more accurate model of radiation 

transfer. These are called optical methods, and can achieve 

clear vein patterns in some images. A problem with the 

methods is that they are pixel-wise algorithms, and no 

neighboring information was taken into consideration. 

Therefore, the resultant images are quite noisy.  

Song et al. [24] proposed a vein localization method based 

on RGB images. It used multispectral Wiener estimation to 

acquire reflectance information from skin, then localized 

veins from an image taken by a digital camera. A color 

calibration is necessary in this method for the specific 

illumination, which affects the localization performance. 

Watanabe et al. [25] proposed a method that visualizes veins 

by utilizing the saturation of color information in an image. 

It can achieve good results on dorsal veins since the skin 

there is usually very thin, but no experiments on skin of other 

body parts were reported. Ma et. al. [26] proposed a 

Generative Adversarial Network (GAN) model, which 

builds two generators learning from an RGB-NIR dataset for 

uncovering veins from RGB images. However, the accuracy 

of the model cannot be guaranteed since its loss function 

lacked the constraint of vein locations. 

Compared with vein localization technologies using 

auxiliary equipment, the number of algorithms based on 

image processing remains quite limited. 

C. Hardware implementations 

During the past decade, deep learning has demonstrated 

tremendous success in artificial intelligence. In particular, it 

has been popularly applied in the field of image processing 

and pattern recognition. Diverse hardware solutions for deep 

learning techniques have been proposed in recent years. 

They range from standalone solutions to heterogeneous 

systems and systems-on-chip (SoC), which include field-

programmable gate arrays (FPGAs), application-specific 

integrated circuits (ASICs), CPUs, and graphics processing 

units (GPUs). NVIDIA is one of the most important GPU 

manufacturers and has been dominating the current market 

with its dedicated GPU programming framework called 

CUDA. NVIDIA Jetson TX2 is a promising AI SoC powered 

by NVIDIA Pascal GPU architecture.  

Some researchers have used NVIDIA Jetson TX2 to 

develop hardware implementation for different tasks. Beatriz 

et al. proposed a real time embedded system for a deep 

learning-based multiple object visual tracking and mobile 

edge computing application. The results in terms of power 

consumption and frame rate demonstrate the feasibility of 

deep learning algorithms on embedded platforms [27]. Goya 

et al. designed deep learning methods for diabetic foot ulcer 

detection and localization. They also developed a mobile 

device for real-time application on Jetson TX2 [28]. Toan et 

al. proposed an enhanced detection and recognition system 

of road markings implemented on Jetson TX 2, which has 

the benefit of a less processing time [29]. Haut et. al. 

explored the use of low-power consumption architectures 

and deep learning algorithms for hyperspectral image 

classification. They revealed that Jetson TX2 offers a good 

choice in terms of performance, cost, and energy 

consumption [30]. To the best of our knowledge, there are 

not previous deep learning-based solutions for vein 

localization running on Jetson TX2. 

III. METHODOLOGY 
Deep learning is a branch of machine learning that models 

high-level abstractions in data based on a set of optimization 

algorithms using multiple processing layers with complex 

structures or multiple non-linear transformations. To localize 

veins hidden in RGB images, we construct a deep neural 

network model which automatically extracts features in the 

image, and learns the mapping relationship between RGB 

and NIR images from a dataset. The proposed method 

consists of four parts: dataset preparation, network model 

construction, model training, and embedded system design. 

A.  Dataset preparation 

A key idea in deep learning method is to learn not only the 

nonlinear mapping between the inputs and outputs, but also 

the underlying structure of the data. Our dataset comes from 

the Forensic Skin Image Databases of Nanyang 

Technological University in Singapore [31], containing 

synchronous RGB and NIR inner arm images, as shown in 

Fig. 2. A 2-CCD multi-spectral prism camera, JAI AD-080-

CL, is used to take images from 150 subjects. The camera 

splits incoming light into two separate channels - a visible 

color channel from 400 to 700nm and a NIR channel from 

750 to 920 nm, and provides simultaneous images of 

different light spectrums through a single optical path. Since 

hemoglobin in blood has an especially strong attraction to 

NIR spectrum, veins are visible in NIR images, which 

provides prior information about veins.  

The training process of deep neural networks is 

influenced by the size of the input image. More time and 

memory consumption are necessary for extracting features 

from large input images. In addition, the background in the 

original image will affect the convolution operation, and the 

non-skin pixels will cause unnecessary calculations and 

reduce the processing efficiency. The noise contained in the 

background can also adversely affect the learning accuracy. 

Therefore, we do not use the whole arm image as input. Due 

to the irregular shape of arm, we use MATLAB to cut a 

rectangle region containing complete vein patterns from the 

skin image to form a new image pair. Part of the data set is 

shown in Fig. 3. 
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(a) (b) 

  
(c) (d) 

  
(e) (f) 

  
(g) (h) 

Fig. 2. Synchronous RGB/NIR arm images 

(a) and (b), (c) and (d), (e) and (f), (g) and(h) are four pairs of 

RGB/NIR arm images. 

 

In order to increase the diversity of the training data, the 

skin images are randomly rotated in the range of [0°, 180°] 

around their centers, and the final image size is 256*256 

pixels. We also carry out random transformation on the hue 

and saturation of the images. The color values are first 

changed to the range of [0 1]:    

 

𝑅′ =
𝑅

255

𝐺′ =
𝐺

255

𝐵′ =
𝐵

255

 (1) 

Then the hue, saturation, and value are calculated according to 

Eqs. (2)-(4). 
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 𝑉 = 𝐶max (4) 

where 𝐶max = max⁡(𝑅′, 𝐺 ′, 𝐵′) , 𝐶min = min⁡(𝑅′, 𝐺 ′, 𝐵′) , 

and ∆= 𝐶max − 𝐶min. H∈[0, 360°], S∈[0, 1], V∈[0, 1]. 

We give some random modifications to the hue and 

saturation⁡through⁡Eq.(5). 

 

𝐻 = 𝐻 + 𝑎
𝑆 = 𝑆 + 𝑏
𝑉 = 𝑉 + 𝑐

 (5) 

where a∈ [-16 ° , 16 ° ], b∈ [-4/255, 4/255], c∈ [-8/255, 

8/255]. Finally, 200 image pairs are obtained for training. 

Some results are shown in Fig. 4. 

    

    
(a) (b) (c) (d) 

    

    
(e) (f) (g) (h) 

Fig. 3.  Image patches extracted for CNN model training 

In each example of (a) to (h), the first row is patches cut from 

the RGB images. The second row is the corresponding NIR 

image patches. 

 

    
(a) (b) (c) (d) 

    
(e) (f) (g) (h) 

Fig. 4.  Image patches after data augmentation 

(a) and (b) are a pair of skin patches; (c) and (d) are the results 

of data augmentation from (a); (e)-(h) are another set of 

examples. 

(a)  

B. Deep neural network design 

Deep neural networks have demonstrated their 

competences over conventional techniques in the field of 

image classification and object detection. By extracting 

features at various levels, they are very good at classifying 

objects in both non-medical and medical areas. The 

prerequisite step to classification is localizing objects in an 

image. From this point of view, the task of vein localization 

is a specific task of object localization. The proposed method 

consists of three parts: a fully convolutional network as 

encoder and feature extractor, a dilated convolution module, 

and a transposed convolution module as decoder. 

To learn a mapping relationship from RGB space to NIR 

space, a deep convolution network is necessary to extract
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features from input images. However, when we increase the 

number of layers, there is a common problem in deep 

learning called Vanishing/Exploding gradient. This causes 

the gradient to become 0 or too large, thus the training and 

test error increases with the number of layers. To solve the 

problem, we use ResNet34 [32] as encoder and feature 

extractor. It has skip connections which skip training from a 

few layers and connects directly to the output. If any layer 

hurts the performance of architecture, then it will be skipped 

by regularization. 

The features of veins are extracted and serve as input for 

the later stages. A dilated block [33] is added after the feature 

extractor module. By increasing the field of view in the 

convolution, it guarantees the accuracy required by the 

algorithm and reduces the depth of the network and the 

complexity of the parameters. The dilated convolution 

module includes four dilated convolution layers and four 

Relu layers as activation functions, where each dilated 

convolution layer is connected to a Relu layer.  

Since the target output is an image showing vein 

information instead of a label in the traditional classification 

task, a transposed convolution module is set as a decoder to 

output a vein image after the dilated convolution module. In 

order to improve the model performance, each layer in the 

feature extractor is connected to each layer of the decoder 

separately, and finally the sigmoid function is used in the 

output layer. The overall framework of the proposed method 

is depicted in Fig. 5. The size of the input image is 256*256 

pixels, and the feature size of each layer through the network 

model is shown in Table I. 
TABLE I 

 FEATURE DIMENSIONS OF THE PROPOSED NETWORK MODEL 

Encoder  Feature 

dimensions 

Decoder Feature 

dimensions 

Firstconv [64, 128, 128] Deconder4 [256, 16, 16] 

Maxpool [64, 64, 64] Deconder3 [128, 32, 32] 

Layer1 [64, 64, 64] Deconder2 [64, 64, 64] 

Layer2 [128, 32, 32] Deconder1 [64, 128, 128] 

Layer3 [256, 16, 16] ConvTranspose [16, 256, 256] 

Layer4 [512, 8, 8] Finalconv [1, 256, 256] 

 

C. Loss Function and Training 

Vein localization based on CNN can be framed as an 

image transformation task, where the input is an RGB skin 

image and the output image encodes geometric information 

about veins under the skin. Traditionally, the neural network 

is trained in a supervised manner, using a per-pixel loss 

function to measure the difference between the localized 

result and the NIR image, which is regarded as the ground-

truth of vein distribution. However, the per-pixel losses do 

not capture perceptual differences between the actual and the 

expected outputs. During training, perceptual losses measure 

image similarities more robustly than per-pixel losses. In this 

paper, we propose a combined loss function which includes 

a per-pixel loss and a perceptual loss, thus fusing the benefits 

of both.  

Unlike natural images with various contents, skin images 

usually have low frequency components. However, veins in 

the resultant image have obvious edges.  In a digital image, 

edges are the points where the image brightness changes 

sharply or has discontinuities. Areas with edges in an image 

usually have large gradients. For the areas with low 

frequency component, the change of pixel values is relatively 

smooth, which corresponds to smaller gradients [34]. Here 

the gradient values represent the perceptual vein information 

in a skin image. A horizontal gradient map and a vertical 

gradient map are extracted from a training NIR image, and 

also from the resultant image. The mean square errors are 

then calculated from the corresponding gradient maps. The 

average of gradient maps in two directions is called a 

perceptual loss [35]: 

 𝐿𝑜𝑠𝑠𝑝𝑒𝑟𝑐𝑒𝑝 =⁡𝜇𝑥 ∗ (𝑔𝑥𝑡 − 𝑔𝑥)
2 + 𝜇𝑦 ∗ (𝑔𝑦𝑡 − 𝑔𝑦)

2
 (6) 

where 𝑔𝑥 and 𝑔𝑥𝑡  are the gradient maps in the horizontal 

direction of the output image and target NIR image, 

respectively, 𝑔𝑦 and 𝑔𝑦𝑡  are the gradient maps in the vertical 

direction of the output image and target NIR image, 

respectively, and 𝜇𝑥 and 𝜇𝑦 are the weight coefficients in the 

two directions. Since the majority of veins in arms are 

horizontally distributed, the gradient in the horizontal 

direction should be given more importance. In this paper, 𝜇𝑥 

and 𝜇𝑦 are set as 0.6 and 0.4, respectively.  

The second part of the loss function is the per-pixel loss 

between the resultant image and the corresponding NIR 

image, which is regarded as the ground truth of vein 

distribution. The mean squared error (MSE) is used as the 

loss function: 

𝐿𝑜𝑠𝑠𝑝𝑖𝑥𝑒𝑙 =⁡ (𝑥𝑡 − 𝑥)2                               (7) 

where 𝑥 is the localized result and 𝑥𝑡  is the corresponding 

NIR image. 

The total loss function is the weighted sum of the two parts: 

 𝐿𝑜𝑠𝑠 = (1 − 𝜆) ∗ 𝐿𝑜𝑠𝑠𝑝𝑖𝑥𝑒𝑙 + 𝜆 ∗ 𝐿𝑜𝑠𝑠𝑝𝑒𝑟𝑐𝑒𝑝 (8) 

where 𝜆 is the weight coefficient and is set as 0.3.  

Instead of the traditional Stochastic Gradient Descent 

(SGD), we use a different parameter optimization method, 

Stochastic Weight Averaging (SWA) [36, 37]. There are two 

important ingredients that make it work. First, SWA uses a 

modified learning rate schedule so that instead of simply 

converging to a single solution, it continues to explore the set 

of high-performing networks. Second, it averages the 

weights of the networks traversed by SGD. SWA solutions 

end up in the center of a wide flat region of loss, while SGD 

tends to converge to the boundary of the low-loss region, 

making it susceptible to the shift between train and test error 

surfaces. Therefore, the training process will converge faster. 

 

D. Embedded system design 

For the remote deep learning applications, NVIDIA Jetson 

TX2 is the latest mobile computer hardware with a GPU card, 

as shown in Fig. 6. It is not only a single board computer, but 

also a ready-to-use development kit with size of 5.0×8.7 cm 

and weight of 85 g. It contains an NVIDIA Pascal GPU 1.3 

GHz with 256 CUDA cores, a quad-core 2.0 GHz 64bit 
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ARMv8 A57 processor, and a dual-core 2.0 GHz superscalar 

ARMv8 Denver processor. The ARM CPU consists of two 

ARMv864-bit cores. The CPU cores and the GPU share 8 GB 

DRAM memory. Its specifications are listed in Table II. Jetson 

TX2 provides a command line tool for switching operation 

modes at run time, which adjusts the CPUs and GPU clock 

speeds by dynamic voltage and frequency scaling [27]. In 

addition, the board can reduce the calculation time by using 

the CUDA library to optimize the multiplication and addition 

operations of deep neural networks. 

 

 

Fig. 5.  Illustration of the proposed CNN 

 

Fig. 6.  Jetson TX2 embedded system adopted in the proposed 

method. 

NVIDIA provides the jetpack development kit for the 

Jetson series. We choose the version jetpack4.2.1 for our 

embedded system. Jetpack includes many API interfaces and 

deep learning neural network acceleration libraries. We use 

this development kit to configure the embedded device with 

ubuntu18.04 operating system and cuda10.0 & cudnn8.0. In 

addition, for our network model framework, we have 

configured some packages and libraries such as Pytorch and 

OpenCV. 

Although Jetson TX2 is a compact and portable device 

that can be used in various locations, it is not capable of 

training large deep learning models. Therefore, the training 

is carried out on a GPU server, and then the best model is 

deployed to Jetson TX2. This process is shown in Fig. 7. 

 

Fig. 7.  The process of deploying the model to TX2 
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TABLE II 
SPECIFICATIONS OF JETSON TX2 

Item Specification 

Size 
50 mm * 87 mm * 10.4 mm  

(width * height * depth) 

GPU NVIDIA PascalTM, 256 CUDA cores 

CPU 
HMP Dual Denver 2(2 MB L2) +  

Quad ARMR A57 (2 MB) 

Operating system Linux for Tegra R28.1 

Memory 8 GB 

Data storage 32 GB 

 

E. A histogram specification scheme 

We use images taken by the JAI camera to provide training 

samples for the model. For the reason of different lighting 

conditions and camera properties, the images taken by other 

cameras may be very different from the training samples. It 

may affect the performance of the method. To make it adaptive 

to different images, we adopt a histogram specification 

scheme that transforms the color style of an input image so 

that its histogram matches a specified histogram [38]. An 

image with classical color style in the training set is selected 

as the reference which provides the target histogram. 

The mapping formula of the original histogram 

equalization is: 

 𝑠 = 𝑇(𝑟) = ∫ 𝑝(𝑡)𝑑𝑡
𝑟

0

 (9) 

where r is the intensity value of a pixel in the original image, 

T is the transformation process, s is the pixel value of the 

transformed image, and p is the probability density function 

(PDF) of the original image. The PDF of the transformed 

image is uniformly distributed. For an image with L gray 

levels, the process can be written in a discrete form: 

 𝑠𝑡 = 𝑇(𝑟𝑡) = ∑𝑝(𝑟𝑖

𝑡

𝑖=0

)⁡⁡⁡⁡⁡⁡𝑡 = 0,1,⋯ , 𝐿 − 1 (10) 

The histogram specification scheme yields an image with 

a PDF that follows a specified shape f (z) for 𝑧 ∈ [0,1]. If the 

final image is also transformed by histogram equalization, 

the result would be an image that also has a uniform PDF: 

 𝑠 = 𝐺(𝑧) = ∫ 𝑓𝑧(𝑢)𝑑𝑢
𝑧

0

 (11) 

so the specified histogram can be obtained from Eq.s (9) and 

(11): 

 𝑧 = 𝐺−1(𝑠) = 𝐺−1[𝑇(𝑟)] (12) 

For a normalized image with L gray levels, the specification 

process can be implemented based on the formulation of: 

 𝑠𝑡 = 𝑇(𝑟𝑡) =∑𝑓𝑟(𝑟𝑖

𝑡

𝑖=0

)⁡⁡⁡⁡⁡⁡𝑡 = 0,
1

𝐿 − 1
,

2

𝐿 − 1
,⋯ ,1 (13) 

 𝑠𝑡 = 𝐺(𝑧𝑡) =∑𝑓𝑧(𝑧𝑗

𝑡

𝑗=0

)⁡⁡⁡⁡𝑡 = 0,
1

𝐿 − 1
,

2

𝐿 − 1
,⋯ ,1 (14) 

The red, green, and blue channels of the reference color 

image are extracted and performed histogram equalization 

respectively.  The cumulative distribution T(z) of each pixel 

z is obtained. The same procedure is carried out on a test 

image, and the cumulative distribution G(s) is obtained. The 

difference between the corresponding channel of reference 

and test images is calculated, and a gray scale mapping is 

established accordingly.  

IV. EXPERIMENTAL RESULTS 

A.   Embedded system development and parameter 
optimization 

As mentioned in section III, the image data are augmented 

by random rotation around their centers and affine 

transformation on the hue and saturation of the images. After 

that we obtain 200 pairs of synchronized RGB-NIR arm 

image patches. 80% of the data is randomly selected as the 

training set and the other 20% is used as the test set. The 

training is carried out on Ubuntu 16.04, a 64-bit operating 

system, using the Pytorch deep learning framework, and 

implemented on a NVIDIA 1080Ti (12G video memory) 

GPU, which takes a total of 50 minutes. The network 

parameters are optimized for 81920 iterations with batch size 

of 2. The learning rate is initially set as 2 × 10-4 and changed 

in each epoch according to Eq. (15). 
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(15) 

where x is the initial learning rate, y is the current training 

epoch, and z is the total number of training epochs. The 

parameter adjustment method is SWA, which can speed up 

the training of the network and improve the efficiency, as 

shown in Fig. 8. We use 256 epochs for training the model, 

which are sufficient for both training and validation. To 

process a complete image in the test stage, we firstly use the 

HSV color space separation and the Otsu’s method [39] to 

extract the skin area. Then its color style is modified based 

on histogram specification. After that, the preprocessed 

image is input to the deep model. Finally, the output 

localized result is masked again with only the skin area 

remained. 

We select the best model based on minimum validation 

loss and deploy it to Jeston TX2. Pytorch specifically 

designed for ARM64 is installed to produce inference from 

the vein localization model trained on the GPU server. We 

compare the localizing results and do not find any difference 

from those obtained on the server. The results obtained are 

completely consistent, which means the model has been 

successfully implanted to the embedded system, as shown in 

Fig. 9.
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Fig. 8.  Illustration of the training process 

 

 
Fig. 9.  Illustration of the embedded system 

 

B. Evaluation of the vein localization model 

To evaluate the performance of the proposed method, two 

datasets: JAI image dataset and DSLR image dataset are 

employed. The first dataset was taken by the JAI camera, i.e., 

they are from the same camera of the training samples. The 

second dataset was taken by a DSLR camera, and the model 

is Cannon 500D. JAI image dataset and DSLR image dataset 

were constructed at the same time. Specifically, a pair of 

synchronized RGB/NIR images was taken by the JAI camera, 

and an RGB image was taken by the DSLR camera from 

each arm of 150 persons. Only the JAI image dataset has 

synchronous NIR images, therefore, both subjective and 

objective evaluations are carried out in this dataset. We 

compare the proposed method with three state-of-the-art 

methods for vein localization: Tang et al.’s optical method 

[23], Song’s Wiener method [24], and Watanabe’s method 

[25]. The proposed method uses ResNet34 as encoder and 

feature extractor. In this experiment, we also compare the 

deep model with ResNet18, ResNet50, VGG and AlexNet as 

encoder and feature extractor. 

Some experimental results are shown in Fig. 10. Fig. 10(a) 

is the image of a right inner forearm. Fig. 10(b) is its 

corresponding NIR image. Figs. 10(c)~(e) are the localized 

results from the Optical method, the Wiener method, and 

Watanabe’s method, respectively. Fig. 10(f) is the result 

from the proposed method. It can be seen that the result from 

the optical method contains a lot of noises since it is a pixel-

wise algorithm. The Wiener method and Watanabe’s method 

cannot obtain satisfactory result in some skin areas. The 

proposed method can achieve good localized results. It is less 

noisy and the veins are more complete. Figs. 10(g)~(j) are 

the localized results from the models based on ResNet18, 

ResNet50, VGG and AlexNet. It can be seen that ResNet18 

gives some artifacts in the lower boundary of the arm. 

ResNet50 has clearer vein patterns in some area, but its 

processing time increases 30% since the model has more 

layers, which will add burdens to the embedded system. The 

result from the VGG model is too blurred and some small 

veins have been smoothed. AlexNet almost gives nothing 

from the RGB image. Figs. 10(k)~(D) show another two sets 

of results. The proposed method still can produce better 

result than the other methods. 
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Fig. 10.  Subjective evaluation on the JAI image dataset 
(a) is a color skin image of an inner forearm; (b) is its corresponding NIR 

image; (c)~(f) are the vein localized results from the Optical method, 

Wiener method, Watanabe’s method, and the proposed method, 

respectively; (g)~(j) are the vein localized results from the models based 

on ResNet18, ResNet50, VGG and AlexNet. (k)~(D) show another two 

sets of results. 

Numerical measures are also adopted to evaluate the 

proposed vein localization model quantitatively. Only the 

JAI dataset has synchronous RGB/NIR images, so the 

objective evaluation is performed in this dataset. We use a 

filter bank composed of the real parts of 16 Gabor filters to 

the resultant images and NIR images to locate veins. Then 

the information maps are enhanced and binarized using 

Otsu’s method [38]. After that veins could be obtained. An 

example is given in Fig. 11. Fig. 11 (a) and (b) is a pair of 

RGB/NIR arm images. Fig. 11 (c) is the vein images 

obtained from Fig. 11 (b). Figs. 11 (d)-(g) are the vein images 

obtained from the localized results of the optical method, 

Wiener method, Watanabe’s method, and the proposed 

method; Figs. 11 (h)-(l) are those from the proposed method 

without perceptual loss, the proposed method based on 

ResNet18, ResNet50, VGG16, and AlexNet, respectively. It 

can be seen that with the NIR image as a benchmark, the 

veins obtained by the proposed method are more complete 

and less noisy. With the NIR images as ground truth, the 

precision, recall, accuracy, and F1_score are calculated from 

the numbers of true positive (TP), true negative (TN), false 

positive (FP), and false negative (FN) vein pixels as shown 

in Eq.s (16)-(19) [40]. #TP represents the number of pixels 

correctly classified as veins whereas #FN shows that 

incorrectly classified as general skin. #FP indicates the 

number of pixels incorrectly classified as veins whereas #TN 

indicates that correctly classified as general skin. The fifth 

evaluation metric is Overlap Percentage (OP), which is 

defined as the intersection over union for all correct 

classification. As shown in Eq. (20), Ar and Ag are the areas 

of veins in the resultant image and ground truth image, 

respectively. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
#𝑇𝑃

#𝑇𝑃+#𝐹𝑃
                             (16) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
#𝑇𝑃

#𝑇𝑃+#𝐹𝑁
                             (17) 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
#𝑇𝑃+#𝑇𝑁

#𝑇𝑃+#𝐹𝑃+#𝑇𝑁+#𝐹𝑁
              (18) 

𝐹1𝑠𝑐𝑜𝑟𝑒 = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
            (19) 

𝑂𝑃 =
𝐴𝑟⋂𝐴𝑔⁡

𝐴𝑟 ⁡⋃𝐴𝑔
                                (20) 

The mean values of the five measures are recorded in 

Table III. The best values are highlighted. It can be seen that 

the proposed method has the best results for most of the 

metrics. ResNet50 has the highest recall value, but it needs 

more processing time. The results of quantitative comparison 

show that using pixel classification methods to measure, the 

proposed vein localization model has promising 

performance. 
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(c) (d) 
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(i) (j) 

  
(k) (l) 

Fig. 11.  Objective evaluation on the JAI image dataset 

(a) and (b) is a pair of RGB/NIR arm images; (c) is the vein images 

obtained from (b); (d)-(g) are the vein images obtained from the localized 

results of the Optical method, Wiener method, Watanabe’s method, and 

the proposed method; (h)-(l) are those from the proposed method without 

perceptual loss, the proposed method based on ResNet18, ResNet50, 

VGG16, and AlexNet, respectively. 
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TABLE III 
MEAN VALUES OF PRECISION, RECALL, ACCURACY, AND F1 SCORE 

Metrics Precision Recall Accuracy F1 score IOU 

Optical 

method 
0.6155 0.5552 0.7787 0.6075 0.4447 

Wiener 

method 
0.6038 0.5799 0.7750 0.6139 0.4497 

Watanabe’s 

method 
0.5981 0.5764 0.7718 0.6033 0.4375 

AlexNet 0.4072 0.4114 0.6573 0.4091 0.2580 

ResNet18 0.5672 0.5701 0.7499 0.5684 0.4009 

ResNet34 0.5678 0.5706 0.7502 0.5689 0.4016 

ResNet50 0.5927 0.5965 0.7647 0.5944 0.4273 

Proposed 

method 
0.6216 0.5870 0.7827 0.6207 0.4548 

 

C. Evaluation of the histogram specification scheme and 
the perceptual loss 

For the reason of different lighting conditions and camera 

properties, the images taken by other cameras may be very 

different from those taken by the JAI camera, which provides 

the training samples of our deep network. It may affect the 

performance of the model. As mentioned in Section III, we 

adopt a histogram specification scheme to make the model 

adaptive to different images. In this experiment, we use the 

DSLR dataset to evaluate the specification scheme.  

Fig. 12(a) is the image of a right forearm taken by the 

DSLR camera. Fig. 12(c) is a typical skin image in the 

training dataset. Fig. 12(e) is the result of histogram 

specification on (a). Figs. 12(b), (d) and (f) are the 

histograms of the R, G and B channels of (a), (c) and (e), 

respectively. The stretching effect can be visualized from (f). 

The shape of the histogram is modified according to that of 

the target image, and the color style of the original image is 

transferred also. Fig. 12(g) and (h) are the localized results 

of (a) and (e), respectively. Obviously, the effect of (h) is 

much better than that in (g). Figs. 12(i)~(p) are another two 

sets of examples. The effect of histogram specification can 

be detected also. 
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Fig. 12.  Evaluation of the histogram specification scheme 
(a) is the image of a right forearm taken by the DSLR camera; (c) is a 

typical skin image in the training dataset; (e) is the result of histogram 

specification on (a); (b), (d) and (f) are the histograms of the R, G and B 

channels of (a), (c) and (e), respectively; (g) and (h) are the localized 

results of (a) and (e), respectively; (i) ~ (p) are another two sets of 

examples. 

 

We also evaluated the combined loss function which 

includes a per-pixel loss and a perceptual loss. Fig. 13 (a) and 

(b) are a pair of RGB/NIR arm images; (c) is the vein image 

obtained from the proposed method with the per-pixel loss 

only; (d) is the vein image obtained from the proposed 

method with the combined loss. It can be seen that the 

localized result with the perceptual loss is less noisy and 

clearer than that with only the per-pixel loss. 

 



This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License. For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI
10.1109/ACCESS.2021.3058014, IEEE Access

 Author Name: Preparation of Papers for IEEE Access (February 2021) 

VOLUME XX, 2021 11 

  
(a) (b) 

  
(c) (d) 

  
(e) (f) 

  
(g) (h) 

Fig. 13.  Evaluation of the combined loss function 

(a) and (b) are a pair of RGB/NIR arm images; (c) is the vein image 

obtained from the proposed method with the per-pixel loss only; (d) is 

the vein image obtained from the proposed method with the combined 

loss; (e)-(h) are another set of examples. 

 

D. Evaluation of energy consumption 

Energy consumption is one of the main limiting factors for 

deep learning applications on embedded system. Although 

CNNs offer lots of opportunities for image processing tasks, 

their practical use and expansion are highly dependent on the 

development of hardware-oriented algorithms and its 

implementation. Instead of the computation itself, the energy 

consumption of CNNs is mainly determined by data 

movement [28]. Luckily, the costliest operations in data 

movement are greatly parallel. 

The power consumption of the proposed vein localization 

model running on the GPU server (Titan XP) and the Jetson 

TX2 is shown in Fig. 14, and the time consumption is 

summarized in Table IV. It can be seen that for the same task, 

Titan XP consumes more power and less time. For Jetson TX2, 

the consumed power and time are measured as a function of 

the image size for different operation modes of the 

development kit. The full clocks mode is activated, so all cores 

have to run at the maximum speed. With the presence of more 

veins in the image, power consumption also increases. As can 

be observed, the Max-Q mode limits the clocks to ensure 

operation in the most efficient range. It is the most cost-

effective mode in terms of energy, ranging from 4.8 to 6.6 W. 

On the contrary, Max-N is the most expensive mode with a 

maximum consumption of 13.3 W since all CPUs and GPU 

run at maximum clock speeds. Max-P Core-all mode is a 

balance between both, running all CPUs. 

It can be seen that the proposed vein localization model can 

solve the application problem in real time with low memory 

usage. It is implemented on a hardware platform with a small 

dimension, an affordable price and a low-power consumption. 

 

  
(a) (b) 

 

 

(c)  
Fig. 14.  Power consumption of the vein localization method 

(a), (b) and (c) are the power consumptions of the proposed method 

under different operation modes for different image sizes. 

 

TABLE Ⅳ 

TIME CONSUMPTION OF THE VEIN LOCALIZATION SYSTEM ON JETSON 

TX2 

Mode/Metrics 
NVIDIA 
Titan Xp 

Jeston 
Max-N 

Jeston 

Max-P 
Core-

All 

Jeston 
Max-Q 

Size512*512 Time (s) 1.38 3.03 5.74 8.40 

Size256*256 Time (s) 0.53 1.27 1.81 3.20 

Size128*128 Time (s) 0.31 0.53 0.81 1.39 

V.  CONCLUSION 
Venipuncture is one of the most important procedures for 

both medical testing and treatment. Localizing veins by 

computerized methods has been an emerging research area 

with the evolution of computer vision, especially deep 

learning methods. In this paper, an end-to-end solution for 

real time deep learning-based vein localization from color 

skin images in an embedded and low-power platform was 

presented. A deep network model consisting of a fully 

convolutional network, a dilated convolution module, and a 

transposed convolution module was proposed to extract 

mapping information from a synchronized RGB/ NIR image 

database. A combined loss function including a per-pixel 

loss and a perceptual loss, and a histogram specification 

scheme were also presented. NVIDIA Jetson TX2 

development kit was chosen for the embedded system 

because it allows development from beginning to end, 

including wireless connection. It was powered by a LiPo 

battery and used the touch screen to operate. Other strengths 

of the platform are price and dimensions. Both the 

localization model and the embedded system were tested for 

different image datasets. Qualitative and quantitative results 

showed that the developed system has promising perspective 

in the real time medical scenarios. In the future work, we will 

use the TensorRT acceleration engine to further accelerate 

the model.
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