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The Ice, Cloud, and land Elevation Satellite-2 (ICESat-2) satellite uses a synchronizedmulti-
beam photon-counting method to collect data from three pairs of synchronous ground
tracks. The sampling rate along the ground tracks is designed to be ∼0.7 m, much smaller
than that used in conventional radar altimeters. Hence, it is reasonable to expect an
improvement in marine gravity recovery over coastal zones using ICESat-2 data. ICESat-2
provides valid sea surface height (SSH) measurements and a standard data product
(ATL12) over ocean areas. This led us to consider the possibility of investigating its ability to
calculate the deflection of vertical (DOV) and marine gravity anomalies. We processed
ATL12 data about 22months over the South China Sea (0°–23°N, 103°–120°E) and verified
the ability of ICESat-2 SSH measurements to be used in calculating directional
components of DOV. The results show that the ICESat-2 SSH data have a similar
centimeter-magnitude accuracy level as data from the Jason-2 satellite. Furthermore,
the accuracy of cross-track deflection of vertical (CTDOV) calculations between non-
identical side beams is lower. For along-track points, the difference in accuracy between
the solution of the prime component and the meridional component is significantly
reduced, the prime component accuracy is significantly better than the directional
components of the gridded deflection of vertical (GDOV), although the enhancement is
weak for the meridional component. We also implemented the inversion of the ICESat-2
single mission based on the inverse Vening Meinesz formula, and verified the capability of
ICESat-2 gravity field detection using shipborne gravity measurements and XGM2019
gravity field model, and found that the accuracy is 1.35 mGal and 2.47 mGal, respectively.
ICESat-2 deserves the attention of the altimetry community, and its advantages are
expected to make it an alternative data source for multi-mission fusion inversion of the
ocean gravity field in the future.
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INTRODUCTION

Deflection of vertical (DOV), which can be derived from sea surface height (SSH) measurements, is
an important Earth gravity field parameter. It is widely used to calculate marine gravity anomalies
based on the inverse Vening Meinesz formula and a fast Fourier transform (FFT) technique (Hwang
and Hsu, 2003; Wang and Lu, 2008; Zhu et al., 2020). The achieved accuracies of DOV and gravity
field measurements have a mutually beneficial symbiotic relationship (Hwang et al., 1998). There are
several methods for measuring DOV using satellite altimetry data (Peng and Xia, 2004), and
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significant progress has been made in obtaining the directional
components of DOV with higher accuracy and finer spatial
resolution. However, there is still room for improvement. The
accuracy of the obtained directional DOV components at
gridding points is limited by the spatial distribution density of
crossover points (Sandwell, 1992). Subsequently, the along-track
vertical deflections solution was used to obtain gridded deflection
of vertical (GDOV), but inconsistent estimated uncertainties were
found between the meridional and prime components (Sandwell
and Smith, 1997; Hwan et al., 2002). Previous studies have shown
that the orbital inclination of the altimetry satellite will affect the
accuracy of the directional component of DOV and that using a
design with a low orbital inclination could help to improve the
calculation of the prime component (Guo et al., 2016; Zhang
et al., 2017; Wan et al., 2020a). However, the accuracy of the
meridional component has still prevailed in the low-latitude sea
for most cases of conventional satellite altimeter missions. Since
the distribution of ground trajectories of low-orbital-inclination
satellites in low-latitude waters still tends to be meridional, the
sampling interval and application of observations in the cross-
track direction of altimetry missions constrain the current
solutions of DOV and the inversion of the ocean gravity field.

With the continuous launch of new satellites in recent years,
different types of SSH observations have emerged (Zhang, 2017).
Among these new types of observations, the Interferometric Radar
Altimeter (InRA) model altimetry mission observations are
promising for improving the accuracy of determining the prime
component of the DOV.Wan et al. (2020b) used simulated data to
show that, with InRA, the accuracy of the prime component
solution can be consistent with the meridional component.
However, these results still need to be verified practically using
the National Aeronautics and Space Administration (NASA)’s
Surface Water and Ocean Topography (SWOT) mission, which
is due for launch in 2022. The SWOT mission will provide a new
approach to solving the problem of the difference in the accuracy of
the directional component.

The NASA Ice, Cloud, and Elevation Satellite-2 (often known as
ICESat-2 but hereafter referred to as IS-2 for brevity), the orbital
inclination is 92°, first along the flight direction using three groups of
synchronous observation for reflecting surface height information.
The sampling resolution of IS-2 along its trajectory is 0.7 m, which is
a great improvement in the along-track spatial resolution compared
with traditional radar altimetry missions (Markus et al., 2017). The
simultaneous observation of three pairs in the cross-track aspect
greatly reduces the influence of time-varying sea-surface topography
between cross-track data, as well as the near-horizontal cross-track
azimuth, so that more prime component information can be
obtained. IS-2 is expected to significantly improve the accuracy of
the directional components of DOV measurements.

In this study, the South China Sea (SCS; 0°–23°N, 103°–120°E) is
used as the research area and IS-2 observation data is used for DOV
measurements. Observation data from the Jason-2 satellite is used
as a reference and 2159-order data with a spatial resolution of 2′ ×
2′ (XGM2019e_2159; eXperimental Gravity FieldModel, hereafter
referred to as XGM2019) (Zingerle et al., 2019; Zingerle et al., 2020)
is used as the validation model to analyze the accuracy of the sub-
section results in this study. Cross-analysis is also performed for the

accuracy of the IS-2 SSH. Then, the along-track and cross-track
deflection of vertical (ATDOV and CTDOV) are calculated. The
calculation and analysis of DOV aim to provide a reference for
improving the prime component of DOV. Finally, gravity anomaly
data for the SCS is obtained by inversion using the directional
components of DOV, and it is compared with the XGM2019model
and shipborne gravity measurements to verify the accuracy level of
the inversion.

DATA AND METHODOLOGY

Study Area
The SCS is a deep marginal sea with many coastal islands; it has
an undulating topography and an average water depth of about
1,212 m (Li et al., 2001). It has been a major research area for
scholars worldwide for many years (Shaw and Chao, 1994; Jilan,
2004; Huang et al., 2006; Andersen et al., 2014; Zhu et al., 2019; Li
et al., 2020). However, it is known that the inversion results of
global models are not ideal in coastal areas and around island
groups because the quality of satellite-derived gravity data
decreases close to the coast (Hwang et al., 2006; Liu et al.,
2015; Zhang et al., 2017; Albayrak et al., 2020).

IS-2 Data Introduction
The IS-2 mission has provided measurements that enable to
estimate of the heights of ice sheets and sea-ice thickness (Kwok
and Markus, 2017; Zhu et al., 2018). Despite it not being a formal
project requirement (Abdalati et al., 2010), the IS-2 project office
and science team are also dedicated to providing ocean-height
data that are useful to the scientific community. The main
instrument onboard the IS-2 is the Advanced Topographic
Laser Altimeter System (ATLAS). This instrument uses a
532 nm (green) laser to actively map surface elevations.

The mapping between the strong and weak beams of ATLAS
and their relative positions on the ground depends on the
orientation (yaw) of the IS-2 observatory, which changes. The
ATLAS laser emits six beams and is divided into three pairs. Each
pair consists of strong and weak energy beams with an energy
ratio of 4:1, respectively. As IS-2 orbits the Earth, these trace out
six ground tracks that are typically about 14 m wide. Six ground
tracks are numbered according to the left-to-right direction of the
laser spot number that generates it, with ground track 1L
(GT1L),1R (GT1R), 2L (GT2L), 2R (GT2R), 3L (GT3L), and
3R (GT3R). IS-2 will orbit with a yaw angle of 2° during nominal
operations, setting left/right beam separation at ∼2.5 km in the
along-track direction and beams within a pair by ∼90 m in the
cross-track direction (Smith et al., 2019). The data is organized by
ground track, with ground tracks 1L and 1R forming pair one,
ground tracks 2L and 2R forming pair two, and ground tracks 3L
and 3R forming pair three. The pair tracks are ∼3.3 km apart in
the across-track direction (Neumann et al., 2019).

The yaw of IS-2 is changed twice a year to maximize the
illumination of its solar panels. When the ATLAS instrument is
traveling along the +x coordinate in the forward orientation, the
weak beam leads the strong beam, and the weak beam is located at
the left edge of the beam pattern. When the ATLAS instrument is
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traveling along the −x coordinate in the backward orientation, the
strong beam leads the weak beam, and the strong beam is located
at the left edge of the beam pattern. The data book shows that
ATLAS performed its first yaw flip on December 28, 2018, placing
the spacecraft in the backward orientation. The exact timing of
subsequent flips is shown in the datasheets, and this is crucial for
reading the strong-beam data in the six beams (Morison et al.,
2020).

The IS-2 mission produces along-track geophysical products
over select surface types that include land ice (ATL06), sea ice
(ATL07), land/vegetation (ATL08), atmosphere (ATL09), oceans
(ATL12), and inland water (ATL13). The ATL03 data is a
geolocated photon-cloud product that serves as the input data
for each of the aforementioned higher-level data products
(Neuenschwander and Pitts, 2019). The ATL12 algorithm was
developed specifically for the extraction of terrain and ocean
heights from the ATL03 photon clouds (Neumann et al., 2018)
and the background photon rate from ATL09. The ATL12
geophysical data for one photon is generated by approximately
100 photons (segment length 70 m) according to the ATL12
adaptive algorithm. Based on the distribution of signal photons,
this algorithm estimates the ground- and sea-surface elevations
and then subsequently; labels the individual photons as either
data or noise. Currently, the open ocean has low reflectance in the
visible spectrum (Moses et al., 2015), and the ocean signal rates
are 0–4 per laser shot, similar to overland.

The ATL12 data product also includes flags that can improve
the interpretability of the height estimates. The ATL12 data
includes dynamic atmosphere correction, which is derived
from ATL09 and indicates possible scattering in the
atmosphere. Furthermore, when calculating the freeboard of
sea ice, the accuracy of the water-surface height can be
approximated by the inter-ice water (Friedl et al., 2010). The
SSH measurements take into account ocean tide correction, sea
state deviation, sea breeze, and other factors.

It is worth stating that in a pure ocean region, only the strong
beams are active because of the low reflectance of the open ocean
in the visible spectrum. In marginal ice zones and coastal zone
overlap regions, the three weak beams are also valid, and these are
processed in the same way as the strong beams and exported
together with the strong-beam results as part of the ATL12 ocean
product (Morison et al., 2020).

Jason-2 Data Introduction
The Jason-2 calibration experiment was successfully launched on
20 June 2008 as a continuation of the TOPEX/Poseidon and Jason-
1 altimeter missions, in cooperation with Centre National d’Études
Spatiales, the European Organization for the Exploitation of
Meteorological Satellites, NASA, and the National Oceanic and
Atmospheric Administration (Fu et al., 1994; Chander et al., 2012).
Data from the Jason-2 satellite is often used by international
scholars for high-quality comparisons with other satellite
measurements due to the outstanding quality of its sea-surface
data (Yang et al., 2016; Liu et al., 2020; Sun et al., 2021).

In our analysis, we combine these indices to represent SSH,
and because the study area includes both open ocean and
nearshore, we do not consider strong and weak beam effects.

The IS-2 data used in this study are obtained through the
National Snow and Ice Data Center, 2019 and are from release
003 (Neuenschwander et al., 2020a; Neuenschwander et al.,
2020b), with the time series as 2018/10/13 to 2020/07/16
(strong beam including left and right). The Jason-2 SSH data
used for validation have a repeat orbital period of 10 days, with
the time series 2018/10/05 to 2019/02/16 and 2019/05/22 to 2019/
10/01, respectively. The ground trajectories of both sets of data in
the test area are shown in Figure 1.

Along-Trajectory DOV
The computing methods mean sea-surface height (MSSH) and
gravity anomalies in this paper use DOV as the data type. By
definition, the ATDOV is the gradient of the geoid but with the
opposite sign (Hwang et al., 2002). The great advantage of this
method is that it is only based on geoid gradients computed along
with the satellite profiles. Therefore, if there is a local bias between
two arcs, it will not be affected the results, all long-wavelength
errors have very small effects. As Sandwell (1992) showed, the
orbit error, which is mostly of a long-wavelength nature, has a
negligible effect, and no cross-over adjustment is needed.

We obtain the spherical distance s between the points p and q
with the reference ellipsoid as the coordinate system according to
the spherical distance formula:

ε � −(Nq − Np)
s

(1)

where ϵ is the along-trajectory DOV andN is the geoid, which is a
surface function.

Obtaining the GDOVDirectional Component
Based on the correlation between the along-trajectory DOV and
the directional component of the DOV (Hwang et al., 2002), the
relationship between ε along the specified direction and its
meridian component ξ and prime component η is:

ε � ξ cos α + η sin α (2)

where α is the azimuth of the altimetric point along the ground
track direction, which can be calculated using the position
information of adjacent altimetric points according to

tan α � cosφq sin(λq − λp)
cosφp sinφq − sinφp cosφq cos(λq − λp) (3)

where φp, λp and φq, λq are the geodetic latitudes and longitudes
of two adjacent points p and q, respectively, and point p is a point
along the track of point q.

To calculate the GDOV components ( ξ η ) from the
observation point’s ATDOV ε, the observation equation is
given as:

εi + vi � ξcos αi + ηsin αi, i � 1, · · ·, n (4)

where: n is the number of high observation points along the track in
the grid and its adjacent sea area; and vi, αi, and εi are the residuals,
azimuths, and DOVs along the specified direction for observation
point i, respectively. This can be written in matrix form as:
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V � AX − L (5)

where V � (v1 / vn)T, X � ( ξ
η
), A � ⎡⎢⎢⎢⎢⎢⎣ cos α1 sin α1

« «
cos αn sin αn

⎤⎥⎥⎥⎥⎥⎦,
and L � (ε1/εn)T

Using the indirect leveling method, the solution to this can be
obtained using:

X � (ATPA)− 1ATPL (6)

Where p is the weight array of observations, Pi � 1/di, where di is
the distance from the observation point i to the grid point.

Obtaining the ATDOV Directional
Components
Scholars have solved for the directional components of the DOV
at the intersections or grid points (Olgiati et al., 1995; Sandwell
and Smith 1997; Hwang et al., 1998). The former approximates
along-track points and cross-track points as ascending and
descending arcs, the latter approximates along-track points as
grid points and cross-track points as points calculated within the
grid. Since in the subsequent solution, we have to compare the
accuracy of the ATDOV directional components with the GDOV
directional component, the latter method is proposed for
calculating the ATDOV directional components in this study.
The GDOV formula in Section Obtaining the GDOV Directional
Component is used as the theoretical formula, and the distance
between two points and the time threshold is set as constraints.

There are four methods to distinguish the number of beams being
computed and the associated directions, as shown in Figure 2.

Obtaining Gravity Anomaly Data
The advantage of using the DOV method to obtain gravity
anomaly data is that calculating the SSH difference between
two points is essentially a high-pass filtering process (Wang
and Wang, 2001), in which almost all the effects of long-wave
errors are deducted, such as orbital errors, atmospheric
propagation errors, tidal errors, the effects of sea surface
steady-state topography, the effects of ocean circulation, and
the effects of instrument errors, So as to reducing the
requirements for pre-processing of altimetric satellite data.

Gravity anomaly data can be derived from DOV with the
inverse Vening Meinesz formula (Hwang et al., 1998). Based on
the grid data of the meridional component ξ and the prime
component η of DOV, the formula for calculating the gravity
anomaly Δg using the inverse Vening Meinesz formula method
through the 1-D fast Fourier transform (FFT) technique
(Haagmans, 1993) can be expressed as

Δgφp(λp) � c0ΔϕΔλ
4π

F−1
1 ∑ϕ2

ϕq�ϕ1

⎧⎨⎩ F1[H′(Δλqp)cos αqp]F1(ξcos)+
F1[H′(Δλqp)sin αqp]F1(ηcos)

⎫⎬⎭
(7)

where: p is the “fixed” point and q is the “dummy” or “running”
point; ϕq is the latitude of the parallel along which gravity anomalies
are to be computed; φ1 and φ2 are the latitudes of the southernmost

FIGURE 1 | Trajectories of IS-2 (left) and Jason-2 (right) over the SCS.
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and northernmost parallels; Δϕ and Δλ are the grid intervals in
latitude and longitude; λqp is the difference in longitude; and F1 is the
1-D FFT. We introduce a kernel function H′, which is defined as

H′ � dH
dψpq

� − cos
ψpq

2

2sin2ψpq

2

+ cos
ψpq

2 (3 + 2 sin
ψpq

2 )
2 sin

ψpq

2 (1 + sin
ψpq

2 ) (8)

where ψpq is the spherical distance between points p and q on the
unit sphere, and this spherical distance can be found using

sin2(ψpq

2
) � sin2(Δφqp

2
) + sin2(Δλqp

2
)cosφq cosφp (9)

where Δφqp � φq − φp and Δλqp � λq − λp. The azimuth equation
is then

tan αqp �
−cosφp sin(Δλqp)

−sin(φq − φp) + 2 sinφq cosφp sin
2(Δλqp2 ) (10)

INITIAL ASSESSMENT OF IS-2
MEASUREMENT RESULTS

In this paper, we focus on verifying the ability of the IS-2
multibeam data to enhance the accuracy level of the
directional component of DOV. However, we first need to
verify the data performance of IS-2. Measurements from

altimetry missions are typically validated on regional to global
scales using a relative calibration method based on inter-mission
as well as intra-mission statistical analysis (Zhang et al., 2018). In
reality, however, the smaller variations in within-mission
situations indicate better stability and internal consistency, and
accuracy of the airborne instruments, while the crossover
variations between multiple missions are more reliable for
assessing the distance accuracy between altimetry
measurements (Wang and Wang, 2001). Therefore, we plan to
first evaluate the performance of IS-2 by analyzing cross-
differences with another typical high-accuracy mission. Inter-
mission cross-differences were also considered when evaluating
the intra-mission accuracy (Wang et al., 2021).

We used Jason-2 pulsed radar altimetry satellite data with a
repeated orbital period of 10 days for comparison with the IS-2
laser altimetry data. The repetitive orbital period of Jason-2 is an
exact integer fraction of the 91-days orbital period of IS-2.
Therefore, it is possible to compare the accuracy of pulsed
radar altimetry satellites and laser altimetry satellites in
calculating the ocean surface height.

In this study, the IS-2 SSH data were obtained directly from
the ATL12 SSH data product, and the Jason-2 SSH data were
acquired by adding different geophysical corrections including
dry- and wet-troposphere path delays, ionospheric corrections,
ocean state bias, ocean tides, solid earth tides, polar tides, high-
frequency wind effects, and inverted barometer corrections. All of
these corrections were provided separately for the Jason-2 SSH

FIGURE 2 | (A) Joint calculation between the same group of beams (left-to-right), (B) joint calculation between different groups of beams (left-to-right or right-to-left), (C)
joint calculation between different groups and the same group of beams (left-to-right and right-to-left), (D) joint calculation between the same group of beams (right-to-left).
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data, and no additional update procedures were applied.
Furthermore, the incompletely constrained time-varying effects
of the ocean surface inevitably affect the internal and intermittent
cross-sectional differences. Therefore, cross-differences with and
without time constraints need to be considered separately in the
statistical process. To ensure the overlap of measurement times,
the Jason-2 dataset, which has a subordinate relationship with the
IS-2 time series, was selected as the interval validation data. The
IS-2/Jason-2 crossover points were determined by fitting the
ground trajectories of the sample data, and the crossover
points were defined as the locations where each satellite
intersected its ground position. At the same time, the
intermittent intersection points were defined as the locations
where IS-2 and Jason-2 crossed the same sea-surface position.

The minimum, maximum, average, number of crossover
points (NUM), and standard deviation (STD) were obtained
by calculating the crossover differences between the
corresponding ascending and descending paths on the ocean
surface with and without time limits, depending on the calculated
positions of the crossover points. The specific results are
presented in Tables 1, 2 and 3.

Taking into account the effect of time-varying sea-surface
topography, to verify the overall IS-2 SSH accuracy, see Table 1.
The orbital periods of 10 and 91 days and the unrestricted time of
the two satellites are chosen as the time interval of the intersection
cross difference, respectively. We can conclude from Table 1 that:
1. IS-2 provides more information for the crossover point at the
same time interval due to the synchronous observation of the six
beams of IS-2. the discrepancy STD of the IS-2 SSH is somewhat
larger, and this is because the wave effect, especially from wind-
driven waves, is generally smoothed out at a footprint of about
2 km. For a 70-m along-track measurement (100 adjacent laser
pulses), the wave effect is still significant.

The inter-mission crossover analysis was executed four times,
and the resulting statistical information is listed in Table 2.
According to the crossover analysis of the intra-mission or
inter-mission situations, the IS-2 data is valid but has slightly
worse performance than Jason-2. Also, the large fluctuations in
the mean values of IS-2 and Jason-2 SSH are due to the different
reference ellipsoids chosen by IS-2 and Jason-2 which are the
WGS84 ellipsoid and T/P ellipsoid, and there is a vertical
difference of about 0.7 m between the two.

We know that IS-2 completes one circle of the Earth in about
1.5 h, so there are many crossings of the same location on the
ground in a single day. We assessed the accuracy of SSH
measurements for each of the six beams based on the overall
accuracy of the IS-2 data obtained in Table 1. The time intervals

were chosen as 1 day, 5, 10, and 91 days, respectively. Among
these intervals, the purpose of the 10-days interval was to
compare the SSH measurement accuracy of Jason-2 with a
repeated orbital period of 10 days. The results in Table 3
show that the accuracies of the SSH data from the six beams
are similar.

The accuracy results we established to be reliable from the
perspective of verifying the precision level of IS-2 in the
horizontal and vertical directions of SSH by Smith et al.
(2020) at Greenland Island. This validation initially implies
that IS-2 is capable of investigating DOV due to its new data
coverage and reliable range precision.

NUMERICAL AND EXPERIMENTAL DOV
DIRECTION COMPONENT

Along Trajectories DOV
According to the solution formula for the DOV directional
component given by (Hwang et al., 1998), we know that the
ATDOV needs to be obtained first in the process of obtaining the
DOV directional component using the SSH calculation. The
validation results of the ATDOV calculations are shown in
Table 4.

Figure 3 shows a diagram of the method used for calculating
the CTDOV which includes the starting beam 1 and the
calculated beam 2. The obtained CTDOV is a data point on
the calculated beam 2 which will result in a large number of
duplicate CTDOV points if a threshold range is not added.
Therefore, in this paper, we used time and distance thresholds
to limit the number of CTDOV points calculated. The CTDOV

TABLE 1 | Statistical information of crossover differences under intra-mission
situations.

Time limit Jason-2 Cycle 608–644 IS-2 ATL12 (22 months)

NUM STD (cm) NUM STD (cm)

≤10 Day 979 7.32 6,460 7.93
≤91 Day 6,345 9.70 40,088 11.61
— 12,418 13.74 150,149 14.08

TABLE 2 | Statistical information of crossover differences under intermission
situation (“_A” and “_D” denote ascending and descending passes, J
indicates Jason, and 1/2/3 and L/R represent the corresponding IS-2 beams).

Beam group NUM MAX (cm) MIN(cm) MEAN (cm) STD (cm)

1L_A & J_A 9,076 2.66 −189.62 −81.64 15.01
2L_A & J_A 8,692 16.90 −180.24 −77.67 14.46
3L_A & J_A 9,008 3.24 −173.80 −79.14 14.35
1R_A & J_A 9,638 5.68 −170.96 −79.70 15.73
2R_A & J_A 9,114 8.66 −181.67 −79.09 15.59
3R_A & J_A 9,723 7.25 −214.25 −81.06 16.15
1L_A & J_D 5,232 22.85 −190.03 −81.90 15.39
2L_A & J_D 5,026 −12.08 −251.26 −77.81 14.84
3L_A & J_D 5,190 13.22 −170.86 −79.27 14.47
1R_A & J_D 5,597 20.97 −158.87 −79.92 15.59
2R_A & J_D 5,442 20.97 −228.47 −79.68 15.60
3R_A & J_D 5,654 13.12 −204.36 −81.11 16.28
1L_D & J_A 5,571 −32.27 −135.44 −79.84 16.18
2L_D & J_A 5,267 −32.13 −117.48 −78.47 18.24
3L_D & J_A 5,446 76.49 −130.34 −64.88 12.61
1R_D & J_A 5,673 8.25 −119.56 −75.09 17.79
2R_D & J_A 5,373 −38.76 −107.34 −77.75 12.41
3R_D & J_A 5,580 −31.25 −138.94 −78.83 18.67
1L_D & J_D 9,207 −18.26 −174.61 −81.44 21.73
2L_D & J_D 9,035 −6.55 −163.12 −77.46 19.02
3L_D & J_D 9,196 38.84 −171.00 −79.23 22.67
1R_D & J_D 9,608 71.46 −154.54 −77.29 15.87
2R_D & J_D 9,213 74.30 −276.74 −75.61 16.07
3R_D & J_D 9,400 76.98 −173.42 −69.72 18.19
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for the coupling between the 15 groups of six beams is shown in
Table 5.

Tables 4, 5 show the results of the calculations of ATDOV
and CTDOV based on the IS-2 data. It can be seen that, during
the accuracy verification of ATDOV with the XGM2019
model, the results from the middle pair are significantly
better than those from the other two pairs, and the data
from the other two pairs set tend to be smooth and without
large fluctuations about 1.4″. For the calculation of CTDOV, to
prevent a situation, in which two beams appear to be solved
repeatedly, we obtained a two-by-two solution for the six
beams according to the principle of calculating from left to
right. From Table 5, we can see that the solving accuracy of the
CTDOV obtained from the left and right beam solution is the

worst. This is because, regardless of whether the IS-2 flight
direction is forward (+x) or backward (−x), the left and right
beams include strong and weak photons, and the along-track
distance between these two beams far exceeds the theoretical
value of 2.5 km due to the severe missing condition of the weak
photons in the open sea (Morison et al., 2020). In addition,
although we know that the IS-2 intermediate beam group data
quality is superior, the minimum number of data points along
the track has a large impact on the calculation of the CTDOV.
Finally, we can draw conclusion that among the 15 sets of
CTDOV data, there are six with similar accuracy to the
ATDOV verification accuracy (1.4″), and most of these are
values calculated from same-side beams. This confirms the
reliability of the results of the CTDOV solution.

TABLE 3 | Statistical information of crossover differences under the IS-2 six beams in the intra-mission situation (“L” and “R” denote the left and right beams, respectively).

Beam
group

Time limit

≤1 Day ≤5 Day ≤10 Day ≤91 Day Total

NUM STD (cm) NUM STD (cm) NUM STD (cm) NUM STD (cm) NUM STD (cm)

1L&1L 73 8.16 221 8.23 328 8.29 1,669 10.27 4,083 12.96
2L&2L 71 5.38 210 6.07 310 6.69 1,555 9.29 3,811 12.50
3L&3L 73 4.06 213 4.77 310 5.62 1,642 9.42 4,008 12.75
1R&1R 74 6.57 235 7.08 339 7.86 1,639 11.50 4,491 13.75
2R&2R 70 6.03 199 7.08 272 7.24 1,431 11.68 3,916 13.67
3R&3R 85 8.34 223 8.81 359 9.66 1725 13.28 4,614 14.55

TABLE 4 | Statistical information of IS-2 ATVD.

Beam NUM MAX (arcsec) MIN(arcsec) MEAN (arcsec) STD (arcsec)

1L 162,614 4.16 −4.16 −0.0058 1.39
2L 132,448 3.31 −3.31 −0.0069 1.10
3L 159,339 4.09 −4.10 −0.0075 1.37
1R 141,815 4.33 −4.33 −0.0049 1.44
2R 115,730 3.60 −3.60 0.0025 1.20
3R 145,194 4.53 −4.53 0.0018 1.51

FIGURE 3 | Calculation of the CTVD.
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DOV Directional Component
GDOV Directional Component
In this study, the grid resolution of the GDOV is limited by the
number of data points along the track and the study area. By
analyzing the distance along-track of IS-2, the average along-track
sampling interval of ATL12 is about 3–4 km by distance analysis,
and the corresponding grid resolution is about 2 min. We,
therefore, determined that the 2-min grid resolution data
would be used as the comparison data for the ATDOV
directional components from IS-2. Table 6 shows the
validation accuracy of the GDOV directional components of
the six beams with the XGM2019 model after removing the
coarse difference data by the triple standard-deviation method.

The above two sets of data make it clear that the accuracy of
the prime component of DOV is lower than that of the
meridional component of DOV at the grid points calculated
directly from ATDOV. This provides a basis for the DOV

directional-component problem we proposed in the
introduction.

ATDOV Directional Component
After verifying the accuracy of the ATDOV and CTDOV, we
provide a basis for solving the ATDOV directional components.
Combining the calculation method for the DOV directional
component at the along-track points using the joint ATDOV
and CTDOV given in Figure 2, we examined different
combinations of the six beams to calculate the DOV
directional components at the along-track points. The prime
and meridional components were then checked against the
XGM2019 model, as shown in Table 7.

The comparison in Table 7 shows that the meridional
component of the six IS-2 beams is similar to the accuracy of
the meridional component at the grid points, and the accuracy of
the prime component is greatly improved in the solution of the
directional component of ATDOV. In addition, we found
anomalies in the calculated ATDOV directional component
values for the IS-2 1L beam combined with the cross-track
1L_2L, and the 2R beam combined with the cross-track
2R_3R. Therefore, the data from the 1L and 2R beams needed
to be recalculated. Previously, we proposed that the left and right
beam solutions reduce the computational accuracy, so we
neglected the accuracy of the joint approach of Figures 2A,D
in the process of solving the CTDOV. The approach is given in
Figures 2B,C was used in the subsequent solution (see Table 8).
The accuracy of the recalculated 2L and 3R beams is significantly
improved, and the beams with superior accuracy in the CTDOV
calculation were selected as the joint calculation data.

Gravity Anomalies
In the previous section, we verified the accuracy of the GDOV
directional components by using the ATDOV directional
components and concluded that the accuracy of the latter
component in the prime direction was improved substantially,
but its meridional component was reduced. In this section, we
adopt the inverse Vening Meinesz formula (1D-FFT) method
introduced by Hwang et al. (1998) to calculate the gravity

TABLE 5 | Statistical information of IS-2 CTVD.

Beam group NUM MAX (arcsec) MIN (arcsec) MEAN (arcsec) STD (arcsec)

1L_2L 923,035 4.65 −4.65 0.78 1.55
2L_3L 746,840 4.86 −4.86 0.72 1.59
1L_3L 1,068,560 4.23 −4.23 0.68 1.41
1R_2R 630,367 5.08 −5.08 0.05 1.69
2R_3R 680,406 9.92 −9.92 0.80 3.31
1R_3R 725,181 5.80 −5.80 0.61 1.93
1L_1R 127,712 9.00 −9.00 −0.24 3.00
2L_2R 116,498 10.60 −10.60 0.90 3.53
3L_3R 127,576 12.07 −12.07 −0.05 4.03
1L_2R 110,979 7.28 −7.30 −0.35 2.43
1L_3R 117,389 6.29 −6.29 −0.09 2.10
2L_3R 114,426 6.87 −6.87 −0.67 2.29
1R_3L 108,894 5.12 −5.12 −0.14 1.71
1R_2L 123,761 6.74 −6.73 0.74 2.25
2R_3L 117,157 8.13 −8.13 −0.15 2.71

TABLE 6 | Statistical information of 2-min GVD directional component.

Beam Meridional (arcsec) Prime (arcsec)

1L 2.63 6.99
1R 2.58 6.03
2L 2.73 7.09
2R 2.65 6.27
3L 2.66 6.96
3R 2.48 6.39

TABLE 7 | Statistical information of ATVD directional component.

Beam CTVD Meridional (arcsec) Prime (arcsec)

1L 1L_2L 2.24 5.35
2L 2L_3L 2.17 3.74
3L 1L_3L 2.25 3.73
1R 1R_2R 2.27 3.91
2R 2R_3R 2.21 6.18
3R 1R_3R 2.26 3.90
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anomaly. Previously, we solved the gravity anomaly by using the
Laplace equation method (Zhang et al., 2020), but the ICESat-2
slope data in the cross-track direction could not be reasonably
applied to the calculation procedure. According to the inverse
Vening Meinesz formula (1D-FFT) method, we first gridded the
ATDOV directional components of the six beams into the GDOV
directional component of 2 min. However, before that, it is
necessary to check whether the distance-weighting method
used to grid the ATDOV directional components is reliable,
by matching with the XGM2019 model, to verify the GDOV
directional component of 2 min, and the results are shown in
Table 9.

In Table 9, we can see that the accuracy of the GDOV
directional components based on the distance-weighting
method is similar to that in Table 6, which is better than the
single-beam GDOV directional component. Then, we applied
the WGS84 reference ellipsoid as the marine geodetic datum
and used the remove–compute–restore technique to subtract
the corresponding 2190-order EGM2008 model reference geoid
relief and sea-surface topography from theMSSH obtained from
the satellite altimetry data so as to obtain the remaining geoid
relief values. The remaining feature relief values were used as
input data for inversion of the SCS gravity anomaly according to
Eqs. 1–7, and the results were verified by using the National
Center for Environmental Information (NCEI) shipborne
gravity measurements and the XGM2019 gravity field model.
A comparison of the inverse gravity anomaly with the
XGM2019 model gravity anomaly is shown in Figure 4. In
addition, we preprocessed the NCEI shipborne gravity
measurements by comparing them with the EGM2008 model
gravity anomalies on a line-by-line basis for systematic bias
correction, and subtracted about 3.17% of the coarse deviation
observations according to the robust outlier detection algorithm
(RODA).

In these statistics, the STD, of which values exceeding the
mean errors by three times, were removed, accounting for 6.62
and 5.52%. The screening results are shown in Table 10, where

the screening scales, the number of remaining data points, the
maximum value, the minimum value, the mean value, and the
standard deviation information are given. Furthermore, to verify
the performance of the IS-2 nearshore, we analyzed the points
with large differences inaccuracy from the shipborne gravity
measurement verification. It can be seen that, to a large extent,
the data with poor quality are located in the deep sea as well as in
the nearshore regions, and the sea depth has a large impact on the
data accuracy (Wan et al., 2020a), but the issue of water depth is
not discussed further in this paper.

The results in Table 10 show that the validation accuracies of
the SCS gravity anomaly data based on the IS-2 single mission
inversion with shipborne gravity measurements and the
XGM2019 field model are 1.35 mGal and 2.47 mGal,
respectively. IS-2 is expected to become an alternative data
source for multi-mission fusion inversion of the ocean gravity
field in the future.

DISCUSSION AND CONCLUSION

The IS-2 satellite has advantages in providing simultaneous
multi-beam observations with an extremely high spatial
sampling rate. We used a 22-months time series from the IS-2
ATL12 product and designed a four-step numerical experiment
to construct a 4-min marine gravity grid in the SCS area. The
main results were summarized as follows.

Firstly, we found that the ATLAS system carried by IS-2 could
obtain reliable SSH observations. Inter- and intra-mission
comparisons were used to obtain the crossover differences
between data from IS-2 and the traditional pulse radar
mission Jason-2. The verification results showed that their
SSH measurements had approximately the same level of
accuracy. In addition to this, the different reference ellipsoids
of IS-2 and Jason-2 caused an average value of the inter-mission
measurement height difference to be in the range of
64.88–81.90 cm. In addition, considering the influence of the
time-varying sea surface terrain, we designed an inter-mission
accuracy evaluation of SSH at the intersections of different time
intervals for the six beams. The evaluation results showed that the
shortest time interval has the highest accuracy, about 5 cm, which
provides reliable support for calculating the CTDOV.

Secondly, we obtained valid results in calculating ATDOV
and CTDOV while verifying them with the XGM2019 model.
It can be seen from Tables 4, 5 that although the data point
amplitudes are not of the same order of magnitude, the
CTDOV accuracy obtained from six of the 15 sets of
solutions are similar to beams’ ATDOV accuracy. The

TABLE 8 | Statistical information of recalculation ATVD prime components.

Beam CT_DOV STD (arcsec)

1L 1L_3L 3.73
2L 2L_3L 3.74
3L 1L_3L 3.73
1R 1R_3R 3.92
2R 2R_3R&1R_2R 3.68
3R 1R_3R 3.90

TABLE 9 | Statistical information of ATVD directional component after gridding.

DOV direction
component

NUM MAX (arcsec) MIN (arcsec) MEAN (arcsec) STD (arcsec)

Meridian 237,349 6.36 −6.36 0.21 2.12
Prime 235,397 9.74 −9.75 −0.60 3.30
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comparison indicates that CTDOV calculation between the six
beams is mutually desirable in the cross-track direction. Also,
we can conclude that the ATDOV accuracy of the middle pair
is better than that of the other two pairs. Furthermore, the
accuracy of the CTDOV obtained by using two beams on non-
identical sides is worse.

Thirdly, based on the verification of the accuracy of the
ATDOV calculations, we performed calculations of the
ATDOV directional components by using the joint method
shown in Figure 2. We first found that the accuracy of the
CTDOV calculations has a significant impact on the accuracy
of the ATDOV directional components. It is essential to verify
the accuracy of CTDOV before carrying out the calculation of
the directional component of ATDOV. Further, it was
determined that the methods of joint calculation between
different groups of beams (Figure 2B) and joint calculation

between different groups and the same group of beams
(Figure 2C) are the most reliable. By the comparison with
the GDOV directional component accuracy, we conclude that
the accuracy of the DOV prime directional component has
been significantly improved.

Finally, we gridded the ATDOV directional components of the
six beams into a 2′ × 2′ resolution GDOV directional component
using a distance-weighting method, and the inverse Vening
Meinesz formula (1D-FFT) was used to calculate the gravity
anomalies over the SCS. It should be noted that after the six
beams are uniformly gridded, the accuracy of the GDOV
direction component is increased by about 8–22%, confirming
the reliability of the gridding process using the distance-weighting
method. The validation using NCEI shipborne gravity
measurements and the XGM2019 gravity field model shows
that the water depth has a large influence on the accuracy

FIGURE 4 | IS-2-derived gravity anomaly over the SCS with remove–compute–restore technique (left) and the corresponding XGM2019 model result (right).

TABLE 10 | Statistical information of compared with shipborne data and XGM2019 gravity field mod.

Screening scales
(%)

NUM MAX (mgal) MIN (mgal) MEAN (mgal) STD (mgal)

Ship-cal 6.62 129,668 4.04 −4.04 −0.02 1.35
Cal-XGM2019 5.52 235,355 7.41 −7.41 −0.12 2.47
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inversion of gravity anomaly, and the accuracy decreases in both
coastal areas and deep waters. Meanwhile, the accuracy inversion
of gravity anomaly data using IS-2 single-mission is 1.35 mGal
and 2.47 mGal, respectively.

To conclude, IS-2, as a new type of laser altimetry satellite,
has improved data collection capabilities. It can use a single
mission to obtain gravity anomalies with good data accuracy
over the SCS and can acquire high-precision DOV prime
components with a single beam. However, it does not
provide a significant improvement in the accuracy of the
meridional component, which only increased by ∼15%. This
is because, within a specified distance threshold, the amount of
CTDOV data is far greater than the amount of ATDOV data,
and the azimuth information is approximately horizontal.
Therefore, we believe that with the increasing amount of IS-
2 altimetry data and the joint solution between multiple tasks,
a better determination of the DOV directional component can
be expected and an accurate marine gravity field can be
obtained.
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