1/7

Combining Guaranteed and Stochastic Objectives in
Markov Decision Processes

Raphaél Berthon!:?
work with: Shibashis Guha ! Jean-Francois Raskin !

LUniversité libre de Bruxelles, Belgium 2University of Antwerp, Belgium

September 15, 2020

Raphaél Berthon Combining Guaranteed and Stochastic Objectives



Almost-Sure Objective
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AS(p) Almost-surely : The objective holds with probability 1.

By only playing action a, we have probability 1 of visiting a green state
infinitely often.
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Sure Objective
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A(p) Surely : The objective holds in all paths. This is the same as having a
two-player game with this objective.

By always playing action b, we are sure of visiting a green state infinitely
often.
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Our Problem

Finding a strategy for Boolean combinations of Sure and Almost-Sure
objectives.

atom = A(p) | E(p) | AS(p) | NZ(p) (p € parity)
p=atom | 9pN@|pVel|g
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Example of a formula

We can specify that we want the system to behave such that
o it fulfills a task with probability greater than 0
o it has probability 1 of not crashing

o if there exists a possibility that the system crashes
then the system must always be able to raise an alert

NZ(task) A AS(crash) A (E(crash) — A(able_alert))
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General idea of the decision procedure

We guess a conjunction satisfiable on the MDP:

NZ(task) A AS(crash) A A(able_alert)
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General idea of the decision procedure

We split the conjunction into relevant sub-formulas:

NZ(task) A AS(crash) A A(able_alert)

AS(crash) A A(able_alert)
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General idea of the decision procedure

We find the maximal end-component of the MDP with strategies satisfying
the sub-formulas:
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General idea of the decision procedure

We merge these strategies in a strategy satisfying the initial Boolean
formula:

NZ(task) A AS(crash) A (E(crash) — A(able_alert))
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We synthesize strategies for Boolean combinations of Sure, Almost-Sure,
Non-Zero and Existential objectives. Randomized infinite-memory strategies

are needed.

Membership
A(AS,NZ, E) P

A(1A, AS,NZ,E) | NP N coNP

B(A, AS,NZ,E) | NPNP(= D)

Future works

o Quantitative objectives enforced with probability greater than a
threshold P- .

o Other types of conditions: Streett, Rabin, Muller.
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Type II end-component

We define Type II end-component in such a way that there always exists a
strategy staying in the end-component and enforcing a conjunction of sure
and almost-sure condition, more formally a formula of the form:

A A(P) A A AS(p,s).

acA ase AS
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Type III end-component
A Type III end-component is characterized by having both:

o A strategy staying in the end-component and satisfying almost-surely
all relevant parity conditions.

o Another strategy that can reach a Type II end-component.

These two strategies can be combined to enforce:

A A(pa) A A AS(pas) A A NZ(pp,).
acA asc AS nzeNZ
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Randomized strategies needed

al al

Combining two non-zero

Having non-zero probability of visiting a green right state and a non-zero
probability of visiting a green left state uses randomized strategies:
Flip a coin. If it gives heads, play a, if tails play b.
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Infinite memory needed

We give a strategy to surely visit infinitely often a green left state and
almost surely visiting finitely often a red right state.
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Infinite memory needed

We give a strategy to surely visit infinitely often a green left state and
almost surely visiting finitely often a red right state.
Proceed by rounds: at round i/, play a’.
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Infinite memory needed

We give a strategy to surely visit infinitely often a green left state and
almost surely visiting finitely often a red right state.

Proceed by rounds: at round i, play a’. If state D is not reached during a
round, play b once.
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Infinite memory needed

We give a strategy to surely visit infinitely often a green left state and
almost surely visiting finitely often a red right state.

Proceed by rounds: at round i, play a’. If state D is not reached during a
round, play b once.

It is clear that in every round a green left state is visited. We can prove
there is probability 0 of taking infinitely often action b: we almost-surely
visit finitely often the red right state.
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Sketch of the general synthesis algorithm

Given a boolean QPL formula ¢:
Guess a conjunction A A(p,) A A AS(p,s) A A NZ(p,,) A A E(pe)
acA asc AS nzeNZ ecé

o Prune all states that do not satisfy A A(p,) A A AS(p.s)-

acA asc AS
(Type II EC)

o Find strategies o;:

to enforce all A A(p,) A A AS(pas) ANZ(p;) (Type II)
acA as€ AS

and all /\A(pa)/\ A AS(pas) ANE(p;).

ac A asc AS
o Return strategy o that chooses randomly an i and plays o;.

Technical tools
Most of the work is done by finding sets of maximal end-components
verifying some properties characterizing a given conjunction of objectives.
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