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ABSTRACT Batch mode active learning, where a batch of samples is simultaneously selected and labeled,
is a challenging task. The challenge lies in how to maintain the informativeness and keep the diversity of
selected samples concurrently. We propose a novel batch mode active learning that balances the informa-
tiveness and representativeness using multi-set clustering. Our method utilizes a sequential active learner to
retain the informativeness by providing a ranking of unlabeled samples and constructingmultiple informative
sets for the subsequent clusterings. K-means clustering is used to minimize the redundancy among these
samples and to improve the representativeness. Finally, the optimal batch chosen is the one minimizing
the expected predictive variance on all the data. Our experimental results on a large number of benchmark
datasets demonstrate excellent performance of the proposed method in comparison with current state-of-the-
art batch mode active learning approaches.

INDEX TERMS Active learning, batch mode active learning.

I. INTRODUCTION
Recently, we have witnessed a sharp increase of the amount
of training data used in classification or regression tasks.
Though the availability of large input data tends to boost the
performance of machine learning models, it also leads to a
big challenge: manually labeling these hundreds of thousands
of samples is very time-consuming and expensive [30]. This
situation is even more serious in the field where manually
categorizing these instances requires some experts in its own
field, such as in the field of medical image classification [38].
Active learning has been proposed to tackle this challenge by
querying the most informative subsets from the whole data
and maintaining good learning performance.

Extensive studies have been undertaken for myopic active
learning (MAL) where a single instance is queried at a time.
However, few efforts have been devoted to batch mode active
learning (BMAL) where a batch of samples is selected and
labeled simultaneously. The advantage of BMAL over MAL
is that BMAL does not need to retrain the model many
times during a single selection step and is more suitable on
some parallel labeling platforms, such as Amazon Mechan-
ical Turk. However, there also exists several challenges for
BMAL. The first one is that selecting k samples from a pool
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of n instances may lead to computational complications as the
number of possible batches Cn

k can be very large, depending
on the values of n and k of course. The second challenge lies
in the formulation of an appropriate criterion to measure the
overall information carried by of a batch of samples. Simply
using a myopic selection criterion often leads to poor per-
formance since it disregards the redundancy among selected
instances.

In this paper, we focus on pool-based active learning where
little labeled data and a large pool of unlabeled data are
available. We propose a new pool-based batch mode active
learning algorithm, namely Active Learning using Multi-set
Clustering (ALMC). Different from typical clustering-based
approaches which use a fixed number of samples for cluster-
ing, ALMC first applies a clustering model on multiple infor-
mative sets and then adopts a selection criterion to choose
the optimal batch. More specifically, our method employs a
myopic active learning algorithm to rank these unlabeled data
and conducts K-means clustering to the top ranked subsets of
multiple sizes. For each set, we select one best performing
instance from each cluster to form a batch of k queried
samples. After obtaining a number of batch solutions from
multiple sets, we select the optimal one by measuring the
overall predictive variance using the transductive experimen-
tal design (TED) criterion [39]. In brief, ALMCmeasures the
informativeness of selected samples by using a myopic active
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learner, reduces the redundancy by K-means clustering and
maintains the representativenesswith optimal batch selection.

In this work, we make the following contributions:
• We propose a multi-set clustering based batch mode
active learning which selects informative and represen-
tative samples with minimum redundancy.

• The proposed batch method can, in principle, be used
in combination with any myopic active learner, giving
good performance if the myopic learner is good.

• We carry out experiments on 52 benchmark datasets
(both binary and multi-class datasets). The results
clearly show the improvements our methods gives over
the state of the art.

II. RELATED WORK
Active learning has received much attention in recent
years. Many myopic active learning approaches have been
well studied, such as query-by-committee [31], uncertainty
sampling [20], [32], error reduction [28], model change [12],
variance reduction [29] and variance maximization [36].
There exists a straightforward approach which extends
myopic active learning to the batch setting by querying the
top k samples based on its own criterion. However, this
approach typically performs poor since it ignores the infor-
mation overlap among the selected instances [30].

Existing batch mode active learning algorithms can be
roughly divided into four categories: clustering-based meth-
ods, optimal experimental design, exploration-exploitation
approaches, and the remaining algorithms which formulate
batch selection as some combinatorial optimization prob-
lems. Clustering-based methods typically select top m sam-
ples (m > k), feed these candidates to a clustering algorithm
(e.g., K-means) and eventually choose one instance from each
cluster [9], [26]. A shortcoming of these approaches is that
their performances are sensitive to a fixed parameterm, which
value is hard to set.

Optimal experimental design, which is not specially
designed for BMAL, can be used for BMAL since it can
select multiple samples simultaneously without knowing
their labels. For example, transductive experimental design
(TED) selects the examples which leads to a minimum pre-
diction variance on the validation data [39]. However, since
it does not utilize label information, it mainly preserves rep-
resentativeness and hardly captures informativeness.

The third class consists of a large collection of batch mode
active learning algorithms which have the same character-
istic: the aim is to select samples which achieve a balance
between informativeness and representativeness by using a
trade-off parameter, such as [2], [3], [5], [10], [16], [22], [35],
[37], [33], [34]. For example, [37] proposed a multi-class
BMALby combining uncertainty sampling and diversity with
a trade-off parameter. Similarly, [3] used KL-divergence to
measure the redundancy among a batch of examples and
combine the redundancy and the uncertainty. The key dif-
ferences among these BMAL approaches are the criteria
used to evaluate the informativeness and representativeness.

They also share a common weakness: their performances
are very sensitive to the choice of the trade-off parameter.
How to set this parameter is a challenge referred to as the
exploration-exploitation dilemma.

The fourth class is composed of various approaches which
deal with batch selection using some sophisticated optimiza-
tion techniques, such as [6], [13]–[15], [23], [1], [27], [40].
For example, [15] adopted the Fisher information matrix as a
measure of the overall uncertainty and formulated it as a sub-
modular optimization problem. Reference [13] put forward
an NP-hard combinatorial optimization problem to query a
batch of examples. Reference [6] viewed the batch selection
as an adaptive submodular problem and proposed a greedy
solution. However, the drawback of this kind of algorithms is
that it usually requires some relaxations and may converge to
local optima.

III. THE PROPOSED METHOD
In this section, a detailed description of the proposed
method is presented. We start with the basic setting of
pool-based batch mode active learning. We have labeled data
L = {xi, yi}

nl
i=1, where xi ∈ Rd is a feature vector and yi is the

label of xi. In addition, a large pool of unlabeled examples U
of size nu is also available. In each iteration, k samples will
be selected from the unlabeled pool U and labeled by human
experts. L and U will be correspondingly updated.
Figure 1 gives an overview of the proposed method. The

core of ALMC lies in the multi-set clustering. This is moti-
vated by the fact that typical clustering-based approaches
use a fixed number of examples (e.g., m = 3k in [25])
for clustering and selection. This is non-adaptive during the
whole active learning process. Our main idea is to apply the
clustering algorithm on multiple informative sets of varied
sizes m (e.g., m ∈ {k, 2k, 3k, . . .}). Each set will offer a
feasible solution of the selection of k samples. We choose the
optimal batch among these solutions and present the selected
samples to human annotators.

ALMC goes through the following steps: 1.

1) Train myopic active learner. ALMC trains a myopic
active learner on the labeled data L. This learner can
be any of myopic active learning algorithms which
can produce a ranking of the unlabeled samples. The
algorithm helps determine the informativeness of the
individual samples.

2) Ranking and clustering. The examples in U are ranked
from most informative to least informative accord-
ing to the myopic learner. The top m samples are
chosen and fed to the clustering algorithm (e.g.,
K-means). ALMC repeats this procedure for different
m = {k, 2k, 3k, . . . , tk} where t is a pre-defined value
depending on the size nu. Within each cluster, the sam-
ple with highest ranking will be chosen as the candidate
of one batch. The clustering algorithm is used to reduce
the redundancy among selected samples.

3) Batch selection. The multi-set clustering provides
multiple solutions of a batch of selected samples.
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FIGURE 1. Overview of the proposed method ALMC. (1) First, ALMC trains one myopic active learner which is able to sort
unlabeled examples by its own criterion in descending (or ascending) order. (2) Then, according to the ranking order, ALMC
chooses multiple informative sets of size {k, 2k, 3k, . . . , tk} where the K-means clustering is conducted. (3) ALMC chooses an
optimal batch by minimizing the expected predictive variance. Finally, human annotator will category these selected samples and
the pool is updated.

ALMC chooses one of these batches as the final sub-
mitted batch by evaluating the expected predictive vari-
ance on both labeled and unlabeled data. The batch
selection maintains the representativeness of queried
instances.

In the following subsections, we will go through the
specifics of the different steps.

A. MYOPIC ACTIVE LEARNER
The myopic active learner used in our method is very impor-
tant since it also selects the most informative sample within
each cluster. The quality of this learner has a clear impact on
the performance of our method. This will be verified in the
experimental section.

Recently, Yang and Loog [36] proposed a new myopic
active learning method, namely Maximizing Variance for
Active Learning (MVAL). Because of its overall good per-
formance, we decided to take MVAL as our primary myopic
active learner. We briefly present the main idea of MVAL.

MVAL has some similarity to classical query-by-
committee (QBC) [31]. It forms a committee that consists
of models trained on currently labeled data L and each
unlabeled sample from xj ∈ U with all possible labels yj,
i.e., L ∪ {xj, yj}. MVAL trains each committee member and
records the posterior probabilities of unlabeled samples to
form so-called retraining informationmatrices (RIMs). These
RIMs are used to compute the disagreement among each
committee member on all unlabeled samples. MVAL esti-
mates two kinds of variance to evaluate the informativeness
and representativeness and fuses these variances as a measure
of the disagreement. Finally, MVAL will query the sample
with maximum disagreement.

B. RANKING AND CLUSTERING
Given one certain myopic active learner, all the unlabeled
instances are sorted from the most informative to least infor-
mative. Each time we pick the top m = i× k, i = 1, 2, . . . t
samples and apply theK -means clustering algorithm on these
samples. Please note that we empirically set t =

⌈ nu
2k

⌉
in our

method, where nu is the number of unlabeled instances in
U and d·e denotes the ceiling function. This means that
ALMC only considers the samples which rank in the top
half. This is reasonable because (1) the samples ranked in the
bottom half are non-informative and (2) clustering on data
sets of larger size m is unnecessarily time-consuming.

After obtaining the clustering result of K-means, we need
to choose one candidate from each cluster to form a batch
of queried samples of size k . There are some possible
approaches, such as selecting the instances nearest to the
centroid or randomly choosing one example. In our method,
ALMC chooses the most informative example within each
cluster. This is a balance of the representativeness and infor-
mativeness: K-means makes the selected samples diverse
while selecting the top-ranked example preserves the infor-
mativeness as much as possible.

Note that the number of clusters to be detected by K-means
is set to the batch size k . This means that in the case ofm = k ,
i.e. the top k samples being fed into the K-means clustering
method, each sample is treated as a cluster and eventually
selected to form a batch query. In other words, the top k
samples are always picked up to contract a batch candidate
and then are fed into the batch selection stage.

C. BATCH SELECTION
Our multi-set clustering produces a limited number of
promising batches. The next step is to choose one batch that
we are going to present to the human annotator. Here we
propose to use Transductive Experimental Design (TED) [39]
to choose the best batch. TED is designed to select samples to
minimize the average predictive variance on both labeled and
unlabeled data. In other words, TED chooses examples which
can well represent the remaining data with minimal recon-
struction error. In brief, TED finds an approximate solution
to the following optimization problem:

min
X⊂V

Tr(V(XTX+ µI)−1VT ) (1)

where Tr(·) is the trace,X ∈ R(nl+k)×d denotes the samples to
be queried, andV ∈ R(nl+nu)×d represents all the data in pool,
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including labeled and unlabeled data. µ is the regularization
parameter and I is the identity matrix.
Though the K-means algorithm can make the selected

examples distinct from each other, it can not guarantee that
these lead to a small predictive variance on validation data.
Therefore, ALMC utilizes the TED criterion to select an
optimal batch which leads to a minimal predictive variance
on all the data. Selecting such a batch of samples can promote
the representativeness.

We denote the multi-set clustering results Cs,
s = {1, 2, . . . , t}. Each Cs consists of k samples from U.
We denote Xs = [L;Cs].

argmin
s

Tr(V(XT
s Xs + µI)−1VT )

s.t. s ∈ {1, 2, . . . , t} (2)

According to Equation 2, ALMC will select the optimal
batch s∗ and choose Cs∗ as the final queried samples.

IV. EXPERIMENTS
In this section, we test the empirical performance of the
proposed method and compare it against state-of-the-art
batch mode active learning approaches.

A. DATASETS AND EXPERIMENTAL SETUP
Experiments are conducted on 52 benchmark datasets,
including 40 two-class datasets and 12 multi-class datasets.
Most of them come from the UCI Machine Learning
Repository [21]. Three datasets, 3vs5, 5vs8 and 7vs9, are
taken from the MNIST handwritten digit dataset [19].
The USPS dataset [17] is another handwritten digit
database used in our experiment. We use GIST fea-
tures [24] for scene13 dataset [11] and HOG features [8]
for CIFAR10 dataset [18]. For computational efficiency,
sub-sampling and principal component analysis (PCA) are
applied on some large datasets to reduce the sample size
and feature dimensionality. The detailed information of
these preprocessed test datasets after pre-processing is listed
in Table 1.

In our experiments, each dataset is randomly divided into
training and test sets of equal size. For binary datasets,
we set the initial labeled set size at k . For multi-class tasks,
we randomly select one sample from each class. We repeat
the experiments 10 times on each dataset and report the
average performance. The batch size k is fixed at 5 in all the
experiments.

We compare our method ALMC with random sam-
pling (RS) and the following batch mode active learning
algorithms:
• US: Uncertainty sampling with maximum entropy,
which selects the top k examples with highest
entropy.

• TED: Transductive Experimental Design [39].
• Fisher: It selects a batch of samples to reduce the Fisher
information as much as possible [15].

• MinMax: It trains a semi-supervised SVM on both
labeled and unlabeled data and balances the uncertainty
and diversity via a min-max framework [16].

• USDM: Uncertainty sampling with diversity maximiza-
tion, which retains the uncertainty and maximizes the
diversity simultaneously [37].

• BatchRank: It balances the informativeness and diver-
sity and offers some relaxations to solve the optimization
problem [3].

• ALSC: A variant of our method ALMS, which reduces
the multi-set clustering to a single set m = 3k (similar
to [26]). This will give us an idea of what the impact of
our batch selection strategy is.

For the parameters used in the compared algorithms,
we use the suggested value in the original paper. If no rec-
ommended value is provided (e.g., the trade-off parameter in
USDM), we empirically tune these parameters to obtain good
average performance over all the test datasets. For ALMC,
the regularization parameterµ for TED is empirically set at 1.
For fairness, linear SVM with the same parameter setting
is used to evaluate the performance of all active learning
algorithms. We use the LIBSVM package [4] and empirically
set the regularization parameter C = 10. We use the area
under the learning curve (ALC) [7] as the evaluationmeasure.
More specifically, we first plot the learning curve, which
shows the classification accuracy as a function of the number
of queried instances (see Figures 3 and 4, for example), and
then compute the area under this curve.

B. RESULTS
Tables 2 and 3 present the performance of batch mode
active learning algorithms on binary and multi-class datasets,
respectively. Since Fisher and MinMax are specifically
designed for binary tasks, these two methods are omitted in
the comparison on multi-class datasets. The average ALC
and the ranking over all the datasets are also reported.
On each dataset, we highlight the algorithms which perform
the best or obtain comparable performance based on the
paired t-test at a 95% significance level. They are emphasized
in bold face and surrounded by a framed box. ‘‘Win Counts’’
shows the times an algorithm reaches the best or comparable
performance. Figures 3 and 4 show the plots of average
accuracy w.r.t the number of batch selection on binary and
multi-class datasets, respectively.

We can see that the proposed method ALMC achieves
overall best performance in comparison with the competing
methods. ALMC performs the best in terms of the average
performance measures on both binary and multi-class tasks.
It obtains the highest average ALC score 0.832 and achieves
the lowest average rank 2 on binary datasets. Meanwhile,
it also succeeds in terms of Win Counts, performing well on
31 datasets from the total 40 binary test sets. ALSC, a single
set (m = 3) version of ALMC, also achieves favourable per-
formances onmost datasets, but slightly worse. The latter still
significantly outperforms former according to a paired t-test
at the 95% significance level. Figure 5 shows the difference
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TABLE 1. Characteristics of the preprocessed test datasets: the number of instances (# Ins), the feature dimensionality (# Fea) and the number of
class (#C).

FIGURE 2. The average accuracy of the first eight rounds of batch selection. (a) Shows the average performance over all the binary
datasets; (b) shows the average performance over all the multi-class datasets.

of ALC values between ALMC and ALSC over all the binary
datasets. It is clear that ALSC performworse than our method
onmost of the test datasets. We also test another alternative of
ALSC: clustering all the unlabeled examples, instead of clus-
tering only the m = 3k top-ranking unlabeled instances. This
approach is still worse than our method, obtaining an average
ALC of 0.827. The win/tie/loss counts of ALMC against this
approach is 21/16/3, which shows the effectiveness of the
proposed method. This indicates that the proposed multi-set
clustering is superior to this kind of single-set clustering. The
reason is that clustering on multiple sets, which is followed
by utilizing TED to select an optimal batch, is more likely to
query valuable samples.

Note that we can observe one phenomenon that a small
difference of ALC between two active learning methods can
still indicate a large gap of the number of annotations required
to reach the same accuracy. For example, on the dataset let-
terUV, ALMC obtains an ALC of 0.976 while Fisher achieves
a score of 0.963. The difference between these two scores
is only 0.013. However, from Figure 3(j), we observe that

ALMC only requires about 5 iterations of batch query to
reach the accuracy that Fisher needs 15 iterations to achieve.
This means that the number of annotations on the letterUV
dataset can be reduced by 67% compared with the Fisher
method.

Similarly, our method shows the best performance on
multi-class datasets. It performs the best on 9 datasets from
12 multi-class datasets. In Figure 4, we can see that our
method never perform worse than random sampling while
some other methods may obtain worse performance than
random baseline. For example, Batchrank is surpassed by
random sampling on satimage, vowel and scene13. All in all,
Figure 2 shows the average performance of the first eight
iterations of batch selection on both binary and multi-class
datasets. We observe that ALMC consistently outperforms
the other batch mode active learning approaches.

TED performs well on eight binary datasets, but is far
worse than ALMC. The reason is that TED fails to consider
the informativeness since it does not utilize label information.
Our method, on the contrary, can handle this by employing
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FIGURE 3. Plots of the average accuracy w.r.t the number of batch selection on binary datasets.

the myopic active learning MVAL. US and BatchRank per-
form similarly to each other. MinMax and USDM obtain
slightly better performances than random sampling. Themain

reason why these methods do not get a very competitively
performance is that their performance is very sensitive to
the choice of trade-off parameters used in their frameworks.
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FIGURE 4. Plots of the average accuracy w.r.t the number of batch selection on multi-class datasets.

FIGURE 5. Plot of the difference of ALC values between ALMC and ALSC over all the binary datasets. The x-axis is the value of ALC score of
ALMC minus that of ALSC.

This parameter should be tuned anew for every dataset, which
is hard to do accurately, given the inherent lack of labeled
data.

C. THE INFLUENCE OF MYOPIC ACTIVE LEARNER
The myopic active learner in our method takes care of the
informativeness of the batch. We illustrate how a choice
different from MVAL affects the performance. For this,

we use uncertainty sampling (US for short) [20] and expected
error reduction (EER) [28] to replace MVAL, resulting in
ALMC_US and ALMC_EER, respectively. The experiments
results on binary datasets are shown in Table 4. We also
demonstrate the plots of the difference of ALC values
between ALMC and ALMC_US over all the binary datasets
in Figure 6. Similar results of ALMC against ALMC_EER is
presented in Figure 7.
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TABLE 2. Comparisons of batch mode active learning algorithms in terms of ALC on binary datasets. The algorithm which obtains the best
performance or comparable performance is highlighted in bold face and surrounded by a box.

We observe that ALMC using MVAL performs better than
that using US and EER. ALMC significantly outperforms
ALMC_US and ALMC_EER. ‘‘W/T/L Counts’’ also shows
the excellent performance of ALMC using MVAL. We con-
clude that the better the myopic active learner, the better the
performance of our method.

Both ALMC_US and ALMC_EER outperform all the
competitors except ALSC and ALMC in terms of ALC
score. This means that our method is robust and can per-
form well with other myopic active learning algorithms.
We compare ALMC_US and the ‘‘top k’’ version of
US and find that ALMC_US significantly exceeds US.
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TABLE 3. Comparisons of batch mode active learning algorithms in terms of ALC on multi-class datasets. The algorithm which obtains the best
performance or comparable performance is highlighted in bold face and surrounded by a box.

FIGURE 6. Plot of the difference of ALC values between ALMC and ALMC_US over all the binary datasets. The x-axis is the value of ALC
score of ALMC minus that of ALMC_US.

TABLE 4. Performance comparisons of using different myopic active
learners on binary datasets. ‘‘W/T/L Counts’’ shows the win/tie/loss
counts of the proposed method ALMC versus other algorithms over all
the datasets, based on the paired t-test at the 95% significance level.

TABLE 5. Performance comparisons of candidate selection within cluster
on binary datasets. ‘‘W/T/L Counts’’ shows the win/tie/loss counts of the
proposed method ALMC versus other algorithms over all the datasets,
based on the paired t-test at the 95% significance level.

Similarly, the ‘‘top k’’ version of EER only achieves an
average ALC of 0.817 while ALMC_EER obtains a better
result 0.827. And the win/tie/loss counts of ALMC_EER

against EER is 24/12/4. This indicates that our method can
successfully adapt a myopic active learner to a batch version.
Even when the myopic learner is random sampling
(ALMC_RS for short), we can still observe an improve-
ment in the performance. ALMC_RS exceeds random sam-
pling with an average ALC of 0.817. And the win/tie/loss
counts of ALMC_RS versus random sampling is 18/16/6,
which verifies the effectiveness of the proposed framework.
Figure 8 shows the difference of the performance of
ALMC_RS against random sampling on all the binary
test sets.

D. THE INFLUENCE OF RANKING ORDER
We also investigate the effect of the ranking order provided
by myopic learner. We randomize the ranking order but
still use MVAL to select the most informative candidate
from each cluster. In other words, the examples used by our
multi-set clustering are not selected according to the myopic
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FIGURE 7. Plot of the difference of ALC values between ALMC and ALMC_EER over all the binary datasets. The x-axis is the value of ALC
score of ALMC minus that of ALMC_EER.

FIGURE 8. Plot of the difference of ALC values between ALMC_RS and random sampling over all the binary datasets. The x-axis is the value
of ALC score of ALMC_RS minus that of random sampling.

FIGURE 9. Plot of the difference of ALC values between ALMC and ALMC_RR over all the binary datasets. The x-axis is the value of ALC
score of ALMC minus that of ALMC_RR.

active learning algorithm any more. Instead, they are ran-
domly chose and utilized for clustering.We call this approach
ALMC_RR for short.

We find that this approach obtains an average ALC of
0.826 on binary datasets, which is worse than our method.
In addition, the win/tie/loss counts shows that our method

exceeds it on 19 datasets and only fails on 3 datasets. We also
show the difference of the performance of ALMC against
ALMC_RR on all the binary test sets in Figure 9. Clearly,
ALMC performs much better than ALCM_RR on most
datasets. This indicates that the ranking order provided by the
myopic active learner is useful.
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E. SELECTION WITHIN CLUSTER
In each cluster, we choose the sample which ranks first
according to the myopic active learner. Here we consider two
alternatives: selecting an instance uniformly and randomly
(Rand for short) and choosing an instance which lies closest
to the centroid (Centroid for short). MVAL is utilized as
the myopic active learner. As shown in Table 5, we see that
querying the instance with highest ranking outperforms the
other two choices in terms of both the average ALC and the
win/tie/loss counts. The reason is that such a selection will
preserve the informativeness as much as possible.

V. CONCLUSION
In this paper, we proposed a novel batch model active learn-
ing method called ALMC. ALMC employs a myopic active
learner to rank the unlabeled samples. Then, according to
the ranking order, ALMC conducts clustering to multiple
informative sets. Finally, the proposed method chooses an
optimal batch by minimizing the expected predictive vari-
ance. In particular, in our method, the myopic active learner
is utilized to maintain the informativeness while the clus-
tering algorithm is used to keep the diversity of selected
samples. The subsequent batch selection promotes the repre-
sentativeness of selected samples. Extensive experiments on
52 benchmark datasets (both binary and multi-class datasets)
demonstrate that the proposed algorithm outperforms current
state-of-the-art batch mode active learning methods.
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