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Abstract
After the COVID-19 pandemic, no one refutes the importance of smart online learning systems in the educational process. 
Measuring student engagement is a crucial step towards smart online learning systems. A smart online learning system 
can automatically adapt to learners’ emotions and provide feedback about their motivations. In the last few decades, online 
learning environments have generated tremendous interest among researchers in computer-based education. The challenge 
that researchers face is how to measure student engagement based on their emotions. There has been an increasing interest 
towards computer vision and camera-based solutions as technology that overcomes the limits of both human observations 
and expensive equipment used to measure student engagement. Several solutions have been proposed to measure student 
engagement, but few are behavior-based approaches. In response to these issues, in this paper, we propose a new automatic 
multimodal approach to measure student engagement levels in real time. Thus, to offer robust and accurate student engage-
ment measures, we combine and analyze three modalities representing students’ behaviors: emotions from facial expres-
sions, keyboard keystrokes, and mouse movements. Such a solution operates in real time while providing the exact level of 
engagement and using the least expensive equipment possible. We validate the proposed multimodal approach through three 
main experiments, namely single, dual, and multimodal research modalities in novel engagement datasets. In fact, we build 
new and realistic student engagement datasets to validate our contributions. We record the highest accuracy value (95.23%) 
for the multimodal approach and the lowest value of “0.04” for mean square error (MSE).

Keywords Academic facial emotions · Keyboard and mouse behaviors · Convolutional neural network (CNN) · Affective 
model · Engagement level

1 Introduction

In the social isolation period due to the COVID-19 pan-
demic, the educational system has shifted from physical 
education to full distance education that highly depends on 
modern technologies such as webcams and microphones. 
This shift has caused a disconnection of human interaction, 
yet it has also shown the immense potential of online educa-
tion and employment. In the educational context, assessing 

student motivation and interaction are a key part in control-
ling the learning environment. Distance learning has made 
it difficult to maintain these aspects of supervision and con-
trol, which may negatively impact student motivation and 
evaluation. A smart online learning system is an innovative 
approach that can automatically adapt to learners’ emo-
tions, provide feedback about their motivations and practi-
cally incorporate new technologies and ways of expression 
by developing computer vision [1]. Engagement is one of 
the qualitative indicators in the learning process [2]. It has 
a three-dimensional structure during learning [3], namely 
behavioral engagement such as staying on task, emotional 
engagement such as being bored, and cognitive engage-
ment such as focused attention [2]. All these dimensions 
are important to measure engagement levels. Many research-
ers have proposed engagement levels to classify students 
depending on engagement states. They started by assessing 
students’ engagement to detect their levels.
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Among the various instruments that help measure student 
engagement are three popular tools: self-reports, observa-
tional checklists, and automated measurements [2]. Both 
self-reports and observational checklists are still very primi-
tive and not suitable for real-time learning systems. Cur-
rently, engagement can be automatically measured based on 
affective computing. The affective computing domain has 
provided smart solutions to detect students’ emotions. Some 
researchers highlight the importance of monitoring students’ 
emotions and the way emotions can be detected as a reflec-
tion of student engagement [2]. Automated measurements 
are based on physiological and neurological sensor readings, 
like electroencephalography (EEG), heart rate, etc. [4]. They 
can also rely on computer vision techniques, such as facial 
expressions, keyboard keystrokes, and mouse movements 
(touchpad), etc.

Based on our overview, opportunities for increasing the 
accuracy of engagement measures will arise when we use 
more than one modality. Smart e-learning systems based 
on student engagement have generated a great deal of inter-
est among researchers of the computer vision community in 
order to advance research in the computer-based educational 
field. This is motivated by two major factors: (1) measuring 
student engagement plays a key role in building smart online 
learning systems (adaptation and motivation), so there is 
a need to develop an accurate automated system in order 
to improve the learning process, especially in a computer 
laboratory; (2) current approaches that rely only on emotions 
to detect engagement have low performance. They are not 
suitable for real-time systems as they use expensive tools 
and do not respect student privacy.

Therefore, to address such challenges, we propose a new 
approach that is able to use the least expensive equipment, 
show high performance and operate in real time. It should 
also rely not only on facial expressions, but also on stu-
dents’ behaviors. Some studies [5–7] with representative 
methods are related to the multimodal approach that bridges 
the semantic gap between different modalities and improves 
accuracy rates.

Thus, in this paper, we propose a multimodal approach to 
detect engagement levels. This approach can use and analyze 
students’ emotions based on their facial expressions, mouse 
movement behaviors, and keyboard keystroke behaviors. We 
utilize new levels of student engagement that were set forth 
in our previous work [8] together with academic emotional 
links, also called the “affective model.” The primary contri-
butions of this paper can be summarized as follows: (1) we 
use our proposed affective model to recognize engagement 
levels based on students’ academic emotions; (2) we suggest 
a new multimodal approach to measure student engagement 
based on student behavior analysis by combining the three 
modalities, namely emotional facial expressions, mouse 
movement behaviors, and keyboard keystroke behaviors; (3) 

we also test the proposed method on new realistic datasets 
based on real students’ behaviors.

The remainder of this paper is structured as follows: 
Sect. 2 surveys the state-of-the-art on related behavior-based 
systems to recognize engagement levels. Section 3 presents 
the proposed multimodal approach to measure student 
engagement based on student behavior analysis. Section 4 
discusses the exhaustive experimental evaluation method 
which was applied to evaluate the efficiency and accuracy 
of our method. Finally, Sect. 5 summarizes the key findings 
of the presented work and highlights major directions for 
future research.

2  Literature review

Engagement has been described as a fundamental protocol. 
People use it to monitor their perceived relationships with 
each other during communication [4]. Engagement can be 
detected by many distinct techniques. In this section, we 
focus on a related behavior-based system to be able to rec-
ognize engagement levels.

Affective computing can automatically measure engage-
ment by using diverse techniques, such as EEG, heart rates, 
galvanic skin response, facial expressions, body gestures, 
natural language processing (NLP), keyboard keystroke, and 
mouse movements. Several studies used different approaches 
to recognize student engagement levels, with engagement 
recognition accuracy rates ranging from 72.9 to 75.5%.

Monkaresi et al. forward an approach to measure learner 
engagement in writing tasks. Their approach depended 
on facial expressions and heart rates. Both geometric and 
appearance features were adopted to detect facial expres-
sions. The authors employed three different techniques to 
extract facial characteristics from videos and heart rate 
features, namely Microsoft Kinect face tracker (FT), local 
binary patterns from three orthogonal planes (LBP-TOP), 
and remote video-based HR sensing. Supervised learning 
was used for the detection of concurrent and retrospective 
engagement. The area under the ROC curve (AUC) was used 
to evaluate the classifier’s accuracy using leave-several-
students-out cross-validation. As a result, their approach 
achieved an AUC of 0.758 for concurrent annotations and 
an AUC of 0.733 for retrospective self-reported annota-
tions. The heart rate technique shows a low accuracy value 
as an engagement measure. One of the limitations of their 
approach was its inability to extract features from some 
video segments due to head motion, which could cause some 
of that data to be lost. The authors also did not explain how 
they classified the engagement levels [3].

Whitehill et al. recommended an approach for automatic 
recognition of student engagement from facial expressions. 
Three different computer vision techniques were used to 
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detect the engagement level of the students. Box filter fea-
tures, Gabor features, and CERT features were applied inde-
pendently to create machine learning models for engagement 
detection. Their labels were obtained from retrospective 
annotation of videos by external annotators. Four levels of 
engagement were used, ranging from strong disengagement 
(without even focusing on materials) to strong engagement. 
They were able to calculate the engagement rate (AUC = 
0.729; averaged across all four levels of engagement). AUC 
was utilized as a classifier. Gabor features with the sup-
port vector machine (SVM) classifier proved to be the most 
effective method. In addition, they examined correlations 
between engagement and learning performance. However, 
they failed to find significant correlations between perceived 
engagement and learning performance because the study 
was conducted in a short period of time [4].

In Li et al.’s approach, facial expressions, such as eye 
gazes and mouse movements were used to measure user 
engagement in a reading task. In addition, self-reports were 
used as a ground truth classification. The authors used both 
webcams and mouse movements to measure the users’ atten-
tion levels in real time. Their work included geometric-
based features rather than appearance-based features. The 
authors extracted all features from these methods and then 
selected the best of them. Three attention levels, namely 
high, medium, and low were defined. Constrained local 
models (CLM) were employed for the extraction process. As 
a result, their approach achieved 75.5% with the SVM clas-
sifier in a leave-one-subject-out model. As a limitation, they 
did not explain how they classified the attention levels [9].

You et al. handled view discrepancy, discriminability, 
and nonlinearity in a joint manner by proposing Multi-view 
Common Component Discriminant Analysis (MvCCDA). 
The suggested approach incorporates supervised information 
and local geometric information into the common compo-
nent extraction process. It is used to learn a discriminant 
common subspace and to discover the nonlinear structure 
embedded in multi-view data [5].

In Guanqu et al., the problem of multi-view embedding 
from different visual cues and modalities was considered. 
They proposed a unified solution for subspace learning 
methods using the Rayleigh quotient, which is extensible for 
multiple views, supervised learning, and nonlinear embed-
dings. Their proposed method demonstrates the effectiveness 
of the proposed multi-view embedding methods on visual 
object recognition and cross-modal image retrieval, and 
obtains superior results in both applications compared to 
related methods [6].

He et al. proposed that cross-modal methods can further 
reduce the semantic gap between different modalities and 
improve the clustering/matching accuracy. For supervised 
and unsupervised learning, they put forward a cross-modal 
matching method and a multimodal subspace clustering 

method to reduce the semantic gap and learn a common 
structure for different modalities [7].

An overview of previous research offers various tech-
niques for measuring student engagement, like self-reports, 
observational checklists, and automated measuring methods. 
The first two techniques are still very primitive as they lack 
temporal resolution. Besides, they require a great deal of 
time and effort on the part of students and observers. In 
addition, they are not suitable for real-time systems, or are 
they always clearly related to the engagement context. Many 
techniques can automatically recognize learner engagement 
based on the review of automatic engagement recognition. 
EEG machines, heart rates, blood pressure, and galvanic 
skin response techniques require a special sensor. They are 
also expensive and are neither easily available nor usable in 
daily life. In recent studies, NLP and voice recognition have 
not yielded satisfactory results due to cultural and linguistic 
differences [10].

The previous overview showed that all approaches used 
facial expression methods to measure students’ engagement. 
Some researchers combined facial expression methods with 
other techniques, like heart rates and mouse movements. 
Facial expressions and heart rate signals provided high 
accuracy of behavior recognition, although the equipment 
is expensive. Other methods used keyboard keystrokes with 
mouse movements on any computer and achieved high accu-
racy of behavior recognition. These input devices are also 
cheap and easily carried [10].

Our work, then, focuses on three modalities: (1) emotions 
from facial expressions, (2) behaviors from mouse move-
ments, and (3) keyboard keystrokes. In addition, to overcome 
the limitations of these technologies, we should select the 
suitable features and use online videos for privacy issues.

3  Proposed multimodal approach to detect 
student engagement levels

The proposed multimodal approach relies on analyzing 
three modalities: the emotional modality extracted from 
facial expressions, keyboard keystroke and mouse move-
ment modalities. The engagement level depends on our new 
affective model proposed in our previous work [8].

In this paper, we consider only the upper part of the affec-
tive model [8] to validate our proposed approach. In fact, 
most facial expression recognition methods recognize only 
basic emotions. Thus, we consider basic emotions [surprise, 
anger, fear, happiness, disgust, sadness]. Accordingly, the 
upper engagement levels [strong, high, medium] are taken 
into account. Figure 1 presents the conceptual architecture 
of the multimodal approach to recognize student engage-
ment levels.
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The multimodal approach starts by receiving students’ 
behaviors (facial expression frames, mouse movement 
data, keyboard keystroke data) and then producing student 
engagement levels every two minutes. The system recog-
nizes students’ engagement every two minutes because our 
tasks and activities take approximately two minutes. Student 
engagement levels can be recognized within a short period 
of time (either longer or shorter than two minutes). The lat-
ter does not have any negative effects on our model perfor-
mance. In the next section, we scrutinize the three stages.

3.1  Stage 1: Data acquisition

Data acquisition represents the first stage of the proposed 
method. The streaming videos and mouse/keyboard behavior 
recorders started when the student sat behind the PC to do 
the lab activity as shown (Fig. 1, stage 1). Both streaming 
videos and behaviors were recorded at the same time. The 
inputs of this first stage were the user’s facial expression 
frames and his/her mouse and keyboard behaviors, whereas 
the outputs were the facial expression frames and raw key-
board and mouse data collected within two minutes leading 
to the next stage.

3.2  Stage 2: Feature extraction

Feature extraction is the second stage of the proposed method. 
This stage was made up of two major parts. In the first part, 
we calculated a composite engagement value. In the second 
part, we computed mouse and keyboard feature values. These 
two parts run in parallel every two minutes. We extracted the 
engagement feature vector from both the facial expression 
frames and the log file containing recorded mouse movements 

and keystrokes. In the next subsections, we will present the 
two-part feature extraction stage: calculating the composite 
engagement value [Fig. 1, stage 2 (1)], and computing mouse 
and keyboard feature values [Fig. 1, stage 2 (2)].

3.2.1  Composite engagement value feature extraction

The first part of the feature extraction stage comprises three 
main steps. In the first step, we extracted key frames from 
the facial expression frames. The second step consisted of 
detecting emotions from the key frames using the mini-
Xception [11] model. In the third step, we calculated the 
composite engagement value. In the following paragraphs, 
we will examine and present these steps in detail.

Step (1): Key frame detection.

Key frames, also called video frames, describe an entire 
video that can be removed to significantly reduce redundant 
information. Certain frames are obtained based on the key 
frame extraction method [12]. The latter has two primary 
objectives. It aims to delete redundant data that will sub-
stantially reduce the amount of information to be processed 
and lower computational costs by diminishing the amount 
of data that undergoes processing [12, 13]. This step helps 
to decide whether the current frame is a new key frame or 
not. The first frame acquired by a webcam is taken as a key 
frame. Based on this first key frame, we detected other key 
frames. We needed to get the next frame and check whether 
the current frame is a key frame. This decision was based on 
cosine similarity as defined in Eq. 1 [14].

where a
i
 is the feature number i in feature vector a of the 

previously extracted key frame A. b
i
 is the feature number i 

in feature vector b of the current frame B.
Cosine similarity is a metric used to measure how similar 

documents are irrespective of their size. This similarity score 
usually ranges from − 1 to 1. The larger the cosine value, the 
more similar the two frames. The smaller the cosine value, 
the more different the two frames [14]. Based on our review, 
the recommended threshold is set between 0.9 and 1 [14]. In 
this study, the threshold similarity value (α) equals 0.998. 
The cosine similarity calculates the similarity between the 
current frame B and the key frame A. If the cosine similar-
ity value is greater than (α), the current frame will not be a 
key frame. Thus, the next facial expression frame should be 
checked. If the cosine similarity value is smaller than (α), the 
current frame will be a key frame. The output of this step is 
a key frame which moves to the following stage.

(1)Cosine Similarity =
a ⋅ b

ab
=

∑n

i=1
a
i
∗ b

i

�

∑n

i
a
2
i
∗

�

∑n

i
b
2
i

Fig. 1  The proposed framework of multimodal approach to recognize 
student engagement levels
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Step (2): Emotion detection.

The input consists of a number of key frame facial expres-
sions in the emotion detection step. Emotion detection mod-
els in real time should be fast and highly accurate. There-
fore, depending on the previous overview [8], mini-Xception 
[11] is a suitable model for our work. The main purpose 
of this mini-Xception model [11] was to be used in real-
time systems, based on the previous review of a specific 
convolutional neural network (CNN) design. It is a variant 
of an extreme inception architecture (Xception) [15] with 
few simple parameters. Mini-Xception architectures, [15], 
combine the use of residual modules with depthwise sepa-
rable convolutions, which reduce the number of parameters 
by eliminating the last fully connected layers through the 
use of the global average pooling layer. The mini-Xception 
architecture consists of a convolution followed by a batch 
normalization operation and a rectified linear unit (ReLU) 
as the activation function. Moreover, it involves four residual 
depthwise separable convolution modules, which used both 
a global average pooling operation and a softmax activation 
function to predict outputs.

Raksarikorn et al. used a different model to detect facial 
expression accuracy in the FER2013 dataset [16]. In a sim-
ple CNN model, the accuracy value is 0.629, while the num-
ber of parameters is 0.64 million. Furthermore, the number 
of parameters is very large (145 million) for the VGG-Face 
[17] model with an accuracy of 0.712. The Xception model 
has a lot of parameters (20.87 million), with an accuracy 
of 0.7144. Unlike the former model, mini-Xception has a 
small number of parameters (0.06 million), with an accu-
racy of 0.6601. Compared to the other models in terms of 
the number of parameters and accuracy, the mini-Xception 
model got better results. Given its low processing power 
and time required, mini-Xception achieved good accuracy. 
Mini-Xception is a low-cost, small yet powerful model. In 

the emotion detection task, mini-Xception can only recog-
nize basic emotions.

If an emotion of the key frame is detected, it will be saved 
in the feature vector ekf. We will get the next frame based on 
two chief conditions: (1) the frame is not a key frame, and 
(2) the previous frames are finished. The output of this step is 
the feature vector ekf (ekf1, ekf2,…, ekfn), which leads to step 3.

Step (3): Composite engagement value.

Composite engagement value features are calculated in 
the following manner: First, we calculated the engagement 
value of the feature vector ekf (ekf1, ekf2,…, ekfn). The engage-
ment value is thus calculated as mentioned in this work [8]. 
Because there is no specific range for each level of engage-
ment, the value-weighted composite should be applied to 
the engagement value. Second, we computed the weighted 
composite engagement value (e1). The output of this stage 
is e1, which was saved in the feature vector e. The weighted 
composite engagement value (e1) was calculated based on 
the following Eq. 2:

where vEL1 indicates strong engagement level, vEL2 indi-
cates high engagement level, vEL3 indicates medium engage-
ment level.

3.2.2  Mouse and keyboard feature extraction

In the second part of the feature extraction stage, the inputs are 
log file, keyboard, and mouse information. We used the log 
file to calculate mouse and keyboard feature values. If the log 
file is empty, the value of the features will be set to zero. If the 
log file is not empty, four different features will be extracted, 
namely the number of mouse clicks, mouse speed, the number 
of keystrokes, and typing speed.

Mouse movements and keyboard keystroke features are cal-
culated in the following way: we took raw keyboard and mouse 
data. Then, the click number (e2) was calculated using Eq. (3).

This equation finds the total number of all Actions i that are 
pressed or released from i = 1 to n (n stands for the last line of 
the log file). We calculated the speed of the mouse (e3) using 
Eq. (4). It was calculated by dividing the distance of pixels 
by time.

(2)

e1 =

(

vEL1

1
∗ 10000

)

+

(

vEL2

2
∗ 1000

)

+

(

vEL3

3
∗ 1

)

(3)e2 =

n
∑

i=1

Actioni ∈ pressed or released

(4)e3 =
distance(pixels)

time

Table 1  Evaluation of single, dual, multimodal engagement level 
detection

Modality name Modality 
type

Accu (%) MSE

Face emotion Single 76.19 0.23
Mouse behavior 40.47 0.52
Keyboard behavior 28.57 1.07
Face emotion and 

mouse behavior
Dual 90.47 0.095

Face emotion and key-
board behavior

80.95 0.14

Mouse behavior and 
keyboard behavior

42.85 0.85

Mouse and keyboard 
behaviors with face 
emotion

Multi 95.23 0.04
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The number of keystrokes (e4) was calculated using Eq. (5). 
This equation finds the total number of all  Actionsi that belong 
to (a key action) as an example (K, 3, Z).

Finally, the typing speed (e5) was calculated using Eq. (6) 
[18]. It was calculated by converting the number of keystrokes 
to the number of words. It was then divided by 5 to calculate 
the average word length in characters including spaces, num-
bers, and other printable characters [18]. Then, misNum (mis-
take key number) was subtracted. Finally, the typing speed was 
divided by time. The outputs of this sub-stage are the feature 
values e2, e3, e4, e5, which were saved in the feature vector e.

3.3  Stage 3: engagement recognition

The input to the engagement recognition stage is a feature 
vector that occurs every 2 min (e1, e2, e3, e4, e5). This stage 
generates the students’ engagement levels, such as strong, 
high, or medium engagements using the feature vector (e1, 
e2, e3, e4, e5) as an input to the Naive Bayes (NB) classifier 
trained in offline work.

4  Experimental evaluation

In this section, we represent the datasets and validation con-
ditions and present a discussion of the experimental results 
in order to evaluate all the techniques used and the contribu-
tions of this paper.

4.1  Datasets and validation conditions

In this study, we used facial expression recognition 
(FER2013) and real-world affective faces (RAF) public 
datasets in order to train the mini-Xception model [11]. The 
latter recognized emotions from facial expressions. The 
RAF dataset contains 12,271 real-world images, whereas 
the FER2013 dataset includes 35,887 images. Each picture 
belongs to one of these classes: “anger”, “disgust”, “fear”, 
“happiness”, “sadness”, or “surprise.”

In addition, we built four student engagement datasets (1, 
2, 3, and 4) by conducting many meetings with students over 
four months. We gathered our datasets through performance 
tasks/sessions in university computer labs. These tasks were 
performed on a computer desktop in a computer lab at King 
Abdul-Aziz University (KAU). Each video was recorded 
by the webcam of a desktop computer in each session. In 

(5)e4 =

n
∑

i=1

Action
i
∈ Key

(6)
e5 =

((

e4

5

)

−misNum
)

time

addition, the volunteers sat in front of the computer to perform 
the task directly. We built a data collection program that col-
lects mouse movement/keyboard keystroke features. We used 
the key frame algorithm for all videos. The volunteers were 
students in electrical engineering or computer science fields 
at KAU. Their ages ranged between 19 and 23. We recorded 
164 videos from 110 volunteers during their task performance 
(facial expressions, mouse, and keyboard information). All 
four datasets include these engagement levels together with 
basic emotions. Moreover, we collected mouse movements 
and keyboard keystrokes only for datasets 2, 3, and 4. These 
features were selected depending on both the review of affec-
tive mouse/keyboard features and our lab activities. Thus, 
we had five features in datasets 2, 3, and 4 (the number of 
clicks, mouse speed, number of keys, typing speed, composite 
engagement values). Dataset 1 had only one feature (compos-
ite engagement values). The emotions of each volunteer were 
monitored by observing facial expressions. Each emotion was 
also recorded during the observation period. We collected a 
self-report from each volunteer at the end of the session to 
determine his/her feelings and engagement.

Engagement was labeled in all four datasets by observa-
tions, self-reports for each student, and the affective model of 
this study [8]. In observations, the emotions of each volunteer 
were monitored by observing facial expressions. Each emo-
tion that appeared was recorded with the time of observation. 
In addition, the engagement level was reported in the whole 
session. Sometimes, we could not decide the exact engage-
ment level during observation. In those cases, we returned to 
the affective model [8] and decided the suitable engagement 
level. In addition, we used a self-report for each volunteer at 
the end of the session in order to determine his/her feelings 
and engagement. At the end of the session, we asked each 
volunteer to watch the recorded video. Then, they selected 
their feelings and engagement levels from emotion and 
engagement tables in self-report forms. Finally, they wrote 
the exact time when their feelings appeared in the video.

To assess our multimodal approach for engagement level 
recognition, we applied well-known engagement recognition 
evaluation metrics: accuracy and MSE. In the next sub-sec-
tions, we will present the results of two main experiments: in 
the first experiment, we validated the techniques used in the 
proposed approach. In the second experiment, we evaluated 
and validated our contributions. In the proposed method, we 
combined two datasets (2 and 3, called the KM dataset) as a 
training set and used the fourth dataset for testing. In the fol-
lowing sub-sections, all results are presented and discussed.

4.2  Experimental results and discussion

In this section, several experiments are presented not only to 
examine the research choices of the techniques used in the 
proposed method, but also to evaluate the suggested method.
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4.2.1  Experiment 1: Validate the research choices 
of the techniques used in the proposed method

The proposed method used different techniques, such as the 
mini-Xception model, feature selection, dataset split, and 
generated model using a classifier. In the following sub-
sections, all the techniques used are evaluated and proven.

4.2.1.1 Experiment 1.1: Assessing the  mini‑Xception model 
with different training datasets We utilized the mini-Xception 
model proposed in [11] for emotion recognition. This model 
has been trained on both RAF [19] and FER2013 [20] data-
sets. The accuracy values of the RAF dataset and the FER2013 
dataset were 83% and 66%, respectively. Therefore, we tested 
the generated models on our datasets. The accuracy of testing 
the models on the first and second datasets was higher when 
the mini-Xception model was trained by FER2013 (82% and 
94%, respectively) compared to that trained by RAF (55% and 
40%, respectively). This can be explained by the fact that our 
dataset is more similar to the FER2013 dataset than to the 
RAF dataset. Thus, in our approach, we considered the mini-
Xception model that was trained on FER2013. The recorded 
accuracies (Accu.) of emotion detection were 95%, 94%, and 
82% on dataset 4, datasets 2 and 3, and dataset 1, respectively. 
In addition, we measured the MSE between the predicted 
value and the actual value of emotions. We recorded 0.17 and 
0.047 on datasets 1 and 2, respectively. On datasets 3 and 4, we 
obtained the same accuracy rates with significant differences 
in the MSE (0.024 and 0.04, respectively).

4.2.1.2 Experiment 1.2: Evaluating the  efficiency 
of  the selected classifier In our experiments, several clas-
sifiers (Decision Tree [DT], K-Nearest Neighbors [KNN], 
Support Vector Machine [SVM], and Naive Bayes [NB]) 
were examined and tested. We evaluated the pertinence of 
our features through the Relief-F feature selection method. 
We tested the detection models with different feature set 

percentages. The best results (81.60–87.80%) were obtained 
with 100% of the features. In addition, we examined many 
options to train the classifier. The best results were given 
by a seven-fold cross-validation (81.60–87.80%) and 
percentage split of 85% for training and 15% for testing 
(78.57–92.85%). The NB classifier provides better results 
on the KM dataset (92.85%) than the other classifiers (DT 
[85.71%], KNN [85.71%] and SVM [78.57%]). In our work, 
the NB classifier is used to generate the predicted model.

4.2.2  Experiment 2: Validating the proposed method

In this experiment, we evaluated the proposed model to 
detect engagements based on three single modalities, three 
dual modalities, and a multimodal approach. The accuracy 
of detecting engagement levels on dataset 4 based on facial 
emotions provided a good result (76.19%). However, engage-
ment detection based on both mouse movements and key-
board keystrokes provided poor results (40.47% and 28.57%, 
respectively). Thus, facial emotions have more significant 
impact on engagement detection than the other two modali-
ties. The accuracy of detecting engagement levels on data-
set 4 based on facial emotions and mouse movements pro-
vided a better result (90.47%) than the other dual modalities: 
80.95% for both facial emotions and keyboard keystrokes, 
and 42.85% for both mouse movements and keyboard key-
strokes. We tested the proposed model to detect engage-
ments based on the multimodal approach. The accuracy of 
detecting engagement levels on dataset 4 based on the mul-
timodal approach (facial emotions, mouse movements, and 
keystrokes) provided higher results than the other dual or 
single modalities. The multimodal approach gave an accuracy 
value of 95.23% with the smallest MSE rate (0.04). Thus, the 
analysis of students’ behaviors based on the selected modali-
ties improves the performance of engagement detection. The 
results are shown in Table 1 (best results bolded).

Table 2  Comparison between the engagement level of our proposed model and the state-of-the-art methods

Work Modality Classifier Engagement level Tasks Dataset description Engagement 
level accuracy 
(%)

[4] Emotions from facial expres-
sions (one)

SVM Very engaged, engaged 
in the task, nominally 
engaged, not engaged 
at all

Set game 34 volunteers 72.9
Each volunteer sat in a private 

room
one session

[9] Emotions from facial expres-
sions, eye gazes, and mouse 
behaviors (three)

SVM High, medium, or low 
attention

Reading task 6 volunteers 75.5
Three sessions with quiet and 

noisy environments
Our mul-

timodal
Emotions from facial 

expressions, mouse, and 
keyboard behaviors 
(three)

Naive 
Bayes

Strong, high, and 
medium engagements

Writing task 42 volunteers 95.23
Each volunteer performs the 

writing task in different 
scenarios
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4.2.3  Experiment 3: Evaluating the efficiency 
of the multimodal approach in online contexts

This experiment aims to evaluate the efficiency of the pro-
posed approach in order to detect the engagement level 
online. This evaluation is necessary to ensure the efficiency 
of the proposed multimodal approach as an independent 
real-time engagement detection solution. It involves two 
parts: (1) testing the different scenarios presented online and 
(2) evaluating the execution time of the proposed approach.

4.2.3.1 Experiment 3.1: Online testing under different sce‑
narios A range of 21 live streaming scenarios were used 
on three volunteers in three different sessions. Three videos 
in different scenarios were incorrectly classified ([video 3, 
scenarios 3 and 7] and [video 1, scenario 10]). The accuracy 
value was 93.3% and MSE was 0.06.

4.2.3.2 Experiment 3.2: Execution time for  the  multimodal 
approach In this experiment, we measured the execution 
time of the proposed multimodal approach. The execution 
time was accomplished by measuring the total processing 
time of each stage per frame. By doing so, we determined 
how easily our proposed multimodal approach can detect 
student engagement levels in real time. Furthermore, the 
execution time of feature extraction and emotion detection 
was based on the number of frames. The execution time 
of feature extraction (196.779 ms) and emotion detection 
(86.493 ms) in real time tends to increase with an increase in 
the number of frames. Composite engagement value extrac-
tion and engagement detection after 2 min took 0.035 ms and 
0.401 ms, respectively. The total execution time was 0.28 s.

4.2.4  Experiment 4: A comparison between the multimodal 
approach and the state‑of‑the‑art methods

We compared the accuracy of our work with the state-of-the-
art methods [4, 9] as reported in Table 2. Our proposed multi-
modal approach (bolded cells) provided higher accuracy than 
the other methods used by Whitehill et al. and Li et al. [4, 9]. 
This can be explained by the fact that our approach used key-
board and mouse behaviors together with emotion modalities. 
Whitehill et al. used only emotion modalities, while Li et al. 
utilized emotion and mouse modalities. Keyboard and mouse 
methods have proven to improve the engagement detection 
accuracy when combined with emotion modalities.

Whitehill et al.’s approach used the facial expression 
method with boost (Box filter) and SVM (Gabor method). 
They achieved an accuracy rate of 72.9% with four engage-
ment levels [4]. Li et al.’s approach employed facial expres-
sions like eye gazes, the mouse behavior method with its 
geometric features, and CLM and SVM classifiers. They 
used three engagement levels. They achieved an accuracy 

value of 75.5%. Our approach used multimodal facial 
expressions, mouse, and keyboard behaviors with CNN tech-
niques. We achieved an accuracy rate of 95.23% with five 
engagement levels. We improved the engagement detection 
task by 20% compared to the other approaches.

4.2.5  Experiment 5: quantitative analysis

We analyzed keyboard and mouse features. Based on the 
results of analyzed, mouse and keyboard behaviors provide a 
good accuracy value when combined with emotion features. 
If both keyboard and mouse features are low, they will not be 
effective on engagement levels. In contrast, if the mouse speed 
feature is high and the other features are low, the final engage-
ment level will be effective with an emotion engagement value 
ranging between 0 and 100. If the number of click features is 
high and the other features are low, the final engagement level 
will be effective with an emotion engagement value ranging 
from 0 to 100. Moreover, if the number of keystroke features 
is high and the other features are low, the final engagement 
level will be effective with an emotion engagement value rang-
ing between 0 and 15,000. Finally, if all the features are high, 
the final engagement level will be effective with an emotion 
engagement value ranging between 0 and 15,000. As a conse-
quence, thanks to our proposed multimodal architectures, we 
can detect student engagement levels more efficiently com-
pared to both single and dual modalities.

5  Conclusion

In this paper, we proposed an automatic multimodal approach 
to measure student engagement. To provide more robust and 
accurate student engagement measurements, we combined 
and analyzed three modalities representing students’ behav-
iors: (1) emotions from facial expressions, (2) keyboard key-
strokes, (3) and mouse movements. Such a solution operates 
in real time while offering the exact level of engagement and 
using the least expensive equipment possible. Our suggested 
multimodal approach is made up of three stages, namely data 
acquisition, feature extraction, and engagement recognition. 
We conducted several experiments to validate our approach. 
We evaluated the engagement level detection with single, 
dual, and multiple modalities. Based on the multimodal 
approach, the engagement level detection provided more accu-
rate results than dual and single modalities. We recorded accu-
racy rates of 95.23%, 90.47%, and 76.19% for the multimodal 
approach, dual modality, and single modality, respectively. We 
evaluated the efficiency of the multimodal approach online. 
We recorded an accuracy value of 93.3% with 0.06 MSE. We 
compared our multimodal approach with the state-of-the-art 
methods. We recorded accuracy rates of 95.23%, 75.59%, and 
72.9% for our multimodal approach, [9], and [4], respectively. 
Our future work includes the following:
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• Evaluate a multimodal approach with a negative engage-
ment level

• Analyze students’ body movements and emotions in 
order to define a complete behavior for each engagement 
level

• Assess other emotions in the proposed affective model
• Apply our multimodal approach to students with special 

needs and other communities
• Integrate this approach in a smart online learning system.
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