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Abstract

This paper considers the problem of unsupervised person

re-identification (re-ID), which aims to learn discriminative

models with unlabeled data. One popular method is to ob-

tain pseudo-label by clustering and use them to optimize the

model. Although this kind of approach has shown promis-

ing accuracy, it is hampered by 1) noisy labels produced by

clustering and 2) feature variations caused by camera shift.

The former will lead to incorrect optimization and thus hin-

ders the model accuracy. The latter will result in assign-

ing the intra-class samples of different cameras to different

pseudo-label, making the model sensitive to camera vari-

ations. In this paper, we propose a unified framework to

solve both problems. Concretely, we propose a Dynamic

and Symmetric Cross-Entropy loss (DSCE) to deal with

noisy samples and a camera-aware meta-learning algo-

rithm (MetaCam) to adapt camera shift. DSCE can allevi-

ate the negative effects of noisy samples and accommodate

the change of clusters after each clustering step. MetaCam

simulates cross-camera constraint by splitting the training

data into meta-train and meta-test based on camera IDs.

With the interacted gradient from meta-train and meta-test,

the model is enforced to learn camera-invariant features.

Extensive experiments on three re-ID benchmarks show the

effectiveness and the complementary of the proposed DSCE

and MetaCam. Our method outperforms the state-of-the-art

methods on both fully unsupervised re-ID and unsupervised

domain adaptive re-ID.

1. Introduction

Person re-identification (re-ID) attempts to find matched

pedestrians of a query in a non-overlapping camera sys-
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Figure 1. Illustration of camera variations in person re-ID (a) and

the comparison between methods trained without or with the pro-

posed MetaCam ((b) and (c), respectively). Different colors rep-

resent different identities and different shapes indicate different

camera IDs. At the initial state, samples under different cameras

may suffer from appearance changes of viewpoints ((1) & (2)), il-

lumination ((3) & (4)), and other factors. Without considering this

factor, the trained model may be sensitive to camera variations and

may wrongly split intra-class features to different centers. Our

proposed MetaCam enables the model to learn camera-invariant

features by explicitly considering cross-camera constraint.

tem. Recent CNN-based works [31, 35] have achieved

impressive accuracies, but their success is largely depen-

dent on sufficient annotated data that require a lot of label-

ing cost. In contrast, it is relatively easy to obtain a large

collection of unlabeled person images, fostering the study

of unsupervised re-ID. Commonly, unsupervised re-ID can

be divided into two categories depending on whether us-

ing an extra labeled data, i.e., unsupervised domain adap-

tation (UDA) [37, 49, 7] and fully unsupervised re-ID

(FU) [19, 20, 42]. In UDA, we are given a labeled source

domain and an unlabeled target domain. The data of two

domains have different distributions and are used to train

a model that generalizes well on the target domain. The

fully unsupervised re-ID is more challenging since only un-

labeled images are provided to train a deep model. In this

study, we will mainly focus on this setting, and call it as

unsupervised re-ID for simplicity.
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Recent popular unsupervised re-ID methods [19, 34, 20,

42] mainly adopt clustering to generate pseudo-label for un-

labeled samples, enabling the training of the model in a su-

pervised manner. Pseudo-label generation and model train-

ing are applied iteratively to train an accurate deep model.

Despite their effectiveness, existing methods often ignore

two important factors during this process. (1) Noisy labels

brought by clustering. The clustering algorithm cannot en-

sure intra-samples to be assigned with the same identity,

which inevitably will introduce noisy labels in the labeling

step. The errors of noisy labels will be accumulated during

training, thereby hindering the model accuracy. (2) Feature

variations caused by camera shifts. As shown in Fig. 1,

intra-class samples under different cameras may suffer from

the changes of viewpoint (e.g., (1) and (2) in Fig. 1), illu-

mination (e.g., (3) and (4) in Fig. 1), and other environmen-

tal factors. At the start of unsupervised learning (“initial

state” in Fig. 1), these significant variations will cause large

gaps between the intra-class features of different cameras.

In such a situation, it is difficult for the clustering algorithm

to cluster samples with the same identity from all cameras

into the same cluster. Consequently, training with the sam-

ples mined by the clustering will lead to unexpected sep-

aration for intra-class samples (“w/o MetaCam” in Fig. 1)

and the model might be sensitive to camera variations dur-

ing testing. In this paper, we attempt to solve the above two

crucial problems for robust unsupervised re-ID.

For the first issue, we try to adopt the technique of learn-

ing with noisy labels (LNL) for robust training. LNL is

well-studied in image classification, however, most of the

existing methods cannot be directly applied to our sce-

nario. This is because the centers and pseudo-label will

change after each clustering step. To overcome this diffi-

culty, this paper proposes a dynamic and symmetric cross-

entropy loss (DSCE) for unsupervised re-ID. We maintain

a feature memory to store all image features, which enables

us to dynamically build new class centers and thus to be

adaptable to the change of clusters. With the dynamic cen-

ters, a robust loss function is proposed for mitigating the

negative effects caused by noisy samples.

For the second issue, we attempt to explicitly consider

camera-invariant constraint during training. Indeed, person

re-ID is a cross-camera retrieval process, aiming to learn

a model that can well discriminate samples under different

cameras. If a model trained with samples from some of the

cameras can also generalize to distinguish samples from the

rest of the cameras, then, we could obtain a model that can

extract the intrinsic feature without camera-specific bias and

is robust to camera changes. Inspired by this, this paper in-

troduces a camera-aware meta-learning (MetaCam), which

aims to learn camera-invariant representations by simulat-

ing the cross-camera re-identification process during train-

ing. Specifically, MetaCam separates the training data into

meta-train and meta-test, ensuring that they belong to en-

tirely different cameras. We then enforce the model to learn

camera-invariant features under both camera settings by up-

dating the model with meta-train and validating the updated

model with meta-test. Along with learning from different

meta divisions, the model is gradually optimized to gener-

alize well under all cameras. As shown in Fig. 1, Meta-

Cam gathers intra-class features of different cameras into

the same cluster, which is beneficial for mining pseudo-

label and learning camera-invariant features. In summary,

our main contributions can be summarized in three aspects:

• We propose a dynamic and symmetric loss (DSCE),

which enables the model to be robust to noisy labels

during training in the context of changes of clusters

and thus promotes the model performance.

• We propose a camera-aware meta-learning algorithm

(MetaCam) for adapting the shifts caused by cameras.

By simulating the cross-camera searching process dur-

ing training, MetaCam can effectively improve the ro-

bustness of the model to camera variations.

• We introduce a unified framework that can jointly take

advantage of the proposed DSCE and MetaCam, en-

abling us to learn a more robust re-ID model.

Extensive experiments on three large-scale datasets

demonstrate the advantages of our DSCE and MetaCam for

the fully unsupervised re-ID. Besides, further experiments

on the UDA setting show that our method can also achieve

state of the art.

2. Related Work

2.1. Unsupervised Person ReID

Unsupervised person re-ID can be categorized into Fully

Unsupervised Re-ID (FU) [19, 20, 42] and Unsupervised

Domain Adaptation (UDA) [49, 41, 18, 24]. The former

tries to train a re-ID model with only unlabeled data while

the latter attempts to leverage labeled source data and un-

labeled target data to train a model for the target domain.

Although training under different data conditions, most

methods for UDA and FU adopt similar learning strategies,

which can be summarized into methods based on pseudo-

label discovery [6, 7, 19, 42] and methods based on align-

ment [2, 37, 24, 52]. The methods based on pseudo-label

discovery rely on the iteration of pseudo-label mining and

model fine-tuning, such as BUC [19], SSG [6], HCT [42]

and SpCL [8]. Despite their success, these methods might

suffer from noisy samples obtained in the pseudo-label min-

ing process. The alignment-based methods try to align dis-

tribution shift (e.g., camera shift or domain shift) in image

level or feature level. In FU, we only have one dataset,

therefore we mainly focus on reducing the camera shift in

dataset. Zhong et al. [48] propose to align camera shift of
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Figure 2. Our training framework for unsupervised re-ID includes two training stages, i.e., “Mining Pseudo-Label” stage and “Meta-

Optimization”. The first stage assigns samples with pseudo-label based on DBSCAN [4]. The second stage splits the training data into

meta-train and meta-test sets based on camera labels and optimizes the model with the proposed meta-learning strategy. This camera-aware

meta-learning (MetaCam) encourages the model to learn camera-invariant features. To reduce the negative impact of noisy labels, we also

propose a dynamic and symmetric cross-entropy loss (DSCE) that is used for both meta-train and meta-test data.

the target samples by camera-to-camera style transfer [51].

Yu et al. [41] attempt to align the camera shift with 2-

Wasserstein distance. The former is sensitive to distorted

images in the generation process while the latter should be

implemented under the precondition that features of pedes-

trians satisfy Gaussian distribution. Different from these

two works, this paper aligns the camera shift by simulating

the cross-camera process during training, instead of gener-

ating virtual images or learning based on prior assumptions.

2.2. Learning with Noisy Labels

Recent studies on learning with noisy labels (LNL)

can mainly be categorized into sample re-weighting meth-

ods [28, 1, 11, 40], label correction methods [15, 33, 39] and

robust loss designing methods [9, 36, 43]. Re-weighting

methods assign clean samples with higher weights during

the training process. Shu et al. [28] attempt to train an addi-

tional network with meta-learning for sample re-weighting.

However, it requires additional clean data to be meta-test

set during optimization, which may not be available in real-

world applications. Co-teaching [11] proposes to remove

noisy samples with a pair of networks. It can also be re-

garded as re-weighting methods, since the removed samples

can be regarded as being assigned with zero weights. Label

correction methods [15, 33, 39] try to identify noisy samples

and correct their labels during training. These methods also

require additional clean data to assist the model to correct

labels. For robust loss functions, Ghosh et al. [9] propose a

theory to check the robustness of loss functions and find that

mean absolute error loss (MAE) is robust to noisy labels.

However, the gradient saturation of MAE prevents it from

obtaining satisfactory performance. To address this prob-

lem, Wang et al. [36] propose a symmetric cross-entropy

loss for robust learning. Our work leverages the finding

of [9, 36] and proposes a dynamic and symmetric cross-

entropy loss to resist noisy labels produced by clustering.

2.3. Meta Learning

Meta-learning aims to learn new tasks with limited train-

ing samples and can be classified into optimizing-based [5,

23, 25], model-based [27, 22] and metric-based [31, 29, 32]

methods. Our work is closely related to optimizing-based

meta-learning methods, which try to obtain a good initial-

ized weight for fast adaptation for new tasks. Finn et al. [5]

propose model-agnostic meta-learning (MAML) to acquire

the ideal weight by stimulating the learning process of new

tasks with meta-test set. Subsequently, Reptile [23] speeds

up the learning process of MAML with a first-order ap-

proximation. Recently, MAML has been widely used in

computer vision tasks such as noisy label learning [28], do-

main generalization [16] and face recognition [10]. For

the line of unsupervised learning, Hsu et al. [13] attempt

to solve the few-shot problem with unlabeled meta-train

data and labeled meta-test data. Different from the above

works, we implement meta-learning in the context of fully-

unsupervised re-ID, where no labeled data are provided. In

addition, this paper adopts the meta-learning to overcome

the domain shift in re-ID, considering a completely differ-

ent problem compared to existing meta-learning methods.

3. Methodology

Preliminary. In the unsupervised person re-ID, we are pro-

vided with an unlabeled dataset U = {x1, x2, ..., xN} with

N images captured by Ncam cameras. Generally, the distri-

butions of images from different cameras will vary greatly.

The goal is to learn a model F parameterized by θ with U ,

which can extract discriminative person feature f ∈ R
d×1

for retrieval.

3.1. The Overall Framework

Our overall framework is presented in Fig. 2, which

can be summarized into iterations of two stages: Mining
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Pseudo-Label and Meta-Optimization. In stage one, we first

extract features for all training samples and then use DB-

SCAN [4] to assign pseudo-label for them. In stage two,

we aim to use the generated pseudo-label to train the model.

Specifically, we maintain a memory W , which saves the

features of all samples and is dynamically updated during

training. The memory enables us to effectively train the

model with changing pseudo-label obtained from the first

stage. During training, we split the dataset U into meta-

train setMtr and meta-test setMte based on camera labels.

The model is trained with our proposed camera-aware meta-

learning (MetaCam) strategy, which encourages the model

to learn camera-invariant features. In addition, we propose

a dynamic and symmetric cross-entropy loss (DSCE) for re-

sisting noisy labels. These two stages are repeatedly iterated

till the model converges.

3.2. Mining PseudoLabel

To enable training on the unlabeled dataset U , this pa-

per adopts a popular way for generating pseudo-label, i.e.,

clustering-based strategy [30, 34]. Specifically, we first ex-

tract pooling-5 features for U by a re-ID model, which is

initially pre-trained with ImageNet and will be updated in

the training process. Given the extracted features, we com-

pute their pair-wise Euclidean distances and calculate their

Jaccard distances with k-reciprocal nearest neighbours [46].

The obtained Jaccard distances are used to generate pseudo-

label for U with DBSCAN [4]. Since DBSCAN is a density-

based clustering algorithm, it only assigns pseudo-label to

high-confident samples (inliers) and remains low-confident

samples as outliers. To fully utilize training samples in U ,

we assign outliers with pseudo-label based on their cor-

responding nearest neighbours. Based on the above pro-

cess, we produce pseudo-label for the unlabeled samples,

which can be used for model optimization. However, due to

the poor model initialization and camera variations, intra-

identity samples might be assigned with different pseudo-

label and inter-identity samples might be assigned with the

same pseudo-label. Training with such noisy labels un-

doubtedly will hamper the model optimization and thus re-

duce the model performance. To address this problem, we

propose DSCE loss and MetaCam for robust learning and

overcoming the camera variations.

3.3. Training with DSCE Loss

Clustering-based unsupervised re-ID largely depends

on the iteration between clustering and model optimizing

stage [30, 42]. There are two challenges in this process.

(1) The number of centroids may change after each iter-

ation, hindering the utilization of traditional cross-entropy

loss that requires a fixed number of identities. (2) Cluster-

ing algorithm may bring a large amount of noisy samples in

both inliers and outliers, which hurts model optimization.

For the first challenge, inspired by [17], we propose a

dynamic cross-entropy loss, which can be effectively uti-

lized against the changing of centers. Specifically, we main-

tain a memory W that saves features for all training sam-

ples. During training, we construct online centroids from

the memory by directly averaging over memory features

that assigned with the same pseudo-label. The dynamic

cross-entropy loss is formulated as,

Ldce(fi; θ) = −ŷ
T

i
log

[

Softmax(CTfi/τ)
]

, (1)

where C ∈ R
Nc×d represents the feature centers of each

pseudo identity, Nc is the number of clusters, d is the fea-

ture dimension, and Softmax(·) is the element-wise soft-

max function. fi is the feature of i-th training sample ex-

tracted by the current model. ŷi ∈ R
Nc×1 is the one-hot

vector indicating the pseudo identity of i-th sample.

For the second challenge, we aim to design a robust loss

function for resisting noisy labels. Ghosh et al. [9] pro-

pose a theory to check whether a loss function L is robust

to noisy samples, which can be formulated as:

Nc
∑

k=1

L(f , k) = Z, (2)

where Nc is the number of categories and Z is a constant.

The above formula indicates that for any sample f and loss

function L, the sum of losses about classifying f to all cat-

egories (i.e., 1 to Nc) should be a constant if L is noise-

tolerant. By utilizing this theory and drawing the inspiration

from [36], we introduce a dynamic and symmetric cross-

entropy loss (DSCE) as:

Ldsce(fi; θ) = −
[

Softmax(CTfi/τ)
]T

log
[

Softmax(ŷi)
]

.

(3)

Different from [36], we adopt the softmax normalization

to avoid the computational problem brought by log 0 in one-

hot vector ŷi. The proposed Ldsce utilizes a memory bank

to adapt to the changing clusters in unsupervised re-ID and

it also satisfies Eq. 2 (see supplementary material for de-

tails). Considering the good convergence of Ldce, the com-

bined loss for optimization is:

Lc(fi; θ) = Ldce + Ldsce. (4)

After each backpropagation step, we update the feature

memoryW with the following rule:

W[i] = αW[i] + (1− α)fi, (5)

where α ∈ [0, 1] is the updating rate.
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3.4. CameraAware MetaLearning

The previous training scheme offers a basic solution to

unsupervised re-ID, but it ignores the impact of camera

shift, which is crucial for optimizing a robust re-ID model.

The appearance of pedestrians under different cameras may

suffer from the changes of viewpoint, illumination, and

other environmental factors, leading to a large gap between

intra-class features. Without considering this phenomenon,

the trained model might be sensitive to the camera varia-

tions, which may decrease the clustering results and thus

hampers the model optimization. To address this problem,

we propose a camera-aware meta-learning strategy (Meta-

Cam) to help the model learn a camera-invariant represen-

tation, which includes the following four steps: Meta-Sets

Preparation, Meta-Train, Meta-Test, and Meta-Update.

Meta-Sets Preparation. In the proposed MetaCam, we

aim to align the camera shift by simulating the cross-camera

constraint during training. Given the training samples col-

lected from Ncam cameras, we split the training set into the

meta-train set and meta-test set based on the camera labels.

Specifically, we randomly select samples of Nmtr cameras

as the meta-train setMtr and regard the samples of the rest

Ncam −Nmtr cameras as the meta-test setMte. Next, we

will introduce how to utilize the generated meta-sets to learn

a camera-invariant model.

Meta-Train. We calculate the meta-train loss on the

mini-batch examples mtr sampled fromMtr with the pro-

posed loss Lc in Eq. 5, formulated as:

Lmtr(F(mtr); θ) =
1

Nb

Nb
∑

i=1

Lc(fi; θ), (6)

where Nb is the batch size. By updating model parameters θ
with SGD optimizer, we obtain a temporary model parame-

terized by θ
′

for further optimization in the Meta-Test step.

The temporary model is obtained by:

θ
′

= θ − γ
∂Lmtr

∂θ
, (7)

where γ is the learning rate.

Meta-Test. In the meta-test step, we aim at validating

the accuracy of the temporary model θ
′

on meta-test sam-

ples. To achieve this goal, we sample a mini-batch with Nb

images from Mte and compute the meta-test loss, formu-

lated as:

Lmte(F(mte); θ
′

) =
1

Nb

Nb
∑

i=1

Lc(fi; θ
′

). (8)

Meta-Update. In this step, we update the model with

the combination of meta-train loss and meta-test loss, which

can be written as:

Lmeta(F(mtr),F(mte); θ) = Lmtr + Lmte. (9)

Algorithm 1 The training procedure of proposed method.

Inputs: Unlabeled data U captured by Ncam cameras,

batch size Nb, re-ID model F parameterized by θ, feature

memory W , number of meta-train cameras Nmtr, training

epoch epoch, learning rate γ, updating rate α.

Outputs: Optimized model F parameterized with θ∗.

1: InitializeW with 0;

2: for i in epoch do

3: // Stage 1: Mining Pseudo-Label.

4: Generate pseudo-label for U with DBSCAN;

5: // Stage 2: Meta-Optimization.

6: // Step 1: Meta-sets Preparation.

7: Select samples from Nmtr random cameras asMtr

and regard samples of the rest cameras asMte.

8: repeat

9: Sample mini-batch with Nb meta-train samples

mtr and Nb meta-test samples mte .

10: //Step 2: Meta-Train.

11: Compute meta-train loss on mtr with Eq. 6;

12: Obtain temporary θ
′

with Eq. 7;

13: //Step 3: Meta-Test.

14: Compute meta-test loss on mte with Eq. 8;

15: // Step 4: Meta-Update.

16: Compute combined loss with Eq. 9;

17: Update θ with gradient computed by Eq. 10;

18: UpdateW with mtr and mte based on Eq. 5;

19: untilMtr andMte are enumerated;

20: end for

21: θ∗ ← θ.

22: Return F parameterized with θ∗.

It should be noted that although the meta-test loss is com-

puted based on temporary model θ
′

, the derivative w.r.t. θ
can also be obtained with the chain rule. Specifically, the

derivative of Lmeta w.r.t. the θ can be formulated as:

∂Lmeta

∂θ
=

∂Lmtr

∂θ
+

∂Lmte

∂θ′

∂θ
′

∂θ
. (10)

To sum up, the overall training process of our method is

listed in Alg. 1.

Remark. From Eq. 10, we can observe that the pro-

posed MetaCam encourages the model to be optimized to

the direction that can perform well not only on samples

from meta-train cameras but also on samples from meta-

test cameras. The meta-test loss can be considered as a

regularization term, which can lead the model to produce

discriminative representations with high-order gradients.

4. Experiments

Datasets and Evaluation Protocol. We evaluate our

method on the three large-scale re-ID benchmarks, i.e.,
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Table 1. Comparison with state-of-the-arts (fully unsupervised). Our method out performs current unsupervised re-ID algorithms. “*”:

Reproduced by [3], “†”: Reproduced based on the authors’ code.

Methods Venue
DukeMTMC-reID Market-1501 MSMT-17

mAP rank-1 rank-5 mAP rank-1 rank-5 mAP rank-1 rank-5

OIM [38] CVPR’17 11.3 24.5 38.8 14.0 38.0 58.0 - - -

BUC [19] AAAI’19 27.5 47.4 62.6 38.3 66.2 79.6 3.4* 11.5* 18.6*

SSL [20] CVPR’20 28.6 52.5 63.5 37.8 71.1 83.8 - - -

MMCL [34] CVPR’20 40.2 65.2 75.9 45.5 80.3 89.4 - - -

HCT [42] CVPR’20 50.7 69.6 83.4 56.4 80.0 91.6 - - -

ECN† [49] CVPR’19 24.5 49.0 61.7 30.3 63.5 79.0 3.1 10.2 15.5

AE [3] TOMM’20 39.0 63.2 75.4 54.0 77.5 89.8 8.5 26.6 37.0

WFDR† [41] CVPR’20 42.4 62.0 75.1 50.1 72.1 80.5 8.6 22.3 32.5

Ours This work 53.8 73.8 84.2 61.7 83.9 92.3 15.5 35.2 48.3

Table 2. Ablation study on the proposed method. “Outliers”: In-

cluding outliers into training data. “DSCE”: training with DSCE

loss. “MetaCam”: training with MetaCam.

No.
Attributes DukeMTMC-reID Market-1501

Outliers DSCE MetaCam mAP rank-1 mAP rank-1

1 × × × 6.8 16.6 6.6 17.5

2 X × × 39.2 59.7 51.2 73.2

3 X X × 43.4 62.8 53.9 74.8

4 X × X 51.1 71.2 59.4 82.1

5 X X X 53.8 73.8 61.7 83.9

Market-1501 (Market) [44], DukeMTMC-reID (Duke) [26,

45] and MSMT-17 (MSMT) [37]. Market includes 32, 668
images from 1, 501 persons under six cameras. Duke is

composed of 36, 411 labeled images of 1, 404 identities

from eight cameras. MSMT has 126, 441 samples from

4, 101 pedestrians captured by fifteen cameras. For each

dataset, nearly half of the identities are used for training

and the remaining identities are used for testing. We adopt

mAP and rank-1/5 accuracy for evaluation.

Implementation Details. We adopt the ResNet-50 [12]

as the backbone. The “exemplar-invariance” constraint in

ECN [49] is used to initialize our model and memory for 5

epochs. In our method, the number of cameras in the meta-

train set Nmtr are set to 3, 4 and 7 for Market, Duke and

MSMT, respectively. During training, we set the learning

rate γ = 3.5× 10−4, batch size Nb = 64, temperature fac-

tor τ = 0.05, updating rate α = 0.2. Images are resized to

256 × 128. We use random crop, random flip and random

erasing [47] for data augmentation. The model is updated

by the Adam optimizer. We train the model with 40 epochs

in total, i.e., max epoch = 40. During testing, we extract

2048-dim pooling-5 features for retrieval.

4.1. Comparison with StateoftheArt

We evaluate our method on Market, Duke and MSMT

and compare it with state-of-the-art methods: including

OIM [38], BUC [19], SSL [20], MMCL [34], HCT [42],

ECN [49], AE [3] and WFDR [41]. To fairly compare our

MetaCam with WFDR [41] that aligns the camera feature

shift with 2-Wasserstein distance, we implement WFDR in

our framework by replacing MetaCam with WFDR. We

also reproduce ECN [49], which is an unsupervised do-

main adaptation method and considers the camera shift,

based on the provided source code. From Tab. 1, we make

the following two conclusions. (1) Our method achieves

the best results on three large-scale datasets. Specifically,

we achieve mAP=53.8% and rank-1 accuracy=73.8% for

Duke, mAP=61.7% and rank-1 accuracy=83.9% for Mar-

ket, and mAP=15.5% and rank-1 accuracy=35.2% for

MSMT. Compared to the currently best published method

HCT [42], our method surpasses it by 3.1% on Duke and

5.3% on Market in mAP. This demonstrates that our method

produces the new state of the art result for unsupervised per-

son re-ID. (2) Compared to methods (ECN [49], AE [3],

and WFDR [41]) that consider the camera variations during

model training, our method produces significantly higher

results. Specifically, when using the same framework, our

method (w/ MetaCam) clearly outperforms WFDR [41] in

all datasets. This demonstrates the effectiveness of the pro-

posed MetaCam in addressing the camera shift for unsuper-

vised re-ID.

4.2. Ablation Study

We conduct experiments to investigate three important

components of our methods, i.e.1) using outliers that assign

labels for low-confident samples generated by clustering, 2)

DSCE loss that is designed to prevent the model from over-

fitting on noisy samples, and 3) MetaCam that is proposed

to overcome camera variations. Ablative experiments on

these three components are reported in Tab. 2.

The effectiveness of using outliers. Without using these

three components, the model achieves poor results on both

datasets. The main reason is that DBSCAN will regard most

of the samples as outliers with features extracted by the poor

initial model, leading to the limited training samples during

optimization and thereby produces undesired results. When

using outliers during training, the results are significantly

improved. This demonstrates the importance of assigning

pseudo-label for outliers and using them during model train-

ing. In the following experiments, we use outliers in train-

ing by default.

The effectiveness of DSCE loss function. When adding
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Figure 3. t-SNE plot of 10 persons under different settings (model trained w/o MetaCam and model trained w/ MetaCam). We use different

colors to denote identities and different shapes to indicate camera IDs. The algorithm with MetaCam generates intra-class features that are

close to each other, indicating that our MetaCam can guide the model to learn camera-invariant features.
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Figure 4. Distance distributions of positive pairs for intra-camera

(green curve) and inter-camera (red curve).

DSCE loss into the model, we can achieve consistent im-

provement, no matter whether to use MetaCam or not.

This verifies the advantage of DSCE loss when training the

model with noisy labels generated by the clustering step.

The effectiveness of MetaCam. From the comparison of

No. 2 vs No. 4 and No. 3 vs No. 5, we obtain two ob-

servations. First, MetaCam can significantly improve the

results, demonstrating the necessity of overcoming the cam-

era variation in unsupervised re-ID and the effectiveness of

the proposed MetaCam. Second, the proposed MetaCam

and DSCE loss are complementary to each other. When

combining them, the model can gain more improvement in

performance.

4.3. Visualization for MetaCam

To better understand the effect of our MetaCam in over-

coming the camera variations, we conduct two visualization

experiments: (1) t-SNE [21] plot of feature embeddings

with the evolution of training; (2) distance distribution of

intra-camera and inter-camera samples for the same ID.

t-SNE plot of feature embeddings. We randomly se-

lect 10 persons from Market and visualize their features

with t-SNE [21] in different training epochs. In Fig. 3, we

show the results of the model trained with or without Meta-

Cam, respectively. For fair comparison, both models use the

DSCE loss during training. We use different colors to de-

note identities and different shapes to represent camera IDs.

We can find two phenomenons. (1) Features of the same

identity are progressively gathered with the model train-

ing for both settings. This demonstrates that our method is

able to learn discriminative person representations. (2) The

model trained with MetaCam can produce more compact

feature clusters (e.g., dark green points highlighted by the

red circle). The intra-class features under different cameras

are well gathered with the help of MetaCam. This verifies

the advantage of our MetaCam in learning camera-invariant

features. In addition, with the camera-invariant features, we

can generate more accurate pseudo-label in the clustering

step, which can further facilitate the optimization.

Distance distribution. To more precisely investigate the

influence of MetaCam, we conduct experiments to visualize

the distance distribution of positive pairs for intra-camera

and inter-camera. Specifically, we randomly select 50,000

distances for both intra-camera pairs and inter-camera pairs

and draw the histogram for each setting. Results compared

between the model trained with or without MetaCam are

illustrated in Fig. 4. We can make two observations. (1)

The model trained without MetaCam leads to a large gap

between intra-camera distribution and inter-camera distri-
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Figure 6. Sensitivity analysis of τ .

bution. Specifically, the distances between positive pairs of

inter-camera are commonly larger than that of intra-camera,

indicating that the model trained without MetaCam is sensi-

tive to camera variations. (2) When training with MetaCam,

the distribution gap between positive pairs for intra-camera

and inter-camera is significantly reduced. Concretely, the

distances between positive pairs of inter-camera are com-

monly similar to that of intra-camera. This suggests that

our MetaCam is able to align the camera shift and can lead

the model to learn camera-invariant features, which is an

important factor in person re-ID.

4.4. Sensitivity Analysis

We further analyze the sensitivity to two hyper-

parameters of our method, i.e., the number of cameras in

meta-train Nmtr for MetaCam and temperature factor τ for

the memory-based loss. In our experiments, we change the

value of one hyper-parameter and the others remain fixed.

Sensitivity to Nmtr. In Fig. 5, we vary Nmtr from 1 to 5
for Market and 2 to 6 for Duke to investigate the effect of

involving samples of different cameras into meta-train. We

find that the best accuracy is achieved when Nmtr is equal

to half of the total number of cameras for each dataset. This

indicates that it is better to keep a balance camera variations

in the meta-train and meta-test.

Sensitivity to τ . In Fig. 6, we investigate the effect of tem-

perature factor τ . A smaller τ leads to lower entropy and

may help to achieve better results in re-ID. However, the τ
with too small value, such as 0.03, will cause the collapse

of training. In our experiments, we set τ = 0.05, which

achieves well performance across all datasets.

4.5. Results for Domain Adaptation

We also apply our method to the setting of unsupervised

domain adaptation (UDA). In UDA, we are additionally

given a labeled source domain, which can provide extra su-

Table 3. Results on domain adaptation. M: Market-1501, D:

DukeMTMC-reID. MMT-500: MMT [7] with k = 500 for k-

means clustering. All methods use ResNet-50 as the backbone.

Methods Venue
D→M M→ D

mAP rank-1 mAP rank-1

SPGAN [2] CVPR’18 22.8 51.5 22.3 44.1

HHL [48] ECCV’18 31.4 62.2 27.2 46.9

ECN [49] CVPR’19 43.0 75.1 40.4 63.3

SSG [6] ICCV’19 58.3 80.0 53.4 73.0

UCDA-CCE [24] ICCV’19 34.5 64.3 36.7 55.4

MMCL [34] CVPR’20 60.4 84.4 51.4 72.4

DG-Net++ [52] ECCV’20 61.7 82.1 63.8 78.9

GDS [14] ECCV’20 61.2 81.1 55.1 73.1

ECN+ [50] TPAMI’20 63.8 84.1 54.4 74.0

MMT-500 [7] ICLR’20 71.2 87.7 63.1 76.8

MMT-500+Ours This Work 76.5 90.1 65.0 79.5

pervision for model training. Since our method is designed

to learn the model with unlabeled data, we initialize the re-

ID backbone with the model trained on MMT [7] and fine-

tune the model with our method on the unlabeled data. We

evaluate our method on the settings of transferring between

Duke and Market. Comparisons with state-of-the-art meth-

ods are reported in Tab. 3. All the compared methods use

ResNet-50 as the backbone. We can observe that MMT [7]

achieves the best results. After adding our method, the per-

formance is further improved. Specifically, our method in-

creases the mAP from 71.2% to 76.5% when testing on

Market and from 63.1% to 65.0% when testing on Duke.

This indicates that our method is also suitable for UDA and

can be readily applied to further improve the performance

of other UDA methods.

5. Conclusion

In this paper, we propose a novel framework for unsu-

pervised re-ID, which is designed based on a Dynamic and

Symmetric Cross-Entropy loss (DSCE) and a camera-aware

meta-learning algorithm (MetaCam). Our DSCE is able

to handle the changing clusters and can resist noisy sam-

ples during model optimization. The proposed MetaCam

can effectively reduce the camera shift by simulating the

cross-camera searching process during training. Extensive

experiments show the effectiveness of our method, which

can achieve state-of-the-art results on three datasets for both

fully-unsupervised re-ID and domain adaptive re-ID.
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