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ABSTRACT Urdu is still considered a low-resource language despite being ranked as world’s 10th most
spoken language with nearly 230 million speakers. The scarcity of benchmark datasets in low-resource
languages has led researchers to utilize more ingenious techniques to curb the issue. One such option widely
adopted is to use language translation services to replicate existing datasets from resource-rich languages
such as English to low-resource languages, such as Urdu. For most natural language processing tasks,
including polarity assessment, words translated via Google translator from one language to another often
change the meaning. It results in a polarity shift causing the system’s performance degradation, particularly
for sentiment classification and emotion detection tasks. This study evaluates the effect of translation on
the sentiment classification task from a resource-rich language to a low-resource language. It identifies and
enlists words causing polarity shift into five distinct categories. It further finds the correlation between the
language with similar roots. Our study shows 2-3 percentage points performance degradation in sentiment
classification due to polarity shift as a result of translation from resource-rich languages to low-resource
languages.

INDEX TERMS Multilingual text processing, sentiment classification, polarity assessment, low resource
language, language translation, BiLSTM, Conv1D, English, Urdu, German, Hindi.

I. INTRODUCTION
British physicist Tim Berners-Lee published the first website
in 1991 at CERN lab Switzerland [1] and as of 2019, there
were 1.72 billion websites online.1 Technology adoption,
economic opportunities, and domestic pressure are some of
the important factors in the spread of the Internet around the
globe [2]. People use the internet for social networking [3],
entertainment [4], education [5], online shopping [6], and
so-on. This rapid increase in the use of the internet is
producing loads of data. Leaders, celebrities, athletes, and
other individuals use micro-blogging sites to share their
stories, events, and opinions (negative, positive, and neutral)
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1https://www.statista.com/chart/19058/how-many-websites-are-there/

about entities. These opinions can be about the quality of
product or service whether it is good or not, social events,
natural disaster, and so on [7], [8].

Sentiment analysis is almost two decades old research area
that primarily focuses to extract the polarity and emotions
from the text data. Polarity can be measured as positive, nega-
tive, or neutral while emotions are divided into six categories
namely: joy, surprise, sad, disgust, fear, and anger. Joy and
surprise emotions are assigned positive polarity whereas sad,
disgust, fear, and anger are classified as negative [9]. Senti-
ment analysis approaches can broadly be grouped into two
distinct categories: (1) Lexicon-based approach [10]–[16]
assigns the sentiment score to each word of sentence from
lexicon corpus. (2) Machine learning approach [9], [17]–[19]
consists of supervised and unsupervised learning algorithm.
Mainly machine learning and deep learning polarity detection

124478
This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.

For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/ VOLUME 9, 2021

https://orcid.org/0000-0002-2319-152X
https://orcid.org/0000-0002-2416-2878
https://orcid.org/0000-0001-6684-751X
https://orcid.org/0000-0002-0199-2377
https://orcid.org/0000-0003-2176-2509
https://orcid.org/0000-0002-7565-5963


A. Ghafoor et al.: Impact of Translating Resource-Rich Datasets to Low-Resource Languages

FIGURE 1. Share of Internet users by languages as of January 2020.

algorithms require labeled data to train the model and
evaluate the performance of the model. While lexicon-based
models do not require the labeled data. They use corpus of
opinion words and sentiment score associated with them to
predict the sentiment from text [20]. Sentiment analysis is
widely used to classify product reviews [21], the sentiment of
social media posts [22], peoples’ reactions towards different
situations like COVID-19 pandemic [23], [24], and so on.

Users on social media have most of their friends and
followers from the same community or same country, so,
they prefer to communicate in their own language to share
their opinions. According to Statista,2 the most common
language used on the internet is English. It can be observed
from the Figure 1 that English is used by 25.9% of internet
users followed by Chinese (19.4%) and Spanish (7.9%),
which makes 53.2% users of the internet. Remaining 46.8%
users communicate in other languages such as Arabic,
Indonesian, Malaysian, Portuguese, French, Hindi, Urdu, and
all the rest. The main problem is that the majority of these
non- English languages are resource-poor in the context of
machine learning because of small size of labeled datasets.
This research focuses on Urdu language as a primary low-
resource language and uses it for experiments throughout the
study. To the best of our knowledge, currently available Urdu
sentiment analysis datasets have a low number of instances,
at most 11,000 [25]. Thus, this study explores the machine
translation approach to create a large dataset for low-resource
languages by simply translating the English dataset intoUrdu,
German, and Hindi.

2https://www.statista.com/statistics/262946/share-of-the-most-common-
languages-on-the-internet

Machine Translation is an automated translation of text or
speech from one language to another [26], [27]. The lack
of labeled data available for low-resource languages have
motivated researchers to use multilingual approaches to fill-
up the gap between low-resource languages and resource-
rich languages. Recently, many corpora are developed for
multilingual text processing [26], [28]. Transformer based
models have improved the quality of text-to-text machine
translation [27], [29], [30], but there is a trade off between the
number of languages and efficiency in language model [31].
So, the lower number of languages in a model, the higher the
efficiency of the model. There is a need to create a corpus
for low-resource languages that require language experts and
are time-consuming. The alternate approach is to translate a
dataset using well-known translators (Google, Bing, Yandex,
and DeepL), which support 100 languages, and use it for
further processing in machine learning tasks [32].

This rapid increase in the online content has created
opportunities for researchers to come up with effective
approaches to transform huge data into useful information.
Majority of the languages used on the internet are not
resource-rich languages like English and Chinese. For
Example, for sentiment classification, supervised learning
is the most successful approach [33] and requires labeled
data to train and evaluate the model. Dataset development
process requires data and annotation method to label the
data in corresponding classes. Annotation can be done by
the human experts or also achieved by automatic computer
programs. If language-specific text or data labeling resources
are not available then the multilingual approach to develop a
dataset is suggested in [26], [28], [34], [35]. This approach
uses machine translation technique to translate a dataset
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from resource-rich language to low-resource language. For
example, there are many labeled datasets available in English,
but in Urdu language, dataset availability is scarce [34]–[37].

Transformers based models have brought lots of improve-
ment in the quality of translation and nowmachine translation
is considered as a mature field [27]. Although transformer
models have achieved significant translation quality for
many languages, yet these models have not been completely
explored on low-resource languages [38]. Lingual similarities
between two languages is also an important factor for the
translation quality. For example, English language lexically
is more similar to German, and to Spanish rather than
Japanese, that is why translation from English to German
and Spanish can yield better quality than Japanese [39].
Many open-source machine translation solutions such as
Google translator,3 Bing Translator,4 Yandex,5 and DeepL
Translator6 are available on the Internet and support more
than 100 languages spoken all around the globe.

Machine translation approaches include (i) either translate
data from resource-rich language (i.e. English) to low-
resource language (like Urdu) and train the model on particu-
lar low-resource language, or (ii) create a model in resource-
rich language then translate the instance from low-resource
language to resource-rich language and evaluate it using
already created model in resource-rich language [40]. Quite
often the models trained on low-resource language text report
low accuracy. For such cases, the researchers in study [28]
have suggested to train the model on resource-rich language
such as English because learning algorithms understand the
English text better than low-resource languages.

A. OBJECTIVES & RESEARCH QUESTIONS
The main objectives of this study are:

1) To explore the translation approach to develop a
sentiment analysis dataset for low-resource languages.

2) To study the effect of translating the English reviews
into German, Urdu, and Hindi and compare the
classification results of all languages.

3) To conduct error analysis to find word categories
responsible for polarity shift and performance degra-
dation, if so.

The overall aim of the study is to investigate Multi-lingual
approach and explore the translated German, Urdu, and Hindi
text as a case-study to answers following research questions:

1) How does the dataset translation affect the classifiers
performance?

2) What kind of language structures and constructs are
important to be paid proper attention while translating
dataset from one language to the other?

3) Can the translation be an alternative method to devel-
oping large-scale datasets for low-resource languages?

3https://translate.google.it/
4https://www.bing.com/translator
5https://translate.yandex.com/
6https://www.deepl.com/en/translator

B. CONTRIBUTIONS
The major contributions of this study are listed below:

1) IMDB English movie review dataset translated into
German, Urdu, and Hindi using Google translator.

2) English and corresponding three translated datasets
trained and validated on machine and deep learning
models. Further, the performance of translated datasets
is compared with original dataset results.

3) Wrongly classified 130 Urdu translated reviews are
translated manually and compared with equivalent
Google translated reviews. Comprehensive analysis on
both machine and human translated reviews are done to
identify language structures and constructs shifting the
polarity of machine learning translated text.

4) Identified 104 language structures and constructs are
labeled into five categories i.e. ambiguous, idiom &
phrase, negation, sarcasm, and slang.

5) Finally, to empirically establish the fact whether
translating a dataset from English to other languages
is a right approach or not.

The rest of the article is structured as following. Section II
presents literature review on the topic of multi-lingual
analysis. Section III describes the dataset and classification
algorithms along with models configuration and performance
metrics followed by results and their analysis in Section IV.
Error analysis and its causes are discussed in Section V.
SectionVI presents our findings related to research questions,
the recommendations based on our experiments are presented
in Section VII. Finally, the conclusion is presented in
Section VIII.

II. RELATED WORK
Recent developments in the field of NLP are mostly related
to deep neural networks which require huge amount of data
for training the model. Most of the success in the field of
sentiment analysis is through supervised machine learning
which requires availability of labeled datasets. There are
many sentiment analysis datasets available in rich-resource
languages such as English but in low resource languages
such as Urdu, the dataset availability is scarce. Many
researchers have used the multi-lingual approach to solve this
problem such as by translating huge English datasets into
corresponding low-resource languages. This section focuses
on the overall multi-lingual approach used to solve the dataset
unavailability issue for sentiment analysis.

Improvement in machine translation has attracted
researchers to explore the multi-lingual approach for data
labeling and sentiment analysis as presented in Figure 2.
Kerstin Denecke in his article [34] used the multi-lingual
approach to label German text for sentiment analysis. The
author has translated German movie reviews into English
and used the SentiWordNet lexicon to assign the polarity
score [16], [41]. Alexandra Balahur et al. translated the
original English dataset into French, German, and Spanish
using three different translators for training data, namely
Google, Bing, and Moses. For test data, the authors used
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FIGURE 2. Related work summary.

four translators, same three used for training data and
additionally Yahoo translation [36]. Experimental results
suggested that translation systems are producing good quality
data and the classification performance gap between English
and translated data is also less. The study conducted by
Arujo et al. has evaluated machine translation in nine
different languages [42]. They used 21 models trained on
English text and two models developed for non-English
text. Experimental results showed that the Sentistrength non-
English method was more accurate. Gayane Shalunts et al.
conducted an investigation to find the impact of translation
on sentiment analysis [43]. Russian, German, and Spanish
datasets were translated into English. Experimental results
proved that the performance gap remains within 5% range
which hints that translation method can be an alternative
approach to create corpora for sentiment analysis, though
with bit compromise on performance.

Ethem F. Can et al. tried to find out the answer to the
question: can a model trained on English sentiment analysis
dataset be reused for other languages? where data is limited
such as Russian, Spanish, Turkish, and Dutch [35]. Two sets
of datasets were used for experiments. (1) Training dataset:
Train set consists of three English datasets, namely very large
amazon reviews dataset, Yelp restaurant reviews, and compe-
tition restaurant reviews datasets. Last two datasets selected
to make model learn in a specific domain, i.e., restaurant
review. (2) Testing dataset: For evaluation of the multilingual
approach, this study used datasets of restaurant review
for Russian, Spanish, Turkish, and Dutch languages. RNN
architecture with pre-trained word embedding was used
to train the model on the English dataset. Experimental
results proved that the multi-lingual approach outperforms
the baseline. In research paper [28], the authors performed
multiple experiments to find the effectiveness of language-
specific methods. They evaluated sixteen methods proposed
for English and three languages specific methods on fourteen
human-labeled datasets. Results suggested that it is better
to translate language-specific text into English and use the

best model proposed for English than the language-specific
method. Alberto Poncelas et al. has discussed the benefits
and drawbacks of classifying translated sentences [39]. They
used four languages for the experiment: English, French,
Spanish, and Japanese. Paracrawl and JParaCrawl corpuses
used for experiments and results proved that translation from
English to French and Spanish was of better quality than
English to Japanese. The reason is French and Spanish are
grammatically and lexically closer to English than Japanese.
Another important outcome of the study was sentiment
classifier performed better on original data than translated.

Valentin Barriere et al. has proposed the multilingual
transformer model and automatic translation approach to
resolving the problems of sentiment analysis dataset for non-
English tweets [44]. They used an English dataset to train
the model and translated it into French, Spanish, German,
and Italian. These translated datasets merged with a small
corresponding language dataset to built a huge dataset for
non-English languages. Experimental results proved that the
merged dataset (English Translated and Original) produced
better performance than small original corpora. For more
detail on multi-lingual sentiment analysis, the readers are
advised to read the paper by Siaw Ling Lo et al. [45]. This
study has discussed both formal, informal, and low-resource
languages for sentiment analysis.

Recently, many researchers have worked on the Urdu
sentiment analysis. These studies faced the common problem
of the small size of datasets that are mainly restricted to
a few thousand instances only. The current deep learning
algorithms, which have outperformed traditional machine
learning algorithms require a huge amount of data. The
researchers have proposed several data labeling approaches
to assign polarity to Urdu text. The majority of authors have
used a human-annotated approach [46]–[49] for this task,
however, few studies have also explored the multi-lingual
approach [37], [50], [51].

Asghar et al. in their study have used the multi-lingual
approach to develop a lexicon based dataset for Urdu
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FIGURE 3. Methodology: Multi-Lingual Text Processing.

sentiment analysis [37]. They extracted the adjective from
the Urdu text using Urdu POS Tagging, then translated
Urdu adjectives into English using multi-lingual Urdu to
English dictionary. The SentiWordNet lexicon was used
to get a sentiment score for translated English adjectives
[16], [41]. Maaz Amjad et al. investigated that an English to
Urdu translated dataset will be useful to train the model to
classify Urdu fake news [50]. Experimental results suggested
that the current state of English to Urdu translation did
improve the performance of fake news classification for the
Urdu language. The research work in [51] has proposed
the structural correspondence learning method for Urdu
sentiment analysis. This study used the IIIT POS Hindi
dataset which was already in Latin script format. Hindi
dataset has many pure Sanskrit words which need be replaced
by Urdu using online dictionaries. Many authors have work
on Urdu sentiment analysis.

Thakkar et at. in study [52] have proposed the cross-
lingual zero-shot and few-shot learning model to classify
Croatian news articles as negative, positive, and neutral using
the Slovene language dataset. Further, they train the Bert-
based model with 3 languages namely, English, Slovene,
and Croatian. The authors proposed single task and multiple
task models and the experimental results concluded that the
multiple task model outperformed the single-task model. The
research work conducted in [53] has proposed the Dual-
trained lazy CNN model for sentiment analysis in Slavic
languages. Neural networks perform better on the big amount
of data so they require lots of computational power and to
handle this issue the study proposed a lazy NN model.

In contrast to the above mentioned research works, our
study conducted a comprehensive error analysis to find
reasons why performance degradation has been reported in
translated low-resource languages such as Urdu and Hindi
and identify what kind of language structures and constructs

shifted the polarity of translated reviews which caused
accuracy drop in low-resource languages. Further, the terms
that changed the sentiment polarity in translated text are
categorized as ambiguous words, idiom and phrase, negation,
sarcasm, and slang.

III. METHODOLOGY
Figure 3 illustrates the methodology of multi-lingual text
processing. The IMDB English movie reviews dataset trans-
lated into German, Urdu and Hindi using Google machine
translation API. All four datasets are split into train and
test using scikit-learn.7 Cross validation and simple test-
train split is performed where train set is used to train
the model and test set to validate the model. Different
machine learning and deep learning models are used to
train and validate the model and the experimental results
are shown in Table 3 and 2. Furthermore, 130 incorrectly
predicted Urdu translated reviews, are translated manually
to identify the language structures and constructs shifting
the polarity of machine learning translated text. In the end,
both manually translated and machine-translated reviews
are compared to identify language structures and constructs
which are categorized as ambiguous words, idiom and phrase,
negation, sarcasm, and slang.

A. DATASET
This study uses the IMDBEnglish movie reviews dataset [54]
to investigate the effectiveness of the multi-lingual dataset
development approach for German, Urdu, and Hindi. This
dataset is well known to the research community and contain
both long and short reviews, which are very important to
explore the performance of Google translator on different
sizes of the text. Dataset is downloaded from the official

7https://scikit-learn.org/stable/index.html
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FIGURE 4. English and Translated German, Urdu, and Hindi review.

webpage and consists of 50 thousand movie reviews,
25 thousand for each, negative and positive class.

B. TRANSLATION
Google-trans-new,8 a google translation API, is used to
translate the review dataset from English to German, Urdu,
and Hindi. Figure 4 shows a sample review in English and
the corresponding translation in German, Urdu, and Hindi.
API takes two parameters as input. First input takes text from
source language and second input takes code for language
to be translated, also called target language as shown in
Equation 1. Google translation language codes are available
on web page.9 For Urdu code is ‘‘ur’’, for German code is
‘‘de’’ and for Hindi code is ‘‘hi’’.

translate(text, lang_tgt = code) (1)

Google announced the launch of Google Translate in
April 2006 based on the Phrase-Based Machine (PBMT)
Translation algorithm. Later, in September 2016, Google
announced that Google translate is switching to a new
translation system called Google Neural Machine Translation
system (NMT).10 PBMT method breaks the complete sen-
tences into words and phrases and these terms are translated
independently. Whereas NMT learns a mapping between
input language (sentence in input language) and output
language (equivalent sentences in output language) [55].
Google NMT model contains the deep LSTM network with
8 encoder and 8 decoder layers using residual connections
as well as attention connections from the decoder network
to the encoder. NMT systems initially showed the same
performance as PBMT on publicly available benchmark
datasets. Since then, researchers have worked to improve
NMT, including the study on handling rare words [56] and
align input and output words using attention [57].

The previous literature [35]–[37] in multi-lingual text
processing suggest that Google translator is the most popular

8https://pypi.org/project/google-trans-new/
9https://cloud.google.com/translate/docs/languages
10https://ai.googleblog.com/2016/09/a-neural-network-for-machine.html

machine translator and trusted by most of the researchers as
illustrated in Figure 2. Due to this reason, Google translator
is used in this study to create a hypothesis whether the
translation is a good solution to develop a dataset for low-
resource languages or not?

To the best of our knowledge, we have not found any
official document that specifically claims, whether Google
translator API uses pivot language or not. But some online
sources11,12 claim that that Google API uses pivot language.
Web links also have mentioned that Google translator uses
English as an intermediate language when translating two
non-English languages for example French to Russian. In our
opinion, Google uses the pivot language when translation is
done between two non-English but if English is the source or
target language then there is a low chance of pivot language,
and this study has translated English into other languages and
no translation has been done between the two non-English
languages.

C. EXPERIMENTAL SETUP
This section presents themodel configurations and evaluation
metrics. Six models in total, including two conventional
machine learning models (Naive Bayes, SVM) and four
deep learning models (DNN, LSTM, Bi-LSTM, Conv1D)
are employed to train and test the classification accuracy on
original and translated reviews. Initially, random parameters
are selected for all deep learning models, and parameters
are updated to observe the change in the results, and this
technique is used till we achieve the best results. The first
experiment set is performed on 5 epochs and we set the
size of 16 dimensions for embedding and hidden layers,
and 2 for the output layer. Then we performed many
sets of experiments on different sets of parameters and
hyper-parameters considering previous results. Experiments’
observations using best results on the selected parameter
are summarized in Table 1 on 10 epochs, after 10 epochs
only improvement is observed on training data, whereas
validation accuracy remained the same and this created the
problem of model over-fitting. Model over-fitting is avoided
by halting themodel training after 10 epochs. Another Hidden
layer is also added but performance did not improve so
the second hidden layer is removed from the final model
setting because it was not improving the performance but
was increasing computation time. The same approach is also
used for machine learning models, many experiments are
performed on different hyper-parameters: SVM (C, kernel,
degree, gamma) and Naive Bayes (alpha ).

D. EVALUATION METRICS
Text classification tasks mostly compute accuracy, F1-score,
precision, recall to evaluate performance of the model. These
metrics are derived from the confusion matrix [63] which is
composed of the true positives (TP), false positives (FP), true

11https://www.teachyoubackwards.com/extras/pivot/
12https://en.wikipedia.org/wiki/Google_Translate
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TABLE 1. Deep/Machine Learning Models Configuration.

FIGURE 5. Confusion Matrix.

negatives (TN), and false negatives (FN) values as shown in
the Figure 5.

1) ACCURACY
Percentage of correctly predicted instances from total
instances.

Accuracy =
(TP+ TN)

TP+ FP+ TN+ FN
(2)

2) PRECISION
Precision is the percentage of correctly classified samples for
the particular class out of all predicted labels for that class.

Precision =
TP

(TP+ FP)
(3)

3) RECALL
The recall is the percentage of all predicted samples for the
particular class relation with actual labels for that class.

Recall =
TP

(TP+ FN)
(4)

4) F1-SCORE
F1 score is a combination of both precision and recall, it can
be interpreted as the harmonic mean of precision and recall.

F1− score =
2 × (Precision × Recall)

(Precision+ Recall)
(5)

IV. RESULTS
This study employed multiple deep learning and machine
learning models on the selected dataset and on its translated
versions i.e. German, Urdu, and Hindi. To evaluate the

performance of models we have used accuracy, precision,
recall and F1 score measures. Simple train-test split and
5-fold cross-validation are used to validate all models
as shown in Table 2 and 3. It can be inferred from
experimental results that SVM classifier has performed better
than other models on English, German and Urdu datasets
using both validation approaches but for Hindi language
deep learning models performed better than machine learning
algorithms.

Moreover, it is observed that the accuracy of each model
on English and German dataset is nearly the same with
both train-test and cross-validation. As illustrated in Table 3,
the average accuracy of all models is nearly the same for
the English and German languages. The highest difference
of 1.14% is reported for the DNN model. SVM performed
better than other models for both languages with an accuracy
of 90.06% for English and 89.92% for the German language.
Results of simple train-test split showed the same trend
maximum difference of 1.43% observed in DNN model and
like cross validation SVM was best performing algorithm
for both languages with accuracy 90.45% and 90.01%
respectively for English and German as shown in the Table 3.
According to [64], English language belongs to German
language family and English and German have similar lexical
structure. This fact is one possible reason for the similarity in
accuracy. On the other hand Urdu and Hindi are very much
different from English, which is also reflected by difference
in accuracy of all the models on these two datasets. We can
assume that the translated Urdu and Hindi text do not reflect
the true semantics of original text.

Overall, both validation approaches produce nearly same
results. SVM was performing better for English, German
and Urdu while Hindi better performed on Deep learning
algorithms. There was a slight difference in terms of accuracy
for each language for all models.

Further, the class-wise performance of each language is
calculated as shown in Table 4. The best performing model
in terms of accuracy from the Table 3 for every language was
selected to calculate the class-wise performance. Experimen-
tal results concluded that both German and English have same
recall scores 91.00% and 89.00% for Positive and Negative
classes, respectively. Also, same precision score 91.00% for
the negative class was observed but a slight difference was
noticed in the precision of positive class 90.00% and 89.00%
for English and German correspondingly. Similarly, major
difference between the English dataset and its translated
Urdu and Hindi versions in terms of recall and precision is
observed. Both classes for Urdu and Hindi generated less
recall and precision than English dataset and this insight
proved that translation affects all classes of low-resource
languages.

Finally, both precision and recall are combined to calculate
the F1-score as can be depicted from Figure 6. The
figure clearly shows that English and German have an equal
F1-score 90% the but Urdu 87% and Hindi 86% much below
than performance of the English dataset.
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TABLE 2. Deep and Machine Learning Algorithms (Accuracy): 5-Fold Cross Validation.

TABLE 3. Deep/Machine Learning Algorithms (Accuracy).

TABLE 4. Best performing model for each language (Precision and Recall).

FIGURE 6. Best performing model for each language (F1 Score).

V. ERROR ANALYSIS AND DISCUSSION
To find the causes why translated Urdu dataset is producing
less accuracy than English, this sub-section of study reports
error analysis on English and Urdu languages.

Error analysis started with confusion matrix for both
English shown in Table 5 and Urdu dataset presented
in Table 6. Confusion matrix shows patterns that translation
is affecting both classes. In English dataset, the number

TABLE 5. Confusion Matrix of IMDB English Dataset.

TABLE 6. Confusion Matrix of IMDB Urdu translated Dataset.

of correct predicted instances were 4600 for positive class,
which were decreased in Urdu dataset to 4437. Same is
the case with negative class, in original dataset correctly
predicted samples were 4445 which decreased to 4289 in
Urdu dataset.

After confusion matrix, we identified 656 samples which
were correctly classified by the model on English dataset but
wrongly predicted for the translated Urdu dataset. To find the
cause, 130 samples out of 656 were translated manually in
Urdu. SVM trained classifier is used to evaluate manually
translated 130 samples and model classified 86 samples
correctly. Further, these 86 correctly classified samples were
compared with equivalent Google translated samples to
identify the errors done by Google translator. We identified
104 words (or group of words) in Google translated Urdu
reviews which were changing the sentiment of movie
review, words are shown in the Figure 7. We identified
and categorized these 104 words into 5 categories, namely:
ambiguous words, idiom and phrase, negation, sarcasm, and
slang, as shown in Table 7.

A. AMBIGUOUS WORDS
This category contains list of words which have more than
one interpretation. These words are shown in Table 7. For
example, word hang can be used to kill any one and same

VOLUME 9, 2021 124485



A. Ghafoor et al.: Impact of Translating Resource-Rich Datasets to Low-Resource Languages

FIGURE 7. Word cloud of 104 words causing the change in polarity of
translated Urdu text.

TABLE 7. Categories of errors causing change in polarity in translated
text.

word hang can be used for wait. It is necessary to understand
the context of text to get the exact meaning of ambiguous
words. Google translator also faces the ambiguous word
problem as reported in Table 7, 73 out of 104 are ambiguous
word. Nevertheless, Google Translator has been widely
used for English to many languages translation including
Urdu. However, Google Translator more often translates the
sentences word by word and does not take context of a
language or sentence in consideration. It can be depicted
from Figure 8, that the sentence translated word by word, for
instances, the word ‘shot’ translated as ‘shot a fire’, whereas,
here the word ‘shot’ potentially describing the ‘movie’s shot
of a clip or frame’. It is evident that Google Translator only
translates the English word into Urdu using dictionary based
approach and fails to capture context of language. Thus,
the reliability of Google Translator based translations for
most NLP tasks in Urdu specifically for sentiment analysis
is very low where context of language has to preserved.

B. NEGATION
In sentiment analysis, it is very important to handle words
affected by negation. Negation occurs in many forms such as
(1) explicit negation (not, no, etc) that reverses the meaning
of a word. Good is a positive word, but if we add not in front
of good (not good) then words meaning will be opposite. (2)
Implicit negation weakens the polarity of other words, for
example words bachelor and spinster, both have the same
meaning but both contain different sentiment when using
them with Male and Female gender. Bachelor is positive
for male and negative for the female. Use of spinster with
female taken as the positive but negative with the male [65].

FIGURE 8. Sample of English and Urdu translated text.

Morphological negations have two variants: prefix (un-, non-
and etc.) and suffix (-less) [66].

Experimental results have proven that negation also affects
the translation from English to Urdu. We found 11 negation
problems in translated text as shown in Table 7. The sentence
‘that did not diminish my enjoyment of the movie ’ contains
the positive polarity, but the translator wrongly translated the‘
not diminish’ that cause the change polarity for the whole
movie review. It can be depicted from Figure 8 that Google
translator translated ‘Faultless production’ into Urdu which
means ‘bad production’ which is incorrect. It is another proof
that negation affects translation.

C. SLANG
People use slang such as ‘daym, ass off, oh em gee, etc’
to express their feelings. These term do not exist in the
dictionaries. Slang can be a newword or misrepresentation of
an existing word. Google Translator translates the sentence
word by word, so if a word is not available in Google
Translator dictionary then the translator is not able to translate
the word properly and it affects the polarity of the whole text.
We identified 9 slang that changed the polarity of translated
Urdu text as shown in Table 7. Slang ‘holy sh*t’, see Figure 8,
is mostly used in an unpleasant situation, so it contains
the negative polarity. But Google Translator considers both
words holy and sh*t separately, if we look at holy as a single
word it contains the positive polarity and due to cause the
machine learning model classified Urdu text as a positive
review. We manually corrected this translation mistake and
evaluate the review again and this time model classified the
review correctly as negative.

D. IDIOM AND PHRASE
An idiom is a saying (the type of phrase) that means different
from its literal meaning. For example, idiom ‘It’s raining cats
and dogs’ means ‘It’s raining hard’. But when you translate
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this idiom into Urdu language using Google Translator,
equivalent Urdu translation looks, the sentence is about a
rain of cats and dogs and it does not mean heavy rain.
We identified 8 idiom and phrase related issues in Urdu
translated text as shown in Table 7. Idiom ‘hoots and a half’
which means very funny but Google Translator translates the
text word by word, so it does not capture the context of idiom
and the translated text means different in Urdu that causes
the change in the polarity of translated Urdu movie review as
stated in the Figure 8.

E. SARCASM
Sarcasm in sentiment analysis is when people use positive
words to taunt and express negative feelings towards entities
such as individuals, topics, products, services, events, and
issues. Sarcasm can be easily detected in voice through voice
tone but in textual data, it is a serious research problem [67].
Lots of scholars have contributed to English but in the Urdu
language, it still requires the researcher’s attention. This study
has investigated that sarcasm also occurs in the translated
Urdu text as shown in Table 7. It can be depicted from
Figure 8 the example of sarcasm, ‘best’ is a positive word
but in a sentence, this word is used to criticize the movie.
Machine learning classifier detected these issues in English
text but for the translated Urdu text model did not identify
the sarcasm and classified the movie as a positive.

VI. FINDINGS CONCERNING RQs
This study has addressed all RQs by proposing the machine
and deep learning models, and detailed analysis of experi-
mental results. For RQ1, performance degradation is reported
in translated low-resource languages such as Urdu and Hindi,
however performance drop in translated medium-resource
language like German is very low as presented in Table 3.
Concerning RQ2, 104 lexeme (comprising of oneword or few
words) were identified and categorized as ambiguous words,
idiom and phrase, negation, sarcasm, and slang, as illustrated
in Table 7. These terms shifted the polarity of Urdu reviews
and caused the incorrect prediction of Urdu reviews which
leads to performance degradation in the Urdu language,
therefore it is important to pay attention to these five
categories of words while employing translation as a method
to produce datasets for low-resource languages. Concerning
RQ3, experimental findings suggest that translation is not a
good way to develop a large-scale dataset for low-resource
languages because a 2-3% decrease in performance from
English to low-resource is not negligible. The translation
approach can be an alternative if the target language is
medium-resource, i.e. German.

VII. RECOMMENDATIONS
One of the problems in multilingual text processing is
unavailability of datasets of low-resource languages, there-
fore, we used Google translator to translate the English
text into Urdu and Hindi for creating a multilingual text
processing model but results suggest that the translation

mechanism is not an appropriate way to process multilingual
text. Based on our observations, we have come up with the
following recommendations:
• Gather data in low-resource languages from online
sources like Facebook, Twitter, news websites etc.

• Build machine learning models on low-resource lan-
guages directly rather than creating models on resource-
rich language to process multilingual text.

• Creating a resource like SentiWordNet for low-resource
languages to improve the accuracy of multi-lingual text
processing models.

• Explore suitable pre-processing toolkit for low-resource
languages.

• Languages that share the same lexical structure
with English can be translated for multi-lingual text
processing.

VIII. CONCLUSION
Using internet has become a routine for almost everyone,
specially for online shopping and using social networking
applications like Facebook, Twitter, etc. The wide range
of features offered by applications have increased their
usability; one such feature is multilingual support which
means people can now post their queries or write anything on
internet in their own language. Increase in use of internet has
increased the volume of data and also the need to process this
data for meaningful insights but there is very limited research
that addresses how to process the multilingual text accurately.
Considering the need and importance of multilingual text
processing, the aim of this study was to develop a machine
learning model for a resource-rich language like English
and use that model to process the translated text from
low-resource languages. Also, we studied the effect of
translating the text from resource-rich language to low-
resource language by comparing the classification results for
all languages and conducting error analysis to find word
categories responsible for polarity shift and performance
degradation, if any.

To achieve this objective, we designed a case study of
IMDB movie review dataset. The dataset was translated into
German, Urdu and Hindi using Google translator. Original
and translated dataset were used to train and test the four
deep learning models, namely DNN, LSTM, Bi-LSTM and
Conv1D and two traditional machine learning models i.e.
SVM and Naive Bayes. The performance of these models is
evaluated by calculating the accuracy, precision, recall and
F1-score. Results suggested that the accuracy of SVM on
English is 90.45% and German dataset is 90.01%, which is
nearly same and it performs better than other five models
on both datasets with the F1-score of 90%. SVM has also
proved to be the best model for Urdu dataset with an accuracy
of 87.26% while Bi-LSTM seemed to be the best model for
Hindi dataset with an accuracy of 85.99%. Literature suggests
that the English and German languages share the same
lexical structure, therefore, we can assume that the language
translation can work to design machine learning models
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for low resource languages that are similar to resource-rich
languages.

Furthermore, to investigate the performance degradation
on Urdu and Hindi dataset, we have performed error analysis
on Urdu dataset. 86 incorrectly classified reviews were
manually translated into Urdu. The comparison of Google
translated review and corresponding manually translated
reviews identified 104 words that shifted the polarity of
review. Those words fall into five categories i.e. ambiguous
words, idiom and phrase, negation, sarcasm, and slang. The
empirical findings established the fact that translation is not
the way to develop datasets for low-resource languages such
as Urdu and Hindi.

In the future work, researchers can explore other translators
such as Microsoft Bing or can develop their own translator
and compare the results with Google translator. It would
be interesting to see how lexicon-based sentiment analysis
and transformer based models can perform on auto-translated
text.
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