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Abstract

Growing reliance on third-party services, such as cloud computing, is believed to increase client

firms’ exposure to third-party induced cyber incidents. However, we lack empirical research on the

prevalence and scale of third-party induced cyber incidents. Moreover, we do not know who pays

more of the price for experiencing these incidents—the client firm and/or the third-party provider

firm. We study these questions using a sample of 1397 cyber incidents in public firms between

2000 and 2020 of which 246 are third-party induced incidents. Our findings offer several novel

insights. Third-party induced cyber incidents are not growing in prevalence any faster than other

incidents, but they do compromise greater volumes of confidential data per incident. As to the

price paid for third-party induced incidents, the picture is more nuanced. Client (first-party) firms

suffer drops in equity returns that are comparable to those for homegrown incidents, while small

third-party provider firms suffer significantly larger drops in equity returns and large third-party

provider firms do not suffer a discernible drop in equity returns. We discuss implications of these

findings for client firms and service providers.
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Introduction

Regular reports of third-party induced cyber incidents are increas-
ing the perception that third-party service providers became a ma-
jor source of cybersecurity risk [1–5]. A "third-party induced cyber
incident" occurs when a third-party service provider is the source
of vulnerability at the root of the incident. Recent examples are
Salesforce’s multi-hour cloud meltdown due to a database blun-
der that granted users access to all data (May 2019); CapitalOne’s
data breach due to a former Amazon Cloud Services employee who
hacked over 100 million customers’ data hosted on Amazon’s cloud
(July 2019); and Google’s cloud outage that took down YouTube,
Gmail, and Snapchat in parts of the United States (June 2019). Other
high-profile third-party breaches were attributable to access gained
from a company’s service provider, including Equifax, Target Corp.,
Home Depot, several large hotel chains, Barclays, AT&T, and Good-
will, among others.

The concern over third-party induced cyber incidents is here to
stay [1, 6].1 Reliance on IT outsourcing, software as a service (SAAS),
and other cloud computing services is growing steadily. In parallel,
service providers’ IT platforms are growing in complexity without
being subject to adequate vetting of their security controls [7]. This
exacerbates client firms’ cybersecurity risk exposure [2]. Client firms
may assume that third-party service providers are taking on the re-
sponsibility for cybersecurity risk but their liability and regulatory
responsibility for this risk is in fact nontransferable.

Despite this reality, lack of empirical research on third-party in-
duced cyber incidents leaves us with three fundamental gaps. One
gap is the lack of fact-based evidence on the prevalence of third-

1 IBM [6], e.g. reports that third-party vulnerabilities represent the second
costliest root cause of malicious cyber incidents (on average, $4.5 million
per incident).
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party induced cyber incidents. One practitioner study finds that 56%
of surveyed firms experienced a data breach caused by their vendors
[5], and another study reports that four in five firms have suffered
a cybersecurity breach caused by a third-party [1]. Academic studies
suggest a number closer to one-third for financial services [8] and the
healthcare industry [9]. By another account, only 13% of all cyber
insurance claims in 2016 are caused by third-party providers [10].
Another gap is the lack of fact-based evidence on the scale of third-
party induced incidents. Highly visible third-party induced incidents
involve massive amounts of compromised data. Target’s 2013 inci-
dent exposed 40 million credit and debit card accounts, Home De-
pot’s 2014 breach exposed 56 million payment card accounts, and
Equifax’s 2017 breach compromised personal data of 143 million
consumers. We do not know whether typical third-party induced cy-
ber incidents compromise data on the same scale. The third gap is
non-clarity on who pays more of the price for experiencing third-
party induced incidents? The blame for third-party induced incidents
often goes to both parties, as seen in the following example.

In the 2013 Target breach, hackers gained access to Target’s net-
work using credentials stolen from a third-party HVAC vendor [11].
The vendor maintained a connection to the Target network for elec-
tronic billing, contract submission, and project management. Target
was not a bystander, however. Target failed to apply and manage
proper access controls, the segregation of systems, the risk associated
with third-party services.

Client firms have their reputation on the line since they are still
liable for the security of their data and systems. The law simply
does not allow firms to transfer their regulatory responsibility to
third parties [12]. Consequently, the stock market is likely to in-
flict a penalty on public client firms. At the same time, when the
blame for an incident goes almost entirely to the third party, one
would expect the stock market to inflict a greater penalty on the
third-party firm. Service providers have their reputation to worry
about as well, especially when their business offerings are IT based
at their core. However, could the sheer size and diversity of business
offerings of some service providers, such as Wipro and Microsoft,
shield them from stock market penalties? And, if so, what does it
mean for the first-party firms involved? Lack of answers to these
questions not only holds back the field’s ability to theorize about
these cyber incidents and what makes them different and critical but
also prevents us from offering manager’s valid guidance on why and
how to manage risk due to the prospect of third-party induced cyber
incidents.

This paper addresses the above three gaps using a large sample
of 1397 cyber incidents in public firms between 2000 and 2020. The
sample is split into a subsample of 246 third-party induced cyber
incidents with 119 identified third-party firms and a subsample of
1032 other incidents. To address the first two gaps, which concern
the prevalence and scale of third-party induced cyber incidents, we
use univariate analysis and multivariate survival analysis with both
subsamples. We find that, while third-party induced incidents are not
growing in prevalence faster than other incidents, they do tend to
compromise larger amounts of confidential data. To study the third
gap, which concerns the price paid for experiencing third-party in-
duced cyber incidents, we use the event study methodology to com-
pute post-incident abnormal stock returns of the party firms involved.
We use univariate and multivariate analysis to compare abnormal re-
turns for several subsamples. We find that small third-party incident
firms suffer significantly larger drops in equity returns. By contrast,
large third-party incident firms do not suffer a discernible drop in eq-
uity returns, and first-party firms suffer a comparable drop in equity
returns to that of firms experiencing other (homegrown) incidents.

Figure 1: Prevalence of cyber incidents based on two large studies.

We will discuss implications of these findings for both client firms
and third-party service provider firms.

The paper proceeds as follows. The section "Background on Cy-
bersecurity Incidents" offers background on the prevalence and eco-
nomic impact of cyber incidents of all kinds. The section "Third-
Party Induced Cyber Incidents—Hypothesis Development" develops
four research hypotheses. The section "Data and Analysis" describes
the data and research design for testing the hypotheses. The section
"Analysis Results" presents our analysis results. The section "Dis-
cussion and Implications" discusses the main results, limitations, and
implications.

Background on Cybersecurity Incidents

Prevalence of cyber incidents

Reports on cyber incidents have been growing steadily since the early
1990s. This is substantiated by recent studies of large data samples.
Richardson et al. [13] document a steady growth rate in cyber inci-
dents between 2005 and 2017, based on a combined sample of 827
breach disclosures from privacyrights.org and Audit Analytics. Their
sample suggests an average annual growth rate of ∼40% (see Fig.
1). Hogan [14] uses a sample of 3600 cyber breaches between 1990
and 2019, based on data from Advisen Ltd’s Standard Loss Feed
Data. While we are not aware of other studies that use this data set
and hence are not familiar with the exact types of incidents it en-
compasses, the growth pattern suggests an average annual growth
rate of ∼300%; in fact, up until 2016 the growth pattern resem-
bles a quadratic rate (see Fig. 1). These two large samples show
an unequivocal growth trend in the prevalence of cyber incidents.
We are not aware of comparable data on third-party induced cyber
incidents.

Market-based economic impact of cyber incidents

Research has been using a variety of measures of impact. Many mea-
sures such as direct costs, lawsuits costs, and lost sales are limited
because they are hard to quantify for the different types of cyber
incidents firms are experiencing [15]. A more common measure is
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change in stock returns. While this measure applies only to publicly
traded companies, its versatility captures the collective wisdom of
shareholders’ view of how a cyber incident is likely to affect a firm.
Finance theory suggests that stock prices are forward looking and re-
flect all available information and expectations about the present and
future earnings of firms [16]. Accordingly, post-incident stock prices
should reflect all new information about a cyber incident and the firm
experiencing it. Since cyber incidents are adverse events, cyber inci-
dent firms are expected to see a drop in their equity returns that sub-
sumes all expected costs of a cyber incident (e.g. cost of inefficiencies,
loss due to business down time, cost of care to customer whose data
was breached, and possible class action lawsuits). The drop in eq-
uity returns is commonly measured as the difference between equity
returns expected if a cyber incident did not occur (normal returns)
and the actual returns observed after a cyber incident has occurred.
The difference is normally measured on a day-to-day basis, termed
daily abnormal return (AR). When daily ARs are accumulated over a
period of multiple days, the sum is termed the cumulative AR (CAR)
for that period.

Tenths of studies report that breached firms suffer a drop in equity
returns, measured as a negative CAR. Table 1 offers a representative
sample; see Richardson et al. [13] for a more comprehensive sum-
mary. Some studies find no drop in equity returns for cyber incidents
in their samples [17–19], while many more studies demonstrate that
cyber incidents on average lead to a drop in firm equity returns (e.g.
[20–25]). Some studies examine post-failure drops in firm equity re-
turns relative to incident attributes, e.g. the volume of compromised
data (e.g. [26, 27]), the type of compromised data (Kamiya et al. 2021
[28]), and whether the incident is accidental or malicious (e.g. [29,
30, 19, 31]). Other studies examine post-failure drops in equity re-
turns in relation to firm attributes, including firm industry, firm size,
age, and growth rate (e.g. [20, 32, 21]).

While this body of research offers fairly strong support for the
idea that cyber incidents negatively impact firms’ share prices, no
comparable studies exist on third-party induced incidents. There
are a few studies that focus on how information security certifi-
cation benefits third-party service providers. These studies demon-
strate that third-party service providers that invest in certifications,
such as ISO27002, see their stock prices appreciate [33–37]. Hence,
shareholders ascribe (positive) value to certified IT service providers.
However, we do not know how shareholders respond when service
providers are the cause of or primary contributor to third-party in-
duced cyber incidents.

Third-Party Induced Cyber Incidents—Hypothesis
Development

This section develops our research hypotheses about the prevalence
and scale of third-party induced incidents as well as about how these
incidents affect the equity returns of parties involved.

Prevalence and scale

The perception that the prevalence and scale of third-party induced
cyber incidents have been growing is anchored in two factors. One is
a steady growth in reliance on IT outsourcing, SAAS, and other cloud
computing services. The popularity and continued growth of third-
party services are attributed to their ability to help organizations be
more agile and cost effective [3]. A good example is the range of
benefits cloud computing is promising to offer client firms, including
scalability, mobility, cost effectiveness, data security, disaster recov-
ery, and control. However, the cybersecurity concerns associated with

reliance on third-party services have been escalating and taking on a
more urgent priority [1, 2, 5]. Every firm is subject to cybersecurity
risk. Reliance on third-party service providers exacerbates this risk
because of a combination of client firms’ “openness to connect” and
service providers’ “connection opaqueness.”

For client firms, connections with third-party service providers
are pervasive and unavoidable. Most organizations allow some type
of third-party access to their networks to enable a required service.
In fact, third parties are often treated as quasi-insiders (Bryant 2016
[38]). They enjoy a level of trust that can meet or exceed that of
insider trust simply based upon personal interactions and longevity in
the relationships (Kansteiner 2016 [39]). This level of trust and access
to networks can provide an easier attack vector for malicious entities
(Goldstein 2015 [40]). In particular, smaller third parties providing
services to client organizations are less protected and may represent
relatively easy targets to penetrate (Kroll 2014 [41]).

What makes things worse is the limited ability of client firms
to verify that their trust in third parties’ IT platforms is not mis-
placed (42, 43, 44). Client firms have little visibility into their ser-
vice providers’ operations and supply chain partners [7, 45]. Ser-
vice providers’ IT platforms are becoming increasingly complex, es-
calating the risk for cyber incidents. More importantly, third-party
service providers are players in increasingly complex, dynamic, and
nontransparent supply chains. A good example is cloud computing,
an ecosystem with many more points of access and higher potential
for cybersecurity failures. Because data in a cloud could be scattered
across multiple data centers and managed by multiple third-party
sub-suppliers, it is difficult, if not impossible, for client firms to have
visibility into their service providers’ and their own sub-providers’
internal processes, geographic locations, and regulatory compliance
implications [46].2 And, even if client firms were to have such visi-
bility, most are neither technically capable nor economically desiring
of the burden of auditing their service providers’ and sub-providers’
IT platforms [3]. At the same time, service providers are neither fully
aware of their supply chain partners beyond the first tier nor clear on
how much technical information they could share with their client
firms [7].

This state of affairs, due to the growth in reliance on third-
party services and the combination of “client openness”and “partner
opaqueness,” means greater cybersecurity risk exposure. The grow-
ing complexity of service providers’ IT platforms and client firms’
inability to audit those IT platforms suggest that the prevalence of
third-party induced cyber incidents has been and would continue
growing. And, because of the growing volumes of data client firms
have been entrusting with their third-party service providers, there
is reason to expect that the scale of data exposed by third-party in-
duced cyber incidents has been and would continue growing. On this
basis, we hypothesize that:

Hypothesis 1a:
Third-party induced incidents are increasing in prevalence compared
to other cyber incidents.

2 Aknirolabu and New [7] evaluated the transparency of 25 top cloud service
providers (CSPs) based on their published information, finding that most
have very limited visibility into their operations and supply chains. They
compared 25 CSPs on eight transparency features (architecture, technol-
ogy/partners, datacenter location, security features, IT-related compliance
certifications, advertised SLA, disaster recovery & business continuity, and
monitoring & support). The results show that (i) CSPs in vertical markets,
such as the finance/ERP subgroup, scored the lowest points; and (ii) CSPs
in the online workspace subgroup were found to be the most transparent.
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Hypothesis 1b:
Third-party induced incidents are increasing in scale of data exposed
compared to other cyber incidents.

Accountability and stock market reaction

Another question is: who is held accountable for third-party induced
cyber incidents, the client (first-party) firm and/or the service provider
(third-party) firm? To address this question, we adopt a market-based
view of how cyber incidents impact the market value of public firms.
As we said in the section "Background on Cybersecurity Incidents,"
based on the efficient market hypothesis, the economic harm of cy-
ber incidents on publicly traded firms is measurable because all new
information shareholders care about is instantly incorporated into
stock prices.

For cyber incidents in general, the information shareholders care
about pertains to direct and indirect costs that would affect a firm’s
current and future earnings. One source of cost is due to post-incident
inefficiencies in business operations that inhibit a firm’s best poten-
tial performance with its current IT resource endowment [60–62].
Another is loss of business during IT systems and business processes
downtime, damage to firm reputation and customer trust, recovery
and customer care costs, and potential class action lawsuits [30, 28,
12, 63]. In this light, since stock prices are forward looking and re-
flect the expected earnings of a firm, when the firm suffers an unex-
pected cyber incident all information about the incident’s expected
costs would be instantly incorporated into the firm’s stock price, in
which case the firm would see a drop in its stock returns. In sum,
shareholders “penalize” firms that suffer cyber incidents by adjusting
their equity returns downward. This expectation has been validated
by many of the studies reviewed in the section "Prevalence of cyber
incidents."

For third-party induced incidents, which involve a client firm and
a service provider, we expect both parties to suffer a shareholder
penalty. We particularly expect small third-party service providers to
suffer a greater shareholder penalty. We next develop the rationale
for these expectations.

Client firms would see a drop in equity returns due to the same
reasons discussed above and, in addition, due to present laws and reg-
ulations. First, according to US state laws, first-party firms have the
duty of disclosure/notification, whereas service providers are merely
required to notify their client firms of an incident [12]. Hence, even
if it is a service provider’s system that was breached, client firms are
the ones required to inform customers and employees of the breach.
As the “bearer of bad news,” client firms are expected to get more of
the shareholder penalty blunt:

“Bad news messages and events tend to remain salient in our
memories more than good news messages … For this reason con-
sumers may harshly judge organizations that alert them to a breach.”
([64], p. 340)

Indeed, there is evidence that shareholders respond more nega-
tively when disclosure comes from a breached firm than from other
sources [65]. Second, according to the law, client firms are more
accountable to shareholders [12]. Roughly half of the states in the
United States legally require businesses to implement “reasonable
procedures and practices” to prevent and respond to cyber inci-
dents. Some states also hold client firms responsible for vetting ser-
vice providers’ security controls and even for contractually enforcing
cybersecurity measures. Third, client firms bare the primary liability
for incidents compromising customer data and regulatory mandates,
even when incidents are beyond their capability to detect or prevent
[12]. For example, in 2018, a physician group settled a HIPAA en-
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Table 2: Construction of the sample of cyber incidents

All incidents

In public firms, with clear incident
Of which:

Raw incidents date and Compustat/CRSP data Non 3rd-party Incidents 3rd-party incidents

1st party identified 3rd party identified
Veriz 8009 385 300 54 31
PRC 9362 846 676 112 58
AlgoFirst 838 465 351 100 14
Wikipedia 521 119 50 52 17
Total 18 730 1787

Total Less Duplicates 1397 1032 246 119
(a) count of cyber incidents by source

3rd-party incidents

SIC1 Non 3rd-party incidents First Third
2 Manufacturing 48 5 1
3 Technology and Life Sciences 167 16 13
4 Transportation & Public Utilities 142 16 12
5 Wholesale Trade & Retail 154 18 15
6 Finance, Insurance, & Real Estate 594 116 33
7 Business Services 263 52 30
8 Other Services (health, engineering, management, etc.) 56 5 6

others 8 18 9
Total Less Duplicates 1032 246 119

(b) breakdown by one-digit SIC code

forcement action even though it was a service provider’s website that
exposed patient billing data [66]. Other forms of liability arise due
to aggrieved litigants, class action lawsuits, and regulatory investi-
gations [12]. Fourth, client firms cannot transfer their risk exposure
using cybersecurity liability insurance [67]. Cybersecurity liability in-
surance is known to impose restrictive exclusions and conditions.
Typically, coverage limits are around $25 million and below $300
million even for the largest firms [68]. This challenge is exacerbated
when there is no clear delineation of where service providers’ liability
starts and ends. On this basis of these four reasons, we formulate the
next hypothesis:

Hypothesis 2a
(H2a): Client firms involved in third-party induced cyber incidents
experience a greater drop in equity returns than other cyber incident
firms.

Third-party service providers, too, have reasons to expect a drop
in their equity returns. First, third parties’ business and IT reputa-
tion may be at risk. The reliability of their IT platforms and IT-
based services is at the core to their business offerings. Third-party
induced cyber incidents can put this reliability in question, thus dis-
couraging existing clients from continuing and prospective clients
from starting a relationship with a service provider. Second, third par-
ties could also be subject to class act lawsuits. While not common,
class action lawsuits against third parties can be fatal. For example,
Blackbaud, a US-based cloud computing service provider to a vari-
ety of educational, religious, and healthcare organizations is facing
class action lawsuits concerning a ransomware attack that breached
some clients’ sensitive information [69]. Moreover, service providers
could be sued by client firms that suffer cybersecurity related in-
jury or financial loss [70]. Third, although it is the client firms that
more often end up embroiled in regulatory enforcement actions, vari-
ous regulators do bring actions against third party service providers,
e.g. financial services companies [12]. For these reasons, our next
hypothesis is:

Hypothesis 2b
(H2b): Service providers involved in third-party induced cyber inci-
dents experience a greater drop in equity returns than other cyber
incident firms.

We qualify the last hypothesis and expect that small third-party
service providers would experience a greater drop in firm equity re-
turns. It is difficult to imagine that large and high-valued service
provider firms would experience a discernable drop in their stock
prices. For example, take the case of large IT vendors such as Ora-
cle Corp., Symantec Corp., and Wipro Ltd, as well as cloud service
providers such as Amazon.com and Microsoft. Their sheer size and
diversified business offerings make it less likely that their involve-
ment in a third-party induced cyber incident would bring down their
stock prices enough to observe a drop in their equity returns. Stud-
ies show that the drop in equity returns following cyber incidents is
inversely related to firm size [20, 51, 21, 19]. By contrast, because
smaller third-party firms tend to have narrow and highly specialized
service offerings, even a single cyber incident could have a significant
effect on their equity returns. Shareholders are likely to envision an
adverse effect on the engagement level of small service providers’ cur-
rent and prospective client firms. In this light, our next hypothesis is:

Hypothesis 2c
(H2c): Small service providers involved in third-party induced inci-
dent experience a greater drop in equity returns than large service
providers.

Data and Analysis

This section presents the data and research methods used to test our
research hypotheses. It also defines the study variables and provides
descriptive statistics.
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Table 3: Variables and their definitions

Variable Definition Data source

Dependent variables
CAR[t1,t2] Cumulative abnormal firm equity returns over event window [t1,t2] Event study
NoRecordsExposed Natural logarithm of the number of data records an incident exposed Sample sources

Firm characteristics
FirmGrowth Tobin’s q ratio calculated as the sum of market value of equity and book value

of debt divided by total assets ((MVE + D)/TA)
Compustat

FirmSize Natural logarithm of total firm assets measures in USD billions Compustat
FirmRisk Standard deviation of monthly equity returns in the year prior to an IT failure CRSP database
ROA Square root of return on assets calculated by net income (before extraordinary

items) divided by total assets
Compustat

SalesGrowth Changes in sales from the previous year, scaled by total sale. Compustat
Leverage Current portion of long-term debt (DLC) plus long-term debt (DLTT), scaled by

total assets
Compustat

Loss Equals 1 if net income for the fiscal year is negative and 0 otherwise
Foreign Equals 1 if the firm reports foreign operations and 0 otherwise. Compustat
IT_Intensity Binary indicator if a firm is on the annual IW500 IT leaders list InformationWeeks’ IW500 index

Cyber incident attributes
D_ThirdPartyIncident Indicator of a firm involved in a third-party induced incident Coded by authors
D_First Indicator of a client firm in a 3rd-party induced incident — “—-
D_Third Indicator of a third-party firm in a 3rd-party induced incident — “—-
D_Internal Indicator of the source, internal (1) or external (0), of an incident — “—-
D_Malicious Indicator of the intent, malicious (1) or accidental (0), of an incident — “—-

Data sample

Our sample of cyber incidents and its sources are summarized in
Table 2a. We started with a set of cyber incidents that occurred
in public firms between 2000 and 2020. The set is extracted from
Verizon’s VERIS data breaches database, Privacy Rights Clearing-
house (PRC) repository, IBM’s AlgoFirst database of operational risk
events, and Wikipedia entry on data breaches. VERIS and PRC are
used by many studies for their relative comprehensiveness. We in-
clude AlgoFirst and Wikipedia for their coverage of relatively large
cyber incidents in publicly traded firms.3 We excluded incidents with
no exact “announcement” date and in firms with missing stock data
in the Center for Research in Security Prices (CRSP) or company data
in Compustat. After removing duplicates, we obtain a final sample
of 1397 cyber incidents. This sample is among the largest studied to
date. Table 2b shows that our sample covers incidents from a vari-
ety of industry sectors, based on a classification of the cyber incident
firms by their one-digit SIC code.

Within the 1397 incidents we identified 246 third-party induced
incidents (Table 2a). The identification was done as follows. PRC
lists the main parties involved in an incident. VERIS has a field
(Actor.Partner) indicating when a data breach involves a business
partner. For IBM’s AlgoFirst database and Wikipedia’s data breaches,
we uploaded the text summarizing each incident into Excel and
searched those against over 35 key words, including ones likely to

3 To clarify this point, consider a brief comparison of AlgoFirst and VERIS.
IBM’s AlgoFirst is a commercial database compiling public information on
operational risk events of all kinds and bibliographic sources (firm news
releases, Wall Street Journal, Reuters, newswire, court filings, etc.). Since
inception in 1992, by 2020 AlgoFirst documented over 15 000 operational
risk events, of which ∼465 are cyber incidents in public firms. By contrast,
VERIS coverage starts in 2001 and 98% of its data breaches are from after
2012. Moreover, 80% of the 2010–2018 cyber incidents in our AlgoFirst
sample are missing in VERIS, and the bulk of the 2010–2018 breaches in
VERIS not found in our AlgoFirst subsample occurred in privately held
companies.

identify when a third-party is involved.4 All 246 third-party induced
cyber incidents identify a first-party firm but only 119 of them iden-
tify a publicly traded third-party service provider firm.

Research design

Frequency of third-party events
To test hypotheses H1a, which concerns the prevalence of third-party
induced cyber incidents, we use survival analysis (SA). SA is a dy-
namic statistical technique for analyzing the time till the occurrence
of a certain “failure” event occurs, or a cyber incident in our case
[71]. Regression-based estimation of SA models assumes a relation-
ship between the hazard (or failure risk) function and a set of ex-
planatory variables (X). Due to its flexibility, a prominent SA model
is the semi-parametric Proportional Hazard model:

h (t ) = g
(
t, XT

)
= h0 (t ) · exp

(
βXT + c

)
, (1)

where h0(t) is a baseline (nonparametric) hazard function describ-
ing how hazard changes over time, exp(βXT + c) is a parametric haz-
ard function where β is a set of estimated regression coefficients, X is
a set of explanatory variables, XT is the transpose of X, and c is an es-
timated constant. The explanatory variables we use in model are firm
characteristics from the year before a cyber incident occurs and cyber
incident characteristics (all defined in Table 3). The firm characteris-
tics are size measured by total liabilities (FirmSize), risk measured
by the variability of stock returns (FirmRisk), performance mea-
sures (ROA, Loss, and Leverage), complexity of operational structure
(Foreign), sales growth rate (Growth), and IT intensity dummy (IWb).
The remaining variables are a cyber incident dummy (D_Incident)
and a third-party incident dummy (D_ThirdPartyIncident). Model

4 The key words are: data, computer, electronic, information, system, tech-
nical, security, software, heck, phishing, access, code, password, hacker,
network, transaction, error, integrity, outage, volume, internet, interrupt,
breach, cyber, virus, attack, glitch, steal/stole, confidential, process, email,
private, outsource/ing, third party, third-party, 3rd party, vendor, service
provider, and business partner.
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Figure 2: Annual number of 3rd-party induced incidents vs all other

incidents.

(1) assumes that all firms come from the same population distribu-
tion. Non-cyber incident firms are recognized by treating them as
censored data, which indicates that their time of “failure” is not yet
known.

We use univariate analysis to test hypothesis H1b, which concerns
the volume of data compromised by third-party induced incidents.
Specifically, we use a t-test of the mean difference between the (log-
transformed) number of data records exposed by third-party induced
incidents and all other incidents.

Market impact and the event study methodology
To test hypotheses H2a/b/c, which concern shareholders’ penalty on
equity returns, we use the event study methodology with WRDS’
Event Study tool. The event study methodology estimates the abnor-
mal equity returns associated with an unexpected event. The premise
is that the market takes into account all available information in de-
termining equity prices [72]. When an unexpected event brings new
information and the event is value relevant, the market reaction to
the event can be observed over an event window [t1, t2] that overlaps
with the event revelation date, denoted day 0. We follow the conven-
tion and try various event windows starting one day before day 0
(t1 = −1), to account for leakage of information prior to the event
revelation date, and extending up to 180 days after day 0 (t2 = 180),
to give stock prices time to adjust to the event.

The market reaction to an event is estimated in two steps [73,
72]. The first step estimates the expected (normal) stock return for
firm i at day t, assuming no event has occurred. It is done using the
single-index market model:

Rit = ai + biRmt + eit ,

where Rit is the return on firm i’s common stock on day t and Rmt

is the return on a market index on day t. In our study, Rmt is the
equal-weighted return index from the CRSP database estimated over
255 trading days prior to day 0, during the period [−271, −16]. The
second step estimates the daily abnormal returns (AR) for firm i and
every day in the event window:

ARit = Rit − (âi + b̂iRmt ),

where â and b̂ are the OLS estimates from the single-index market
model. Adding up the daily ARs for firm i over event window [t1,
t2] produces the cumulative AR (CAR) over the window, denoted
CARi[t1, t2]. Averaging CAR[t1, t2] across all firms i in a sample
produces the mean CAR[t1, t2] for the sample. Mean CAR smooths
away variations in CARs across firms in the sample.
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Figure 3: Hazard estimate for third-party induced cyber incidents and all other incidents. ∗ThirdCase = 1 indicates a third-party induced cyber incident.

Table 5: Comparative hazard regressions—incident occurrence

(1) (2)

FirmSize 0.0349∗∗∗ 0.0335∗∗

(2.65) (2.53)
ROA −0.802∗∗ −0.794∗∗

(−2.18) (−2.16)
Loss −0.288∗∗ −0.292∗∗

(−2.53) (−2.56)
Leverage 0.0306 0.0315

(0.43) (0.44)
Foreign −0.0528 −0.0527

(−0.89) (−0.88)
SalesGrowth −0.0413 −0.0429

(−0.64) (−0.66)
IT_Intensity 0.493∗∗∗ 0.494∗∗∗

(6.30) (6.32)
FirmRisk 1.653∗∗∗ 1.632∗∗∗

(3.45) (3.39)
D_ThirdPartyIncident −0.0658

(−0.89)
Observations 25 320 3187
Log Lik. −7853.6 −7853.2
Chi-squared 63.75 64.56

z statistics in parentheses; ∗P < 0.1, ∗∗P < 0.05, ∗∗∗P < 0.01.

We compute CARs for event windows between [−1,0] and
[−1 180]. For robustness testing we also calculate CARs using al-
ternative market models based on the equal-weighted market index,
the Fama-French 3-factor model, and the Fama-French-momentum
4-factor model [73, 72]. The results in all these models (not tabu-
lated here) are comparable to those we show in the section "Adverse
changes in firm equity returns."

We test hypotheses H2a/b/c in univariate and multivariate set-
tings. CARs serve as the dependent variables, with the a priori expec-
tation that cyber incident firms have negative CARs. The univariate
analysis starts with the null hypothesis of mean CARs being positive
and tests whether mean CARs are statistically different than zero and
negative. The test is done for a variety of event windows and subsam-
ples of incident firms (e.g. third-party vs all other firms, small vs large
third-party firms).

The multivariate testing of H2a/b/c estimates regression models
that help explain variations in individual firms’ CARs. We follow
the models of Hillary et al. (2016) [74] and Kamiya et al. (2019)
[28]] for examining determinants of cyber incidents’ impact on equity

returns:

CAR = {
D_First/D_Third

} + {
FirmControls

}
+ {

IncidentControls
} + {

OtherControls
} (2)

CAR is the dependent variable. The independent variables of in-
terest are dummies D_First and D_Third, denoting whether the firm
involved in a cyber incident is a third-party firm (involved in a third-
party induced cyber incident), respectively. Model (2) controls for
three sets of factors known to affect equity returns. Firm Controls
include firm characteristics in financial reports published prior to an
incident: size (FirmSize), growth potential measured by Tobin’s Q
(TobQ), risk measured by the variability of stock returns (FirmRisk),
and profitability measured by return on assets (ROA). Multiple stud-
ies show that shareholders’ reaction to cyber incidents is sensitive
to firm size [20, 21, 19], firm risk [51, 28], and firm profitability
and growth potential [28]. Incident Controls include incident at-
tribute dummies, namely, incident source being internal or external
(D_Internal) and intent being malicious or accidental (D_Malicious).
Other controls include industry dummies and year. Earlier studies
have noted that industry differences can affect shareholders’ reac-
tion to cyber incidents (e.g. [20, 49]). We isolate the Financial and
Services industries because of the high frequency of cyber incidents
in these sectors (see Table 2b).

Variables and descriptive statistics

Table 3 lists the study variables constructed based on secondary data
from multiple sources. All continuous variables are winsorized at
the 1st and 99th percentiles, to mitigate the impact of outliers on
our analysis. Table 4 shows descriptive statistics and pairwise cor-
relations of the study variables. None of the correlations presents a
problem.

Analysis Results

Prevalence of third-party induced incidents

As explained in the section "Frequency of third-party events," to
test hypothesis H1a, which concerns the prevalence of third-party
induced cyber incidents, we use survival analysis (SA) to examine the
hazard of experiencing such an incident as compared with the haz-
ard of other cyber incidents. We start with Fig. 2 graphing the annual
count of incidents experienced between 2000 and 2020. It shows that
third-party induced cyber incidents account for only a small fraction
of all incidents. In addition, it shows that third-party induced inci-
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Table 6: Comparative analysis of number of data records compromised per incident

Log(No. of records compromised)

Incident type Third-party incidents Other incidents Difference t-value P-value

N 144 683
min 2.56 1.2
p25 7.76 6.26
p50 10.08 8.47
mean 10.47 8.99 −1.48∗∗∗ −3.8 0.0000
p75 13.25 11.81
max 18.83 19.84
stdev 3.51 4.38

Table 7: Mean CARs for select representative and long event windows

Short event windows Long event windows

Day Event window Mean CAR Cross-sect. t-statistic for CAR Day Event window Mean CAR Cross-sect. t-statistic for CAR

−1 [−1,−1] −0.08%∗ −1.380
0 [−1,0] −0.18%∗∗ −1.989 30 [−1,30] −0.29% −0.876
1 [−1,1] −0.32%∗∗ −2.289 45 [−1,45] −0.61%∗ −1.415
2 [−1,2] −0.29%∗∗ −2.230 60 [−1,60] −1.05%∗∗ −2.031
3 [−1,3] −0.33%∗∗ −2.264 75 [−1,75] −0.92%∗ −1.588
4 [−1,4] −0.35%∗∗ −2.204 90 [−1,90] −1.43%∗∗ −2.187
5 [−1,5] −0.39%∗∗∗ −2.369
6 [−1,6] −0.35%∗∗ −1.898 120 [−1 120] −0.85% −0.969
7 [−1,7] −0.47%∗∗∗ −2.370
8 [−1,8] −0.48%∗∗∗ −2.469 180 [−1 180] −1.54%∗ −1.497
9 [−1,9] −0.49%∗∗∗ −2.447
10 [−1,10] −0.46%∗∗ −2.207
11 [−1,11] −0.46%∗∗ −2.144
12 [−1,12] −0.50%∗∗ −2.148
13 [−1,13] −0.43%∗∗ −1.835
14 [−1,14] −0.29% −1.262
15 [−1,15] −0.30% −1.256

N = 1397.
∗P < 0.1, ∗∗P < 0.05, ∗∗∗P < 0.01 (one-sided test).

dents are growing at a smaller pace than other incidents. We confirm
these patterns formally using Survival Analysis based on ∼16 500
companies in Compustat and 25 320 firm-year observations, where
1284 firms experienced a cyber incident and 3187 firm-year obser-
vations are for firms involved in third-party induced cyber incidents.
Figure 3 depicts the cumulative and smoothed hazard function es-
timated for the subsample of third-party induced incidents and for
the subsample of all other incidents. Graphically, the hazard func-
tions suggest that, in the recent 10 years, the hazard of third-party
induced incidents is actually dropping.

Table 5 reports the SA multivariate hazard regression results.
Based on the coefficient of dummy D_ThirdPartyIncident, we see
no evidence that the hazard of experiencing third-party induced cy-
ber incidents is larger than experiencing other incidents. In fact, the
D_ThirdPartyIncident dummy has a nonsignificant coefficient, and
its negative sign suggests the opposite. This result indicates that hy-
pothesis H1a is not supported. It is worth adding that the regression
results show characteristics common of organizations that experi-
ence cyber incidents, namely, firms that are larger, riskier, and more
IT intensive.

We next test hypothesis H1b, which concerns the volume of data
compromised by cyber incidents. The average number of data records
compromised per incident is larger for third-party induced incidents
(see Table 6). The mean of log number of compromised records per
incident is 10.45 (or 6.5 million records) for third-party induced in-

cidents, compared with 8.99 (or 4.55 million records) for other in-
cidents. As seen in Table 6, a t-test of the difference of means of log
number of compromised records for the two subsamples is statisti-
cally significant, indicating that third-party induced incidents com-
promise a substantially larger number of data records (P < 0.000).
This supports hypothesis H1b.

Adverse changes in firm equity returns

We next test hypotheses H2a/b/c, which concern the adverse impact
of cyber incidents on firm equity returns, as explained in the section
"Market impact and the event study methodology." To establish a
baseline, we examine in Table 7 the mean CARs for the benchmark
sample of non-third-party induced incidents. For short event win-
dows (up to day 15), mean CARs are negative (up to −0.5%) and
statistically significant for a majority of event windows. For repre-
sentative long event windows (up to day 180), mean CARs are more
negative (up to −1.54%) and statistically significant for some win-
dows. To add to the picture, Fig. 4 shows a plot of the mean CARs for
third-party induced incident and all other incident firms. The mean
CARs for both samples track closely up until day 80 or so. There-
after mean CARs for third-party induced incidents climb up but re-
main negative until day 180. The visual pattern in Fig. 4 is confirmed
based on univariate t-tests of mean differences in CARs for event
windows between [−1,1] and [−1,180] (see Appendix A, Fig. A.1).
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Figure 4: Mean CARs for third-party induced incident firms and all other firms.

Figure 5: Mean CARs for first- and third-party firms in third-party induced incidents.

This means that shareholders penalize more strongly firms involved
in third-party induced incidents (at least in the first 80 days after an
incident).

We move on to test hypotheses H2a/b, which concern the drop in
equity returns for first- and third-party firms. Figure 5 plots the mean
CARs for first- and third-party firms involved in third-party induced
incidents, separately from all other incident firms. Mean CARs for
first-party firms track closely the mean CARs for other incident firms
up until day 120, after which they are slightly higher but mostly neg-
ative. Mean CARs for third-party firms are notably lower up until
day 80 but climb higher and remain mostly negative until day 180.
The visual pattern seen in Fig. 5 is confirmed based on a univariate
t-test of the difference in CARs for event windows between [−1,1]
and [−1,180] (see Appendix A, Fig. A.2). This means that, of the
firms involved in third-party induced incidents, shareholders penal-
ize third-party firms stronger in the first 80 days.

We also test hypotheses Ha/b using multivariate regression and
show the results in Table 8. Columns 1 and 2 include the con-
trol variables and the remaining columns add dummies D_First
and D_Third. Both dummies have negative coefficients, consistent
with the earlier comparison with non-third-party incidents, but only
D_Third has statistically significant coefficients for most event win-
dows tested. This means that only third-party firms tend to suffer
more negative CARs than all other firms experiencing a cyber in-
cident. These results support Hypothesis H2b but not H2a. Other
observations are noteworthy. CARs are more negative for firms that

are riskier (FirmRisk) and have experienced internally triggered inci-
dents (Internal), whereas CARs are less negative for firms that are
larger (FirmSize) and have suffered malicious incidents. This sug-
gests that shareholders inflict larger (smaller) penalties for internally
(maliciously) triggered incidents, perhaps, because they are perceived
to be more avoidable.

We move on to test hypothesis H2c, which concerns the differ-
ence between small and large third-party firms. As seen in Fig. 6,
small third-party firms have notably more negative mean CARs than
large third-party firms between day 20 and day 110, but thereafter
mean CARs track those of non-third-party incident firms. By con-
trast, mean CARs for large third-party firms are not worse until day
30 and thereafter become positive on the most part. The visual pat-
tern seen in Fig. 6 is confirmed based on a univariate t-test of the dif-
ference in CARs for event windows ranging from [−1,1] to [−1,180]
(see Appendix A, Fig. A.3). This means that, of the firms involved in
third-party induced incidents, small third-party firms are penalized
the most by shareholders while large third-party firms are hardly pe-
nalized.

We also test hypothesis H2c in multivariate setting, yielding
the regression results shown in Table 9. All regression runs use
the same control variables shown in Table 8 and add the dummy
D_SmallThird. Columns 1 through 5 use the full sample of all cyber
incidents, whereas columns 6 through 10 use a subsample of only
third-party firms. Dummy D_SmallThird has negative and signifi-
cant coefficients for the long event windows tested, consistent with
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Figure 6: Mean CARs for small and large third-party firms in third-party induced incidents.

our expectation and the pattern visualized in Fig. 6. This means that,
on average, small third-party firms suffer more negative CARs than
all firms experiencing a cyber incident (columns 2–5) and to large
third-party firms (columns 8–10). These results support Hypothesis
H2c.

Discussion and Implications

This paper set out to address three gaps concerning the growing in-
terest in third-party induced cyber incidents. First, are third-party in-
duced cyber incidents growing in prevalence as compared with other
cyber incidents? Our analysis shows this not to be the case. In fact,
the prevalence of third-party induced incidents seems to be growing
at a slower pace than that of other cyber incidents. Second, are third-
party induced cyber incidents greater in scale, or compromise greater
volumes of data, compared with other cyber incidents? We find the
answer to be positive. Our analysis finds evidence that third-party in-
duced cyber incidents, on average, compromise considerably larger
amounts of data.

We are puzzled by the discrepancy between our finding about
the prevalence of third-party induced incidents and what practitioner
surveys report, as detailed in the section "Introduction" [1, 6, 5]. Is
it that surveyed firms simply have wrong perceptions, or do they just
find it more convenient to push the blame to another party? Alter-
natively, could the reason be that the data available on actual third-
party induced cyber incidents is incomplete? Our sample of cyber in-
cidents is among the largest studied to date and combines data from
multiple sources. Nonetheless, it can still be limited by the fact many
firms do not disclose such incidents. For example, while the Security
and Exchange Commission requires public firms to disclose cyber
incidents that materially damage their business, over 60% of cyber
incidents are not disclosed by firms [75–77]; rather, they are disclosed
by regulatory bodies and whistleblowers. Without proper regulatory
disclosure requirements and enforcement, the potential for incom-
pleteness of data on third-party induced incidents is likely to remain
an issue. Overall, how to reconcile our finding with practitioner re-
ports on the prevalence of such cyber incidents is an important issue
for future research to study.

The third gap we set out to address is which party pays more
of the economic price for third-party induced cyber incidents—the
client firm or the service provider firm? Our analysis measures eco-
nomic price by the drop in equity returns of cyber incident firms. We
started with the price paid by first-party client firms. We find this
price to be no greater than when client firms experience homegrown
cyber incidents. In other words, client firms are not worse off when a

cyber incident they suffer is induced by a third-party provider instead
of homegrown. As to third-party service provider firms, the answer is
more nuanced. It is small third-party firms that suffer the blunt of the
economic price for cyber incidents—they experience notably larger
drops in their equity returns than large third-party firms. In fact, large
third-party firms suffer no discernible drop in equity returns.

Our findings about the economic price paid for third-party in-
duced cyber incidents inform the parties involved on their expected
cyber risk exposure, but they do not tell the whole story. The effect
of these cyber incidents may go beyond a relatively short-term drop
in equity returns. Some studies are starting to explore time-lagged
effects on firm financial performance, particularly on firms’ earnings
and earnings potential [78, 28, 13]. In the same spirit, one could con-
sider the effect of cyber incidents on the IT reputation of client firms
and service provider firms engaged in the exchange of services. This
type of effect should be of great interest to third-party firms whose
business centers on IT-based service offerings (e.g. hosted ERP ser-
vices, SAAS, and other cloud computing services). Future research on
long-term effects of third-party induced cyber incidents could shed
more light on the reasons interest in these cyber incidents has been
growing.

Our findings have implications that lead to important questions
for future research. First, given our results showing that both client
firms and (at least small) service provider firms suffer value loss upon
experiencing third-party induced incidents, one potential implication
is that the total value loss per third-party induced cyber incident is
greater than per other types of cyber incident. This intriguing plau-
sibility raises a curious theoretical and empirical quandary.

A second important implication pertains to what client firms
could do to reduce their cyber risk exposure. Some firms are taking
the obvious but nontrivial route of bringing back home outsourced
services that appear to be almost completely out of their control. To
illustrate, the following is a sample of corporate financial disclosure
to shareholders.

Green Brick Partners, Inc. 2015 [10-K]. The Company utilizes an
integrated Enterprise Resource Planning (ERP) software system by a
third-party service organization … the Company was unable to con-
clude that its service organization maintained effective controls over
its information technology environment to (i) prevent unauthorized
database and application access, and (ii) maintain effective security
administration and appropriate change management for the applica-
tion maintained by the third-party service organization … This re-
sulted in an inability to rely on the accuracy and completeness of
data and key application reports obtained from the application at
the third-party service organization … The remediation … Manage-
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ment will move to an ERP self-host structure that involves hosting
and managing the Company’s ERP software system and underlying
infrastructure internally …

Another route is for client firms to require service providers to
maintain information security certification of some sort. We can un-
derstand this option from a market-based perspective. If third-party
service providers lack incentives to invest in cybersecurity because
current laws and regulations put more of the burden on client firms
[12], as explained in the section "Accountability and stock market
reaction," there is a real concern that service providers are acting
opportunistically. The market-based view suggests that reputation,
or the fear of its loss, is a good mechanism for constraining service
providers’ opportunistic behavior. A client firm may not be able to vet
service providers’ reputation by auditing their IT platforms and in-
formation security controls. However, a client firm could require ser-
vice providers to hire independent trusted third parties to vouch for
their reputation upon evaluating and certifying the security and reli-
ability of their IT platforms. These independent certification parties
are essential to market-based trust. The reward service providers ex-
pect from investing in information security certification is enhanced
reputation and market value, as demonstrated by multiple empirical
studies [33–35, 37]. By the same token, the way the stock market
rewards and creates value for service providers who obtain informa-
tion security certification, the market would penalize stronger certi-
fied service providers for third-party induced cyber incidents. Hence,
in principle, the same reputation mechanism that rewards “certified”
service providers would also “penalize” them when they do not live
up to their reputation. It is this dual market-based reputation mech-
anism that should hold third-party service providers more account-
able to their client firms and shareholders. However, whether this
certification-based reputation mechanism works in practice remains
an open question for future research. No study has yet examined
whether certified service providers tend be less involved in third-party
induced cyber incidents, or whether the stock market holds them
more accountable when they are involved in such incidents. Evidence
to this extent would be extremely valuable to client firms who are in-
creasingly compelled to rely on third-party service providers but are
concerned about the associated cyber risk exposure.

Conclusion

This paper is first to provide a look into the area of third-party in-
duced cyber incidents. It yields numerous fact-based insights into the
prevalence of these incidents, the volume of data these incidents tend
to compromise, and their economic effects on the market value of
firms involved. In relation to the latter, the paper demonstrates the
value of using a market-based perspective to understand the account-
ability of parties involved in third-party induced cyber incidents. Re-
spectively, it also highlights follow-up questions that remain open for
future research. We are hopeful that this study will stimulate schol-
arly and industry dialogues and foster more research on third-party
induced cyber incidents and their importance in an increasingly net-
worked economy.
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Appendix A: T-tests of subsamples’ CAR
differences
Third-party vs “Other” firms. The difference in CARs is statistically significant
than zero for event windows [−1,21] through [−1,80], indicating that CARs
for third-party incident firms are more negative in this range of event windows.

First-party vs Third-party firms. The difference in CARs is statistically
significant than zero for a majority of event windows between [−1,15] and
[−1,75], indicating that CARs for third-party firms are more negative in this
range of event windows. For longer event windows, the difference in CARs
continues to be negative but non statistically significant.

Small vs Large Third-party Firms. The difference in CARs is statistically
significant than zero for event windows between [−1,15] and [−1,130], indi-
cating that CARs for small third-party firms are more negative in this range of
event windows. For longer event windows, the difference in CARs continues
to be negative but mostly non statistically significant.

Figure A.1: T-test of CARs for third-party induced incident firms and all other firms.
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Figure A.2: T-test of CARs for first- and third-party firms in third-party induced incidents.

Figure A.3: T-test of difference in CARs for small and large third-party firms.
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