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There is strong agreement across the sciences that replicable workflows are needed

for computational modeling. Open and replicable workflows not only strengthen public

confidence in the sciences, but also result in more efficient community science. However,

the massive size and complexity of geoscience simulation outputs, as well as the

large cost to produce and preserve these outputs, present problems related to data

storage, preservation, duplication, and replication. The simulation workflows themselves

present additional challenges related to usability, understandability, documentation, and

citation. These challenges make it difficult for researchers to meet the bewildering

variety of data management requirements and recommendations across research

funders and scientific journals. This paper introduces initial outcomes and emerging

themes from the EarthCube Research Coordination Network project titled “What About

Model Data? - Best Practices for Preservation and Replicability,” which is working

to develop tools to assist researchers in determining what elements of geoscience

modeling research should be preserved and shared to meet evolving community open

science expectations.

Specifically, the paper offers approaches to address the following key questions:

• How should preservation of model software and outputs differ for projects

that are oriented toward knowledge production vs. projects oriented toward

data production?

• What components of dynamical geosciencemodeling research should be preserved

and shared?

• What curation support is needed to enable sharing and preservation for geoscience

simulation models and their output?

• What cultural barriers impede geoscience modelers from making progress on

these topics?

Keywords: data, preservation, replicability, model, simulation

INTRODUCTION

Dynamical models are central to the study of Earth and environmental systems as they are used to
simulate specific localized phenomena, such as tornadoes and floods, as well as large-scale changes
to climate and the environment. High-profile projects such as the Coupled Model Intercomparison
Project (CMIP) have demonstrated the potential value of sharing simulation output data broadly
within scientific communities (Eyring et al., 2016). However, more focus is needed on open science
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challenges related to simulation output. Researchers face a
bewildering variety of data management requirements and
recommendations across research funders and scientific journals,
few of which have specific and useful guidance for how to deal
with simulation output data.

Simulation-based research presents a number of significant
data-related problems. First, simulations can generate massive
volumes of output. Increased computing power enables
researchers to simulate weather, climate, oceans, watersheds, and
many other phenomena at ever-increasing spatial and temporal
resolutions. It is common for simulations to generate tens or
hundreds of terabytes of output, and larger projects like the
CMIPs generate petabytes of output.

Second, interdependencies between hardware and software
can limit the portability of models, and make the long-
term accessibility of their output problematic. Many current
data management guidance documents provided by scientific
journal publishers conflate scientific computational models
with software, thereby not addressing whether/how to archive
model outputs. Equating computational models with software
does not add much clarity to these recommendations, as
ensuring “openness” of software is itself a significant challenge
(Easterbrook, 2014; Irving, 2016). Models in many cases involve
interconnections between community models, open source
software components, and custom code written to investigate
particular scientific questions. Large-scale models often also
borrow and extend specific components from other models
(Masson and Knutti, 2011; Alexander and Easterbrook, 2015).

Third, the lack of standardization and documentation for
models and their output makes it difficult to achieve the goals
of open and FAIR data initiatives (Stall et al., 2018). While
this problem is not unique to simulation-based research, it has
stimulated a number of initiatives to develop more consistency in
how variables are named within simulation models, how models
themselves are documented, and in how model output data are
structured and described (Guilyardi et al., 2013; Heydebreck
et al., 2020; Eaton et al., 2021).

The result is that the long-term value of simulation outputs is
harder to assess than of observational data, and requires focused
effort if the value is to be achieved. Key questions that challenge
researchers who use such models are “what data to save” and
“for how long?” Guidance on these questions is particularly vague
and inconsistent across funders and publishers. “Reproducibility”
is likewise difficult to define and achieve for computational
simulations. Many different approaches have been proposed
for what is required to successfully reproduce prior research
(Gundersen, 2021). Within climate science, for example, bitwise
reproducibility of model runs has not been a primary focus due to
the non-linear nature of the phenomena being simulated, as well
as the differences in bitwise output that occur when transferring
models to different computing hardware (Bush et al., 2020).

Following the terminology of the recent US National
Academies of Sciences, Engineering, and Medicine (2019) report
on “Reproducibility and Replicability in Science,” the primary
goal in Earth and environmental science research is replicability
of findings related to the physical system being simulated, not
bitwise computational reproducibility. In other words, the goal

is to have enough information about research workflows and
selected derived data outputs to communicate the important
configurational characteristics to allow a future researcher to
build from the original study.

This paper builds on the initial findings of the EarthCube
Research Coordination Network (RCN) project titled “What
About Model Data? - Best Practices for Preservation and
Replicability” (https://modeldatarcn.github.io/) to address the
following key questions related to open science and simulation-
based research:

• How should preservation of model software and outputs differ
for projects that are oriented toward knowledge production vs.
projects oriented toward data production?

• What elements of dynamical geoscience modeling research
should be preserved and shared?

• What curation support is needed to enable sharing
and preservation for geoscience simulation models and
their output?

• What cultural barriers impede geoscience modelers from
making progress on these topics?

The goal of this discussion is to highlight initial findings and
selected themes that have emerged from the RCN project. The
discussion is not intended to provide prescriptive guidelines for
what and how long data should be preserved and shared from
simulation based research to fulfill community open science
expectations. Instead, we share here initial progress toward
guidelines, and, importantly, the broader themes that we have
identified as crucial to understand and address in order to
reach community open science goals. We plan to share detailed
guidance for specific datasets in a future article.

RESEARCH COORDINATION NETWORK
PROJECT OVERVIEW

The ultimate goal of the RCN project is to provide guidance on
what data and software elements of simulation based research,
specifically from dynamical models, need to be preserved and
shared to meet community open science expectations, including
those of funders and publishers. To achieve this goal, two virtual
workshops were held in 2020, and ongoing engagement with
selected stakeholders has taken place through professional society
based town halls and webinars. Workshop participants included
representatives from a variety of communities, including
atmospheric, hydrologic, and oceanic sciences, data managers,
funders, and publishers.

Project deliverables developed through the workshops and
follow-on discussions include: (1) a preliminary rubric that can
be used to inform a researcher on what simulation output needs
to be preserved and shared in a FAIR aligned community data
repository to support replicability of research results, and allow
others to easily build upon research findings, (2) draft rubric
usage instructions, and (3) an initial set of reference use cases,
which are intended to provide researchers with examples of
what has been preserved and shared by other projects that
attained similar rubric scores. The current version of all project
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deliverables can be accessed at https://modeldatarcn.github.io/.
After further workshops are held and additional community
input is gathered in 2022, project stakeholders plan to refine the
project outputs further for later publication.

INITIAL RCN PROJECT FINDINGS

Knowledge Production vs. Data Production
A primary determinant of the data archiving for modeling
projects is whether they are oriented toward knowledge or data
production. Most scientific research projects are undertaken
with the main goal of knowledge production (e.g., running an
experiment with the goal of publishing research findings). Other
projects are designed and undertaken with the specific goal of
data production, that is, they produce data with the intention
that those data will be used by others to support knowledge
production research. For example, regional and global oceanic
and atmospheric reanalysis products produced by numerical
weather prediction centers would fall into the category of data
production. The importance of this distinction is that different
kinds of work are involved in knowledge vs. data production
(Baker and Mayernik, 2020, Figure 1).

In particular, data production cannot occur without
well-planned and funded data curation support, whereas
knowledge production-oriented projects can be quite successful
at generating new findings with minimal data curation. In
some cases, such as the CMIPs, projects are designed for both
knowledge and data production.

It is difficult to achieve either knowledge or data production
if a project does not have that orientation from the beginning.
Projects with a knowledge production orientation may generate
significant amounts of data, and may want other scientists to use
their outputs. But if data production is not the explicit goal and
orientation from the beginning of a project, it is difficult for data
to be used by others without direct participation by the initial
investigator(s). If preservation and broad sharing ofmost project-
generated data is intended to take place, a data production-
orientation is necessary. This must encompass data preparation
and curation tasks, such as ensuring that data and metadata
conform to standards, that files are structured in consistent
formats, that data access and preservation are possible, that data
biases and errors are documented, and that data can be accessed
and cited via persistent identifiers (McGinnis and Mearns, 2021;
Petrie et al., 2021).

Determining What to Preserve and Share
While each project is unique, certain data and software elements
should be preserved and shared for all projects to support
research replicability and allow researchers to more easily build
upon the work of others. Accordingly, workshop participants
found that it would be best to preserve and share all elements
of the simulation workflow, not just model source code
(Figure 2). Simply sharing model code doesn’t provide the level
of understanding needed to easily build upon existing research.
Also, if initialization and forcing data are provided by an outside
provider, such as a national meteorological center, it should be
the responsibility of that center to provide access to those data.

As discussed above, most scientific research projects are
focused on knowledge production and as such should be
saving little to no raw simulation data in repositories, instead
focusing on smaller derived fields that help communicate to
future researchers the environmental state or other information
important for building similar studies in the future. Particularly
for highly non-linear case studies, the goal is not exact
reproducibility, but rather enough output to understand the
environmental state that forced, and the impacts of, the features
being investigated. There may be unique projects in which
bitwise reproducibility is deemed necessary; in those cases,
containerization can be useful (Hacker et al., 2016). However, to
build upon prior research, most knowledge production research
does not require bitwise reproducibility. Conversely, as described
above, data production projects should have well-structured
plans to preserve and share all model outputs needed for
downstream users to successfully develop knowledge production
research from those outputs.

Need for Curation Support
Development of research data and software that adheres
to community best practice expectations for reuse requires
specialized knowledge, and can be resource intensive. For
example, data management includes a broad spectrum of
activities in the data lifecycle, including proposal planning, data
collection and organization, metadata development, repository
selection, and governance (Wilkinson et al., 2016; Lee and Stvilia,
2017). Model code, output data, and any platforms being used
to deliver code and/or software need to be documented clearly
to provide guidance for potential users. Research software should
be made available through collaborative development platforms
such as GitHub (github.com) or Bitbucket (bitbucket.org),
versioned, and licensed to describe terms of reuse and access
(Lamprecht et al., 2020; American Meteorological Society, 2021).
Both the data and snapshots of software versions that were used
to support research outcomes should be archived in trusted data
(e.g., https://repositoryfinder.datacite.org) and software (e.g.,
https://zenodo.org, https://figshare.com) repositories for long-
term preservation and sharing, and assigned digital object
identifiers to facilitate discovery and credit (Data Citation
Synthesis Group, 2014; Katz et al., 2021).

The RCN project is working to develop strategies for deciding
what needs to be preserved and shared, and communicate those
practices clearly to researchers, repositories, and publishers. This
should decrease the volume of simulation-related output that
needs to be preserved, but conversely there is an expectation
for researchers to share simulation configuration, model and
processing codes that can reasonably be understood and reused
by others with discipline specific knowledge. Researchers are
currently spending a significant portion of their own time
dealing with data curation; in some cases, over 50% of their
funded time. Developing and stewarding software that adheres to
community best practice expectations adds an additional burden
on the researcher that may take up more of their funded time.
Additionally, the availability of community data repositories in
selected disciplines, such as the atmospheric sciences, is sparse,
making it challenging for researchers to find an appropriate
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FIGURE 1 | Baker and Mayernik (2020). The two-stream model shows two branches: (1) knowledge production using data optimized for local use with the final form

optimized for publication of papers; and (2) data production creates data intended for release to a data repository that makes data accessible for reuse by others. This

figure was published via the Creative Commons Attribution 4.0 International copyright license (CC BY 4.0) https://creativecommons.org/licenses/by/4.0/.

FIGURE 2 | Data and software elements to be preserved and shared by all projects.

repository to deposit their data. A coordinated effort is needed to
fund personnel to assist researchers in data and software curation,
as well as investment in the needed repository preservation
and stewardship services, to complement existing capabilities
(Gibeaut, 2016; Mayernik et al., 2018). It is unreasonable to
expect already overloaded researchers to become expert data
managers and software developers, and find time to complete
their research activities.

Cultural Barriers to Progress
As was discussed already, resources (time, money, personnel)
remain a significant barrier to implementation of data

management best practices that promote increased scientific
replicability, reduced time-to-science, and broadened
participation. But there is also resistance to change as these
practices are often in opposition to the way much of the
community has built a successful career. Career advancement
for scientists in typical scientific career pathways at research
centers and universities is based on long-used metrics of
“scientific success.” The primary traditional metrics are number
of publications, citations, and amount of proposals awarded.
Often observational instrument researchers have built careers
by leveraging use of their instrument in field campaigns to
secure proposal dollars and subsequent publications. Some
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model researchers and theorists argue that limiting access to
their software is thereby an equivalent path that they take for
building their career. However, instrument researchers are only a
small subset of observationalists, and many scientists have built
a strong career without limiting access to their software or data.

That said, we do recognize existing challenges in sharing of
data and software. One challenge is the lack of adoption in
formally citing datasets and software in peer reviewed journals,
and consideration of such impact measurements in evaluations
for promotion. Initiatives to add data and software contributions
to the evaluation process for promotion and awards exist at
various institutions, but adoption of new practices tends to be
arduous. To protect early career scientists and researchers at
smaller institutions, we propose using the practices of data and
software sharing embargoes and curation waivers. Embargoes on
data sharing are often used in field campaigns to give graduate
students a certain amount of time to work with the data before
sharing more broadly, in recognition of their need to publish
on this data as part of their career development (and possibly
needing more time to do so than more experienced researchers).
This practice should be continued for new data and software
to protect early career researchers. Additionally, waivers are
often used to reduce requirements (e.g., publication fees) for
researchers without sufficient resources. Here, we can extend
waivers to curation requirements for researchers at institutions
lacking in data/software curation expertise. Embargoes and
waivers should not be used as excuses, however, to fall back on
“data available upon request” statements that are proven to be
problematic (Tedersoo et al., 2021). Overall, for these kinds of
considerations, we emphasize not disproportionately punishing
researchers with fewer resources.

Other common concerns from scientists about more open
access, and particularly to software, are misuse of the software
and fear of sharing suboptimal code. Misuse of software is a real
outcome, as any open source software may ultimately be misused
by some. However, the benefit of a more inclusive user base
far outweighs the dangers of misuse (American Meteorological
Society, 2021). A significant challenge is often determining who
is responsible, if anyone, for user support, as this is rarely
documented or formalized within research teams. As for sharing
suboptimal code, most researchers in the Earth sciences are not
formally trained programmers and many feel that their code
is clunky, sometimes embarrassingly so. However, while some
documentation is needed, elegant code is not a requirement
for success in the earth sciences. In general, the community is
accepting of code as long as it gets the correct physical answer. An
added benefit of sharing code is that later users may streamline
and optimize it, benefiting everyone.

DISCUSSION

We must work as a community to overcome the barriers to
open data and software because our current practices impede
broadened participation in the Earth sciences. Scientific equity
cannot be fully achieved when individual scientists act as
gatekeepers for new models, data, and software. However, these

new initiatives need to be supported financially, with expertise
and infrastructure, and incentivized through modernized merit
review criteria (Moher et al., 2018). As discussed above,
researchers are already struggling with data curation and
code documentation and sharing; the community needs help
from researchers trained in these areas (possibly as staff
support at shared repositories). Without financial support
and infrastructure provided for the scientific community,
researchers at smaller institutions will be the hardest hit
by these changes, negating the very advances we are trying
to achieve in broadening participation. We can mitigate to
some degree with embargos and waivers, but in the long
run, we need federal commitment to data and software
curation services.

Funding agencies are already paying for data work, if
indirectly, by adding open data requirements to research grants
but not increasing the investment in data infrastructures and
data curation expertise. The result has been that scientists
and graduate students re-allocate grant funding intended
for scientific research to complete data tasks. If open
science expectations for simulation-based research are to
be achieved, the investment in data work should be more
direct and intentional. Investigators spending research grant
dollars on minimal curation by untrained graduate students
is inefficient and will not lead to the intended outcomes
of high-quality data sets being deposited in well-curated
data repositories.

Finally, we emphasize that it is important to consider more
than just the extremes for many of the questions and topics
discussed in this paper. From our project’s discussions, it is
clear that we must get past the poles of either all or no
model output being preserved. The best outcome in most
use cases discussed within our project has been somewhere
in the middle, namely that some output be preserved, but
not all. Likewise, software need not be all open or closed.
Some software may be released openly even if other software
components are withheld from public view due to security or
proprietary concerns. Similarly, questions about curation work
should not be limited to a scientist vs. curator debate. Ideally,
curation tasks should involve partnerships between scientific and
data experts to take advantage of their respective knowledge
and skills.

The next steps for our project and for the community broadly
will be to address other important questions that have come up
in our project activities, but have not been discussed in detail.
For example, how long should simulation output be preserved
and shared? Needs for data longevity are almost impossible
to assess up front, due to the unknown future value and user
bases of archived data sets (Baker et al., 2016). Such assessments
have to be done downstream. But what are the best measures
of a data set’s value over time? Ideally this would be based on
robust metrics, but there is not yet community agreement on
what metrics are most appropriate. The overall goal is to make
sure that we are preserving materials that can enable follow-on
research, whether that be data, software, or both.More discussion
and use cases will be necessary going forward to address these
difficult challenges.
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