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Abstract 
 

With limited computing and storage resources, many network applications of encryption 

algorithms require low power devices and fast computing components. CHESS-64 is designed 

by employing simple key scheduling and Data-Dependent operations (DDO) as main 

cryptographic components. Hardware performance for Field Programmable Gate Arrays 

(FPGA) and for Application Specific Integrated Circuits (ASIC) proves that CHESS-64 is a 

very flexible and powerful new cipher. In this paper, the security of CHESS-64 block cipher 

under related-key differential cryptanalysis is studied. Based on the differential properties of 

DDOs, we construct two types of related-key differential characteristics with one-bit 

difference in the master key. To recover 74 bits key, two key recovery algorithms are proposed 

based on the two types of related-key differential characteristics, and the corresponding data 

complexity is about 2
42.9

 chosen-plaintexts, computing complexity is about 2
42.9

 CHESS-64 

encryptions, storage complexity is about 2
26.6

 bits of storage resources. To break the cipher, an 

exhaustive attack is implemented to recover the rest 54 bits key. These works demonstrate an 

effective and general way to attack DDO-based ciphers. 
 

 

Keywords: Cryptanalysis, CHESS-64 block cipher, related-key differential attack, 

Data-Dependent operations 
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1. Introduction 

Security and privacy are primary requirements for wired and wireless communication. As a 

most common method, encryption is used to provide secure and secret communication. In the 

field of ubiquitous computing systems [1], sensor networks [2], wireless networks [3], IPsec 

[4] and mobile communication [5], limited computing and storage resources bring a variety of 

privacy and security challenges for encryption algorithms. As a result, more efficient 

cryptographic primitives are badly needed to provide high performance on 

resource-constrained devices. 

   In the past decade, for encryption applications requiring a fast hardware implementation 

with limited computing and storage resources, Data-Dependent permutations (DDPs) [6] have 

been used as main cryptographic primitives in a number of fast block ciphers, namely 

Spectr-H64 [7], Cobra-H64/128 [8], CIKS-128H [9], DDP-64 [10] and so on. As a linear 

primitive, DDP conserves weights of transformed bit string, and DDP-based ciphers show 

their natural weaknesses against differential cryptanalytic attacks. In 2004, [11] proposed 

related-key differential attacks on full-round CIKS-128 and CIKS-128H. In 2005, Cobra-H64 

and Cobra-H128 were proved to be insecure under related-key differential attacks [12]. It was 

proved that DDP-64 do not have a high security level as the designer promised [13]. 

To strengthen the security of DDP-based ciphers, more powerful cryptographic primitive, 

namely Data-Dependent operations (DDOs) are introduced to design block ciphers 

[14,15,16,17,18] implemented on resource-constrained devices. In order to achieve higher 

speed and cost fewer computing and storage resources, these ciphers usually use simple key 

schedule. For DDO-based ciphers, there is no general cryptanalysis method as DDP-based 

ciphers, and security problem turns out to be a stumbling block for the application of high 

speed DDO-based ciphers. Consequently, the security evaluation gradually makes a 

significant task for the application of DDO-based ciphers on resource-constrained devices. 

As an example of DDO-based cipher, CHESS-64 was designed to achieve more efficient 

hardware implementations than any existing DDP-based ciphers. In 2009, Lee et al proposed a 

related-key differential attack on CHESS-64 by constructing a related-key differential 

characteristic with high probability [19]. In our work, we point out some flaws in Lee et al’s 

work on constructing related-key differential characteristic and recovering key. As a result, 

Lee et al’s attack won’t work as promised. 

Further, in this paper, we construct two types of related-key differential characteristics 

with one-bit difference in the master key, based on which, two key recovery algorithms are 

proposed. Specifically, the first key recovery algorithm could recover 42 bits of the master key 

with about 2
42.4

 chosen-plaintexts, 2
42.4

 CHESS-64 encryptions and 2
12.2

 bits of storage 

resources, while the second key recovery algorithm could recover another 32 bits of the master 

key requiring about 2
41.1

 chosen-plaintexts, 2
41

 CHESS-64 encryptions and 2
26.6

 bits of storage 

resources. To break CHESS-64, we perform an exhaustive search to recover the rest 54 bits of 

the master key. We firstly proposed correct cryptanalytic results on CHESS-64 so far, and we 

present a new and common method to analyze the security of DDO-based ciphers. We 

summarize our results and existing cryptanalytic results on some typical DDP-based and 

DDO-based ciphers in Table 1. 

 

 



3268                                              Wei Luo&Jiansheng Guo: Related-Key Differential Attacks on CHESS-64 

Table 1. Cryptanalytic Results of some typical DDP-based and DDO-based ciphers 
 

Block Cipher Number of Round Data/Time Complexity Recovered Key Bits Comment 

CHESS-64 
8(full) 2

42.9
/2

42.9
 74 

This paper 
8(full) 2

42.9
/2

54
 128(full) 

CIKS-128 12(full) 2
44

/2
44

 63 
[11] 

CIKS-128H 8(full) 2
48

/2
48

 63 

Cobra-H64 10(full) 2
15.5

/2
15.5

 23 
[12] 

Cobra-H128 10(full) 2
44

/2
44

 63 

DDP-64 10(full) 2
54

/2
54

 22 [13] 

MD-64 8(full) 2
95

/2
43.1

 128(full) [20] 

Data: Related-Key Chosen Plaintexts, Time: Encryption Units 

 

Outline. This paper is organized as follows. In Section 2, we firstly give some notations, and 

then we briefly describe the structure of CHESS-64. In Section 3, we study the related-key 

differential properties of CHESS-64, construct two types of related-key differential 

characteristics, and point out some flaws in existing cryptanalytic results on CHESS-64. In 

Section 4, two key recovery algorithms are presented on CHESS-64. Finally, we conclude in 

Section 5. 

2. Description of CHESS-64 

In this section, we firstly present some notations in this paper, and then we give a brief 

introduction of the particular DDOs used in CHESS-64 and the structure of CHESS-64. 

2.1 Notations 

We use the following notations in this paper. Note that a bit string will be numbered from left 

to right, starting with bit 1. For example, for 
1 2( , , , )nL l l l , 

1l  is the left most bit and 
nl  is 

the right most bit. 

-
ie : a binary string e in which the i-th bit is one and the others are zeros; 

- ( )D i : the i-th bit of a 32-bit string, namely D; 

-
/n mF : a DDO with m bits as controlling binary string, and n bits as input and output, 

respectively; 

- 16 : a 16-bit right cyclic rotation; 

- ,X Y : a 64-bit plain-text and a 64-bit cipher-text, respectively; 

- ,i iX Y : the input and output of the i-th round of CHESS-64. 

2.2 DDOs used in CHESS-64 

CHESS-64 employs three DDOs as its nonlinear operations which are depicted in Fig. 1. 

As shown in Fig. 1-(a) and Fig. 1-(b), due to the symmetric structure, 
32/96F  and 

1

32/96F  differ only in the distribution of controlling bits over the basic building block 
2/1F , which 

is defined as follows. 

2 1

2/1 1 2

1 1 2

( , ) 0;
( , , )

( , ) 1.

x x if v
F x x v

x x x if v


 

 
 

While the basic building block 
2/1 'F  used in 

32/80 'F  is defined as follows. 
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2 1

2/1

1 2 2

( 1, 1) 0;
'

( 1, ) 1.

x x if v
F

x x x if v

  
 

  
 

'1/2F

'1/2F

'1/2F

'1/2F

'1/2F

'1/2F

'1/2F

'1/2F

'1/2F'1/2F '1/2F'1/2F

'1/2F

'1/2F

'1/2F

'1/2F

'1/2F

'1/2F

'1/2F

'1/2F

'1/2F'1/2F '1/2F'1/2F

'1/2F

'1/2F

'1/2F

'1/2F

'1/2F

'1/2F

'1/2F

'1/2F

'1/2F'1/2F '1/2F'1/2F

'1/2F

'1/2F

'1/2F

'1/2F

'1/2F

'1/2F

'1/2F

'1/2F

'1/2F'1/2F '1/2F'1/2F

'1/2F'1/2F '1/2F'1/2F

'1/2F'1/2F '1/2F'1/2F

'1/2F'1/2F '1/2F'1/2F

'1/2F'1/2F '1/2F'1/2F

'1/2F'1/2F '1/2F'1/2F

'1/2F'1/2F '1/2F'1/2F

'1/2F'1/2F '1/2F'1/2F

'1/2F'1/2F '1/2F'1/2F

1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F

1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F

1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F

1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F

1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F

1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F

( )a

( )c

1v

2v

3v

4v

5v

6v

6v

5v

4v

3v

2v

1v

( )b

 
Fig. 1. (a) F32/96, (b) F

-1
32/96, (c) F32/80’ 

2.3 Structure of CHESS-64 

CHESS-64 is a pure DDO-based cipher which only employs DDOs and other linear 

operations. Composed of initial transformation (IT), round function Crypt , and final 

transformation (FT), CHESS-64 is an 8-round iterated block cipher with a block size of 64 bits 

and 128 bits master key. The cipher’s general structure and round function are shown in Fig. 

2-(a) and Fig. 2-(b), respectively. 

⊕

F32/96E

F-1
32/96

<<<16

⊕

⊕
E

⊕

I

i

LRK

1L

4L

1V

4V

W

'W

i

LX i

RX

i

LY i

RY

2V

3V

>>>7

'E

>>>7

'E

i

RRK

2L

3L

( )b

⊕
RK1Crypt

⊕

Crypt

⊕

Crypt

⊕

RK2

RK8

RKR
0

RKL
0

RKR
9

( , )L RY Y Y

( , )L RX X X

RKL
9

( )a

32/80 'F

32/80 'F

 
Fig. 2. (a) Structure of CHESS-64, (b) Round function Crypt 
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As shown in Fig. 2-(a), the cipher uses two 64-bit key blocks 0RK  and 9RK  to transform 

the input data and output data, respectively. For the former 7 rounds, two 32-bit output blocks 

would be swapped for the input of the next round, but not for the last round .  

As shown in Fig. 2-(b), round function Crypt  is composed of five kinds of operations: 

bitwise module 2 addition, two extend-functions ( , 'E E ), three DDOs ( 1

32/96 32/96 32/80, , 'F F F ), 

two cyclic rotations ( 16, 7  ), and an involution ( I ). 

Details of transformation components of round function Crypt  could be obtained in [8].  

To obtain a high speed performance, CHESS-64 employs a very simple key schedule. The 

128-bit master key K  of CHESS-64 is divided into four 32-bit key blocks 
1 2 3 4, , ,K K K K , and 

round keys are presented in Table 2, where ( 1,2,3,4)mK m   donates a 32-bit key block, and 

( 1,2, ,8)iRK i   donates round key of the i-th round. 

 
Table 2. Key schedule of CHESS-64 

 

Round i 0 1 2 3 4 5 6 7 8 9 

RK
i
 (K4,K3) (K3,K1) (K2,K4) (K4,K2) (K1,K3) (K4,K2) (K1,K3) (K2,K1) (K3,K4) (K1,K2) 

 

Encryption procedure of CHESS-64 is presented in the following table.  

 

Encryption Algorithm of CHESS-64 

[Step 1] An input block X  is divided into two subblocks 
LX  and 

RX . 

[Step 2] Perform IT: 
1 0

L L LX X RK   and 
1 0

R R RX X RK  . 

[Step 3] For 1i   to 7 do: 

. 1 1( , ) ( , , ),( , ) ( , )i i i i i i i i i

L R L R L R R LY Y Crypt X X RK X X Y Y    

[Step 4]
8 8 8 8 8( , ) ( , , )L R L RY Y Crypt X X RK . 

[Step 5] Perform FT: 
8 9

L L LY Y RK   and 
8 9

R R RY Y RK  . 

[Step 6] Return the ciphertext block ( , )L RY Y Y . 

3 Properties for Components of CHESS-64 

In this section, we firstly describe some differential properties for the basic building blocks of 

DDOs, which allow us to analyze differential properties for DDOs in the next step. And then, 

by adding one-bit difference in the master key, we construct three kinds of one-round 

related-key differential characteristics with high probability. Finally, two types of full-round 

related-key differential characteristics are constructed by employing properties of DDOs and 

one-round related-key differential characteristics. 

3.1 Differential properties for the basic building blocks 

As components of round function Crypt , 1

32/96 32/96 32/80( ), 'F F F  employ 
2/1 2/1, 'F F  as basic 

building blocks, respectively.  

The following properties hold for
2/1F . 
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Property 1. For 
2/1F , if the difference weight of controlling string is 0, and the difference 

weight of input is 1, the output difference is 

01 10, 0 01, 1;

11 10, 1;

10 01, 0.

if X v or X v

Y if X v

if X v

     


    
   

 

Property 2. For 
2/1F , if the difference weight of controlling string is 0, and the difference 

weight of input is 2, the output difference is 

11 0;

10 1.

if v
Y

if v


  


 

Property 3. For 
2/1F , if the difference weight of controlling string is 1, and the difference 

weight of input is 0, the output difference is 

00 00;

10 10;

11 01;

01 11.

if X

if X
Y

if X

if X





  


 

 

Analogously, the following properties hold for
2/1 'F . 

Property 4. For 
2/1 'F , if the difference weight of controlling string is 0, and the difference 

weight of input is 1, the output difference is 

01 ' 10, ' 0;

' 10 ' 10, ' 1 ' 01, ' 0;

11 ' 01, ' 1.

if X v

Y if X v or X v

if X v

  


       
   

 

Property 5. For 
2/1 'F , if the difference weight of controlling string is 0, and the difference 

weight of input is 2, the output difference is 

11 ' 0;
'

01 ' 1.

if v
Y

if v


  


 

Property 6. For 
2/1 'F , if the difference weight of controlling string is 1, and the difference 

weight of input is 0, the output difference is 

01 ' 00;

10 ' 10;
'

00 ' 01;

11 ' 11.

if X

if X
Y

if X

if X





  


 

 

3.2 Differential properties for DDOs 

As depicted in Fig. 1, DDOs are constructed with basic building blocks in layered topology. 

Specifically, 1

32/96F   is constructed with 6 layers of 
2/1F , and each layer consists of 16 

2/1F  in 



3272                                              Wei Luo&Jiansheng Guo: Related-Key Differential Attacks on CHESS-64 

alignment; while 
32/80 'F  is constructed with 5 layers of 

2/1 'F , and each layer consists of 16 

2/1 'F  in alignment. Base on the differential properties of basic building blocks, we present 

differential properties of 1

32/96 32/80, 'F F  when the difference weight of input is 1. 

Let the input difference of 1

32/96 32/80( ')F F  be ( 1,2, 32)ke k  . By Property 1 and Property 2 

(Property 4 and Property 5), we can accurately obtain the probability distribution of the output 

differences by analyzing difference transmission properties layer by layer. For example, if the 

input difference of 1

32/96F   is 
16e , the probability distribution of the output differences of 1

32/96F   

is depicted in Appendix Table 1. 

Theorem 1. For 1

32/96F  , if the difference weight of input is 1, there are two differential routes at 

most that could transmit input difference ( 1,2, 32)ke k   to any output difference. 

Proof. According to the topology of 1

32/96F  , when the difference weight of input and output 

is 1, there exist no more than 2 one-bit differential routes. Consequently, there exist 2 

differential paths at most which could transmit 
ke  to nonzero bit of any output difference. In 

other words, there are two differential routes at most which could transmit 
ke  to any output 

difference.                                                                                                                                  

As shown in Fig. 3, for 1

32/96F  , the bold lines donate the two possible difference routes 

when the input difference is 
31e  and the output difference is 

25e . By Property 1, for the first 

route (See Fig. 3-(a)), we can exactly know that the six-bit of controlling string from top to 

bottom is “011000”. By Property 1 and Property 2, for the second route (See Fig. 3-(b)), the 

ten-bit of controlling string from top to bottom and from left to right is “1111100001”. 

1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F

1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F

1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F

1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F

1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F

1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 00 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 00 0 00 0 0 0 0 0 0 0 0 0 0

1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F

1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F

1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F

1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F

1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F

1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F1/2F

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 00 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 00 0 00 0 0 0 0 0 0 0 0 0 0

( )a

( )b

 
Fig. 3. (a) The first difference route of e31→e25 for F32/96

-1
, 

 (b) The second difference route of e31→e25 for F32/96
-1
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Based on our analysis above, it’s clear that there are two flaws in [9], which are as 

follows. 

(1) It’s impossible to obtain the exact six-bit of controlling string with one-bit input and 

output difference for 1

32/96F  .  

For example, as there are two possible difference routes for 
31 25e e  (See Fig. 3), it’s 

impossible to know which one is correct with a certain cipher-text pair. 

(2) Lee et al made a mistake in calculating probability of one-bit differential route in 1

32/96F  . 

For example, for 1

32/96F   with an input difference 
31e , the output difference is 

25e  with 

probability 6 102 2   (not 62 , as Lee et al presented in the last paragraph of sub-section 4.1). 

Theorem 2. For 
32/80 'F , if the difference weight of input is 1, we can exactly obtain one 

differential route according to input difference ( 1,2, 32)ke k   and output difference. 

Proof. According to the topology of 
32/80 'F , when the difference weight of input and 

output is 1, there exactly exists one one-bit differential route. In other words, there exists one 

differential route that could transmit 
ke  to nonzero bit of any output difference. Consequently, 

we can exactly obtain one difference route according to input difference ( 1,2, 32)ke k   and 

output difference.                                                                                                                     

As shown in Fig. 4, for 
32/80 'F , the bold line donates the certain difference route when the 

input difference is 
17e  and the output difference is 

25e . According to Property 4, we can 

exactly know the five-bit of controlling string from top to bottom is “10010”. 

 

'1/2F

'1/2F

'1/2F

'1/2F

'1/2F

'1/2F

'1/2F

'1/2F

'1/2F'1/2F '1/2F'1/2F

'1/2F

'1/2F

'1/2F

'1/2F

'1/2F

'1/2F

'1/2F

'1/2F

'1/2F'1/2F '1/2F'1/2F

'1/2F

'1/2F

'1/2F

'1/2F

'1/2F

'1/2F

'1/2F

'1/2F

'1/2F'1/2F '1/2F'1/2F

'1/2F

'1/2F

'1/2F

'1/2F

'1/2F

'1/2F

'1/2F

'1/2F

'1/2F'1/2F '1/2F'1/2F

'1/2F'1/2F '1/2F'1/2F

'1/2F'1/2F '1/2F'1/2F

'1/2F'1/2F '1/2F'1/2F

'1/2F'1/2F '1/2F'1/2F

'1/2F'1/2F '1/2F'1/2F

'1/2F'1/2F '1/2F'1/2F

'1/2F'1/2F '1/2F'1/2F

'1/2F'1/2F '1/2F'1/2F

100 0 0 0 0 0 0 0 0 0 0 0 0 0 0 00 0 0 0 0 0 0 0 0 0 0 0 0 0

10 0 0 0 0 0 0 0 00 0 0 0 0 0 0 00 0 0 0 0 0 0 0 0 0 0 0 0 0
 

Fig. 4. Difference route of e17→e25 for F32/80’ 

 

Property 7. For 1

32/96 32/80( ')F F , if the difference weight of controlling string is 0 and the 

difference weight of input is nonzero, the difference weight of output is nonzero. 

Proof. By Property 1 and Property 2 (Property 4 and Property 5), for 
2/1 2/1 'F F（ ）, when the 

difference weight of controlling string is 0 and the difference weight of input is nonzero, the 

difference weight of output is nonzero. As 1

32/96 32/80( ')F F  are constructed with 
2/1 2/1 'F F（ ） in 

layered topology, we can certainly know that the difference weight of output is nonzero for 
1

32/96 32/80( ')F F  by analyzing differential properties layer by layer.      
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3.3 Related-key differential characteristics  

With chosen-plain-texts, by adding one-bit difference in the master key, Lee et al’s tried 

to construct one-round related-key differential characteristics and full-round related-key 

differential characteristics further [9]. However, in this paper, we show that there are two 

flaws in Lee et al’s work on constructing one-round related-key differential characteristics. 

And by using the properties and theorems in the previous sub-sections, three correct one-round 

related-key differential characteristics are constructed with one-bit difference in the master 

key. 

When 
3 17K e  , by Table 2, sub-key differences of every round ( iRK ) are as follows. 

17

17

( ,0) 1,8;

(0, ) 4,6;

(0,0) 2,3,5,7.

i

e for i

RK e for i

for i




  
 

 

According to the three kinds of sub-key differences, three kinds of corresponding 

one-round related-key differential characteristics are constructed as follows. 

Case1 17( ,0)iRK e   

Since 17( ,0)iRK e  , input difference of the first 
32/80 'F  is 

2 17L e  . Then, according to 

7  and 'E , the controlling string difference of the second 
32/80 'F  is 56,67'W e  . By 

Property 4, the probability distribution of the output differences of the first 
32/80 'F  (

2V ) is 

depicted in Table 3. By Property 6 and Property 4, the probability distribution of the output 

differences of the second 
32/80 'F  (

3V ) is depicted in Table 4. 
 

Table 3. The probability distribution of the output differences of the first F32/80’  

(when input difference is e17) 

OD e1 e3 e5 e7 e9 e11 e13 e15 

P. 2
-5

 2
-5

 2
-5

 2
-5

 2
-5

 2
-5

 2
-5

 2
-5

 

OD e17 e19 e21 e23 e25 e27 e29 e31 

P. 2
-5

 2
-5

 2
-5

 2
-5

 2
-5

 2
-5

 2
-5

 2
-5

 

OD e1,2 e3,4 e5,6 e7,8 e9,10 e11,12 e13,14 e15,16 

P. 2
-5

 2
-5

 2
-5

 2
-5

 2
-5

 2
-5

 2
-5

 2
-5

 

OD e17,18 e19,20 e21,22 e23,24 e25,26 e27,28 e29,30 e31,32 

P. 2
-5

 2
-5

 2
-5

 2
-5

 2
-5

 2
-5

 2
-5

 2
-5

 

OD: Output Difference, P.: Probability 
 

Table 4. The probability distribution of the output differences of the second F32/80’ 

(when controlling string difference is e56,67) 

OD 0 e13 e13,14 e15 e15,16 e13,15 e13,15,16 e13,14,15 e13,14,15,16 

P. 2
-4

 2
-5

 2
-5

 2
-5

 2
-5

 2
-6

 2
-6

 2
-6

 2
-6

 

OD e5 e5,13 e5,13,14 e5,15 e5,15,16 e5,13,15 e5,13,15,16 e5,13,14,15 e5,13,14,15,16 

P. 2
-4

 2
-5

 2
-5

 2
-5

 2
-5

 2
-6

 2
-6

 2
-6

 2
-6

 

OD e6 e6,13 e6,13,14 e6,15 e6,15,16 e6,13,15 e6,13,15,16 e6,13,14,15 e6,13,14,15,16 

P. 2
-4

 2
-5

 2
-5

 2
-5

 2
-5

 2
-6

 2
-6

 2
-6

 2
-6

 

OD e5,6 e5,6,13 e5,6,13,14 e5,6,15 e5,6,15,16 e5,6,13,15 e5,6,13,15,16 e5,6,13,14,15 e5,6,13,14,15,16 

P. 2
-4

 2
-5

 2
-5

 2
-5

 2
-5

 2
-6

 2
-6

 2
-6

 2
-6

 

OD: Output Difference, P.: Probability 



KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 8, NO. 9, September 2014                                   3275 

According to Table 3 and Table 4, when 
2 3,V V   coming from Table 5, the input 

difference of 1

32/96F 

 
is 

2 3( ) 0I V V   , and the corresponding probability is 
17 5 5 5 5 5 4 5 5 5 5 5 4 7

1 2 2 2 2 2 2 2 2 2 2 2 2 2jq                           . 
 

Table 5. The probability distribution that the input differences of F
-1

32/96 is 0 (△K
i
=(e17,0)) 

△V2,△V3 e5,e13 e7,e15 e13,e5 e5,6,e13,14 e7,8,e15,16 e13,14,e5,6 

Probability 2
-10 2

-10 2
-9 2

-10 2
-10 2

-9 

 

According to our analysis above, the probability of one-round related-key differential 

characteristic 
17( ,0)

(0,0) (0,0)iK e 
  is 17 7

1 2jq   , and [9] made two mistakes in the 

procedure of constructing it, which are as follows. 

(1) Lee et al made a mistake in calculating 'W . 

In [9], 56,77'W e  . However, the correct result is 56,67'W e  . 

(2) Lee et al made a mistake in calculating the probability of one-round related-key 

differential characteristic. 

Lee et al just used one pair of 
2 3,V V   to calculate the probability of 

17( ,0)
(0,0) (0,0)iK e 

 , and their result is 92 . Actually, according to the six pairs of 
2 3,V V  , 

the correct  probability of 
17( ,0)

(0,0) (0,0)iK e 
  is 72 . 

Case2 17(0, )iRK e   

As the high symmetry of round function Crypt , similar to Case 1, in Case 2, we could use 

17(0, )iK e   to construct another one-round related-key differential characteristic 

17(0, )
(0,0) (0,0)iK e 

  whose probability is 17 17 7

2 1 2j jq q    . 

Case3 (0,0)iRK   

(0,0)
(0,0) (0,0)iK 

  holds with probability 17

3 1jq   . 

These three correct one-round related-key differential characteristics are constructed with 

3 17K e  . And with any ( 1,2,3,4,1 32)m jK e m j     , we can construct similar one-round 

related-key differential characteristics. To move a single step forward, we can’t ignore the fact 

that ' 2W   for 10 25j  , and ' 3W   for other j . As a result, we should choose  

( 1,2,3,4,10 25)m jK e m j      to make the constructed one-round related-key differential 

characteristics with higher probability. When 10 25j  , the probability distribution of 

2 3( ) 0I V V    (the input differences of 1

32/96F  ) is depicted in Appendix Table 2. 

The first type of related-key differential characteristics 

According to Appendix Table 2, when 12,16,23,24j  , the input difference of 1

32/96F 

 
is 

2 3( ) 0I V V   , and the output difference of 1

32/96F   is nonzero.  

When 3 jK e  , as depicted in the left part of Table 6, we construct the first type of 

related-key differential characteristics with corresponding three one-round related-key 

differential characteristics, where 10,11,13,14,15,17,18,19,20,21,22,25j  , (0,0, ,0)jK e  , 
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(0, )jX e  , (0,0)Y  , and the probability is 2 2 4 4

1 2 3 1( ) ( ) ( ) ( )j j j jq q q q   . 
 

Table 6. Related-key differential characteristics 

 The first type of RDC  The second type of RDC 

round ΔX
i
 ΔKI

i 
P. Case round ΔX

i
 ΔKI

i 
P. Case 

IT (0,ej) (0,ej) 1  IT (0,e17) (0,e17) 1  

1 (0,0) (ej,0) q1
j
 1 1 (0,0) (e17,0) q1

j=17
 1 

2 (0,0) (0,0) q3
j
 3 2 (0,0) (0,0) q3

j=17
 3 

3 (0,0) (0,0) q3
j
 3 3 (0,0) (0,0) q3

j=17
 3 

4 (0,0) (0,ej) q2
j
 2 4 (0,0) (0,e17) q2

j=17
 2 

5 (0,0) (0,0) q3
j
 3 5 (0,0) (0,0) q3

j=17
 3 

6 (0,0) (0,ej) q2
j
 2 6 (0,0) (0,e17) q2

j=17
 2 

7 (0,0) (0,0) q3
j
 3 7 (0,0) (0,0) q3

j=17
 3 

8 (0,0) (ej,0) q1
j
 1 8 (0,0) (e17,0) qk  

FT (0,0) (0,0) 1  FT (0,△Y
8
R,k) (0,0)   

Output (0,0)    Output (0,△Y
8
R,k)    

RDC: related-key differential characteristics, P.: Probability, IT: initial transformation, FT: final 

transformation 

The second type of related-key differential characteristics 

When 
17(0,0, ,0)K e  , based on the first type of related-key differential characteristics, 

we construct the second type of related-key differential characteristics by adding one-bit 

difference to the input of 1

32/96F 

 
in the last round, which are depicted in the right part of Table 

6. 

In Fig. 5, for the second type of related-key differential characteristics, the differential 

routes of the last round is dispicted, where 8

,R kY  donates the set of all possible output 

differences of 1

32/96F   with 
2 3( ) kI V V e    as input difference. According to Table 3 and 

Table 4, Appendix Table 3 depicts the probability distribution of 
2 3( ) kI V V e   . The 

second type of related-key differential characteristics hold with probability 
17 17 2 17 4 21

1 2 3( ) ( ) 2j j j

k kq q q q q        . 

⊕

F32/96E

F-1
32/96

<<<16

⊕

⊕
E

⊕

I

8

17LRK e 

1L

4L

1V

4V

W

' 2W 

8 0LX  8 0RX 

8 0LY 
8

,R kY

2V

3V

>>>7

32/80'F

'E

32/80'F

>>>7

'E
8 0RRK 

2L

3L

2 3( ) kI V V e  

⊕ ⊕
8

,(0, )R kY Y  

9 0LRK 
9 0RRK 

 
Fig. 5. The differential routes of the last round for the second type of related-key differential 

characteristics 
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4 Related-key differential attacks on CHESS-64 

In this section, by using the two types of related-key differential characteristics in the previous 

section, we present two key recovery algorithms on CHESS-64. 

4.1 The first related-key differential attack algorithm 

For the first type of related-key differential characteristics, according to Appendix Table 2, 

we can exactly get the output difference of the two 
32/80 'F  (

2 3,V V  , respectively) in the last 

round. For the first 
32/80 'F , some bits of 

3L  could be recovered by using 2je V  to recover 

the controlling bits of 
32/80 'F . For the second 

32/80 'F , some bits of 
2L  could be recovered by 

using difference of controlling string and output difference of 
32/80 'F  to recover the controlling 

bits of 
32/80 'F . For a cipher-text pair of the first type of related-key differential characteristics, 

we can recover key bits by solving equations 
3 1 4LL Y K K    and 

2 1 316( ) 16( )LL Y K K   . 

For example, when 11j  , according to Appendix Table 2, we can exactly get 

2 9 3 1,V e V e     or 2 9,11 3 1,3,V e V e    . Further, for 
2 9 3 1,V e V e    , by Theorem 2, five 

bits of 
3L  could be recovered, i. e., 

3 3 3 3 3(31) 1, (3) 0, (8) 0, (14) 0, (19) 1L L L L L     , and by 

Property 6 and Property 4, one bit of 
2L  could be recovered, scilicet, 

2 (15) 0L  . Then, the 

following equations could be constructed. 

1 4 3

1 4 3

1 4 3

1 4 3

1 4 3

1 3 2

(31) (31) (31) (31) (31) 1;

(3) (3) (3) (3) (3);

(8) (8) (8) (8) (8);

(14) (14) (14) (14) (14);

(19) (19) (19) (19) (19) 1;

(31) (15) (15) (31) (

L L

L L

L L

L L

L L

L L

K K L Y Y

K K L Y Y

K K L Y Y

K K L Y Y

K K L Y Y

K K L Y Y

    

   

   

   

    

    31).











 

Obviously, by solving equations above, 6 bits information of the master key could be 

recovered. Similar to 
2 9 3 1,V e V e    , for 2 9,11 3 1,3,V e V e    , 7 bits of the master key 

could be recovered by constructing and solving corresponding equations. For different j , the 

recovered bits of 
1 4 1 3, 16( )K K K K    are depicted in Appendix Table 4. 

For 11,13,15,17,18,19,21,22,25j  , implement Key Recovery Algorithm 1. 

 

Key Recovery Algorithm 1 

[Step 1] Choose 2 jn
 plaintexts pairs ( , *)X X , where * (0, )jX X e  . 

[Step 2] Encrypt , *X X  with , *K K  to get corresponding cipher-texts , *Y Y , and check (0,0)Y   

for each , *Y Y , where * (0,0, ,0)jK K e  . 

[Step 3] For each cipher-text pair , *Y Y  passing Step 2, by Appendix Table 2, use the method above to 

recover some bits of 
3 2,L L , and extract corresponding bits of 

1 4 1 3, 16( )K K K K    by 

solving equations 
3 1 4LL Y K K    and 

2 1 316( ) 16( )LL Y K K   . 

[Step 4] Count the number of hits for recovered key bits by each 
2 3,V V   in Step 3, and output key bits 

with maximal number of hits. 
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Analysis of Key Recovery Algorithm 1 

According to Appendix Table 2, for 11,13,15,17,18,19,21,22,25j  , the probability of 

related-key differential characteristics are 38.8 32 36.4 28 36 32 32 36 28.82 ,2 ,2 ,2 ,2 ,2 ,2 ,2 ,2         , 

respectively. If we set 40.8,34,38.4,30,38,34,34,38,30.8jn  , the expected number of 

cipher-text pairs that pass Step 2 is 4

12 ( ) 4jn jq  , and further, the expected number of hits for 

correct key bits in Step3 is 4. According to Appendix Table 4, by Key Recovery Algorithm 1, 

we can recover 5 bits key information at least for each j , and the expected number of hits for 

wrong key bits is 54 2  at most. Therefore, by using Key Recovery Algorithm 1, we can 

distinguish the correct key bits from the incorrect ones. As depicted in Appendix Table 3, for 

11,13,15,17,18,19,21,22,25j  , implementing Key Recovery Algorithm 1, we can obtain the 

30 bits of 
1 4K K  and 12 bits of 

1 316( )K K  . 

Theorem 3. By implementing Key Recovery Algorithm 1, we can recover 42 bits information 

of the master key with a computing complexity of 42.42  CHESS-64 encryptions, a data 

complexity of 44.42  chosen plain-texts, and a storage complexity of 12.22  bits of storage 

resources. 

Proof. Step 1 needs about 41.8 35 39.4 31 39 35 35 39 31.8 42.42 2 2 2 2 2 2 2 2 2          chosen 

plain-texts. For Step 2, the computing complexity is about 42.42  CHESS-64 encryptions, and 

we need about 12.24 64 2 9 2     bits to store cipher-text pairs. For Step 3, the computing 

complexity of recovering key bits is far less than the computing complexity of Step 2. 

Therefore, to recover 42(=30+12) bits information of the master key by implementing Key 

Recovery Algorithm 1, we need a computing complexity of 42.42  CHESS-64 encryptions, a 

data complexity of 44.42  chosen plain-texts, and a storage complexity of 12.22  bits of storage 

resources.                                                                             

                                                        

4.2 The second related-key differential attack algorithm 

For the second type of related-key differential characteristics, in the last round, if the input 

difference of 1

32/96F 

 
is 

2 3( ) kI V V e   , we can get the probability distribution of output 

difference of 
1

32/96F 
 by Property 1 and Property 2. For example, if 

2 3 16( )I V V e   , the 

probability distribution of the output differences of 1

32/96F   is depicted in Appendix Table 1.  

In the following, the input difference of 1

32/96F 

 
is 

2 3( ) kI V V e   , 8

,R kY  donates the set 

of all possible output differences of 1

32/96F  , 4,kL  donates the set of controlling bits which 

determine the output differences of 1

32/96F  , and 1,kK  donates the set of corresponding bits of 
1K  

which is related to 4,kL . For example,  

4,16 4 4 4 4 4 4 4 4 4 4{ (1), (2), , (16), (18), (21), (22), (23), (24), (28), (32)L L L L L L L L L L L . 

According to the topology of 1

32/96F  , for every ( 1,2, ,32)ke k  , the output differences of 
1

32/96F   are determined by the left 16 bits and the right 7 bits of 
4L . Therefore, 

1, 4, 23k kK L  . 

For 7,16,23,31k  , implement Key Recovery Algorithm 2. 
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Key Recovery Algorithm 2 

[Step 1] Choose 2n  plaintexts pairs ( , *)X X , where 
17* (0, )X X e  . 

[Step 2] Encrypt , *X X  with , *K K  to get corresponding cipher-texts , *Y Y , and check 
8

,0,L R R kY Y Y     for each , *Y Y , where 
17* (0,0, ,0)K K e  . 

[Step 3] Guess 1,kK , and for every cipher-text pair passing the test of Step 2, use equation 

1 4LK Y L   and output difference of 1

32/96F   to get the input difference of 1

32/96F  . If the 

input difference of 1

32/96F   is 
ke , add 1 to the counting of guessed 1,kK . 

[Step 4] Output guessed 1,kK  with maximal counting number. 

 

Analysis of Key Recovery Algorithm 2 

According to Appendix Table 3, for 7,16,23,31k  , the corresponding probability of 

related-key differential characteristics are 30 31 30 302 ,2 ,2 ,2    , respectively. If we set 40n  , 

there are at least 40 31 92 2 2   cipher-text pairs that could pass Step 2 (For 1

32/96F  , different 

input differences may lead to the same output difference), and further, the expected number of 

hits for correct 1,kK  in Step3 is 92 . On the other hand, as there are no more than 40 21 192 2 2   

cipher-text pairs that could pass Step 2, the expected number of hits for incorrect 1,kK  is 

19 23 42 2 2    at most. Therefore, by using Key Recovery Algorithm 2, we can distinguish 

correct 1,kK  from the wrong ones. 

In the following, we discuss the uniqueness of recovered 1,kK  by performing Key 

Recovery Algorithm 2. 

According to the topology of 1

32/96F  , if and only if the positions of differences in 
8

, ( 7,16,23,31)R kY k   cover 1,2, ,32 , we can get a unique 1,kK  by implementing Key 

Recovery Algorithm 2. When the input difference weight of 1

32/96F   is 1, any bit of output 

difference is 1 with probability at least 1/ 32 . Further, as there are at least 40 31 92 2 2   

cipher-text pairs that could pass Step 2, positions of differences in 8

, ( 7,16,23,31)R kY k   cover 

1,2, ,32  with probability at least 
91 2

321 (1 1/ 32) 1C    。Therefore, we can get a unique 

1,kK  by implementing Key Recovery Algorithm 2. According to Appendix Table 3, as 

1 1,7 1,16 1,23 1,31K K K K K , we can get the whole 32 bits of 
1K  by implementing Key 

Recovery Algorithm 2 for 7,16,23,31k  . 

Theorem 4. By implementing Key Recovery Algorithm 2, we can recover 32 bits of the 

master key with a computing complexity of 41.12  CHESS-64 encryptions, a data complexity of 
412  chosen plain-texts, and a storage complexity of 26.62  bits of storage resources. 

Proof. Step 1 needs about 412  chosen plain-texts. For Step 2, the computing complexity 

is about 412  CHESS-64 encryptions, and we need about 19 262 2 64 2    bits of storage 

resources to store cipher-text pairs. Step 3 needs to compute 1

32/96F 

 
at most 19 23 422 2 2   times. 

According to the structure of Crypt, a 1

32/96F   computation is about a quarter of a round 

computation. Then, Step3 needs about 42 372 1/ 4 1/ 8 2    CHESS-64 encryptions, and about 
23 252 4 2   bits of storage resources to store guessed key. Therefore, to recover 32 bits of the 
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master key by implementing Key Recovery Algorithm 2, we need a computing complexity of 
41 37 41.12 2 2   CHESS-64 encryptions, a data complexity of 412  chosen plain-texts, and a 

storage complexity of 25 26 26.62 2 2   bits of storage resources.                                                          

Summary. By Theorem 3 and Theorem 4, we can recover the whole 32 bits of 
1K , 30 bits of 

4K , and 12 bits of 
3K  by implementing Key Recovery Algorithm 1 and Key Recovery 

Algorithm 2. To recover 42 32 74   bits of the master key, we need about 42.4 41.1 42.92 2 2   

CHESS-64 encryptions, 42.4 41.1 42.92 2 2   chosen plain-texts, and 12.2 26.6 26.62 2 2   bits of 

storage resources. By performing an exhaustive search for the rest 54 bits key, we can recover 

the whole 128 bits of the master key and break CHESS-64 absolutely. 

5. Conclusion 

The DDO-based cipher CHESS-64 has been designed for the application of fast and cheap 

hardware implementation and high security level, which is considerably resistant against all 

known attacks. In this paper, however, we put forward two key recovery algorithms on 

CHESS-64 which are the first correct cryptanalytic results. In detail, as the two key recovery 

algorithms could be performed independently, we could recover 74(=42+32) bits of the 

cipher’s master key with 42.92  chosen-plaintexts, 42.92  full-round CHESS-64 encryptions, and 
26.62  bits of storage resources. Moreover, the related-key differential attacks could be 

extended to recover the whole 128 bits master key by performing an exhaustive search for the 

remain 54 bits key, and the corresponding computing complexity are about 542  CHESS-64 

encryptions. In this paper, we present a new method to study the properties of DDOs in the 

procedure of constructing related-key differential characteristics, which is expected to be 

useful for the further analysis of DDO-based ciphers. 

Our related-key differential attacks on CHESS-64 provide some suggestions for the design 

of DDO-based block ciphers. The most significant features of DDO are its good performance 

in hardware application and complicating plaintext data. However, according to our research 

on CHESS-64, the combination of DDOs and Feistel-like structure contribute to the results 

that attackers could recover data of left-side by differential route in right-side, which results in 

a threat to the master key. At the same time, to speed up the cipher, designer often choose 

simple schedule which makes the cipher vulnerable to related-key attack. In a word, to avoid 

the information leakage algorithms of DDOs under differential attacks, the designer should 

carefully consider the way to combine DDOs with other cryptographic primitives and the way 

to combine round key with data. 
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Appendix: Some tables for related-key differential attacks on CHESS-64 

Appendix Table 1. The probability distribution of the output differences of F
-1

32/96 

(when the input difference is e16) 

ID e1,2,3,4 e1,2,4 e1,3 e1,4 e2,3 e2,3,4 e2,4 e3 

Pro. 2
-7

 2
-7

 2
-7

 2
-7

 2
-7

 2
-7

 2
-6

 2
-6

 

ID e3,4 e4 e5,6,7,8 e5,6,8 e5,7 e5,8 e6,7 e6,7,8 

Pro. 2
-6

 2
-5

 2
-7

 2
-7

 2
-7

 2
-7

 2
-7

 2
-7

 

ID e6,8 e7 e7,8 e8 e9,10,11,12 e9,10,12 e9,11 e9,12 

Pro. 2
-6

 2
-6

 2
-6

 2
-5

 2
-7

 2
-7

 2
-7

 2
-7

 

ID e10,11 e10,11,12 e10,12 e11 e11,12 e12 e13,14,15,16 e13,14,16 

Pro. 2
-7

 2
-7

 2
-6

 2
-6

 2
-6

 2
-5

 2
-7

 2
-7

 

ID e13,15 e13,16 e14,15 e14,15,16 e14,16 e15 e15,16 e16 

Pro. 2
-7

 2
-7

 2
-7

 2
-7

 2
-6

 2
-6

 2
-6

 2
-5

 

ID e17,18,19,20 e17,18,20 e17,19 e17,20 e18,19 e18,19,20 e18,20 e19 

Pro. 2
-7

 2
-7

 2
-7

 2
-7

 2
-7

 2
-7

 2
-6

 2
-6

 

ID e19,20 e20 e21,22,23,24 e21,22,24 e21,23 e21,24 e22,23 e22,23,24 

Pro. 2
-6

 2
-5

 2
-7

 2
-7

 2
-7

 2
-7

 2
-7

 2
-7

 

ID e22,24 e23 e23,24 e24 e25,26,27,28 e25,26,28 e25,27 e25,28 

Pro. 2
-6

 2
-6

 2
-6

 2
-5

 2
-7

 2
-7

 2
-7

 2
-7

 

ID e26,27 e26,27,28 e26,28 e27 e27,28 e28 e29,30,31,32 e29,30,32 

Pro. 2
-7

 2
-7

 2
-6

 2
-6

 2
-6

 2
-5

 2
-7

 2
-7

 

ID e29,31 e29,32 e30,31 e30,31,32 e30,32 e31 e31,32 e32 

Pro. 2
-7

 2
-7

 2
-7

 2
-7

 2
-6

 2
-6

 2
-6

 2
-5

 

ID: Input Difference, Pro.: Probability 

 

Appendix Table 2. The probability distribution of △V2,△V3 (when the input differences of F
-1

32/96 is 0) 

j △V2，△V3，p Total Probability 

10 

e9，e1，2
-10

 e10，e2，2
-10

 

2
-8.4 

e9,11，e1,3，2
-12

 e9,12，e1,4，2
-12

 

e10,11，e2,3，2
-12

 e10,12，e2,4，2
-12

 

11 e9，e1，2
-10

 e9,11，e1,3，2
-12

 2
-9.7

 

12 None 0 

13 e21，e29，2
-9

 e22，e30，2
-9

 2
-8

 

14 

 

e1，e9，2
-10

 e2，e10，2
-10

 

2
-8.4 

e1,3，e9,11，2
-12

 e1,4，e9,12，2
-12

 

e2,3，e10,11，2
-12

 e2,4，e10,12，2
-12

 

15 

e1，e9，2
-10

 e1,3，e9,11，2
-12

 

2
-9.1

 e1,9，e9,1，2
-12

 e1,10，e9,2，2
-12

 

e1,3,9，e9,11,1，2
-14

 e1,3,10，e9,11,2，2
-14

 

16 None 0 

17 

e5，e13，2
-10

 e5,6，e13,14，2
-10

 

2
-7 

e7，e15，2
-10

 e7,8，e15,16，2
-10

 

e13，e5，2
-9

 e13,14，e5,6，2
-9

 

18 e25，e17，2
-10

 e27，e19，2
-10

 2
-9

 

19 e1，e9，2
-9

 e1,2，e9,10，2
-9

 2
-8

 

http://ieeexplore.ieee.org/xpls/abs_all.jsp?arnumber=6185283
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20 e3，e11，2
-9

 e3,4，e11,12，2
-9

 2
-8

 

21 e5，e13，2
-9

 e5,6，e13,14，2
-9

 2
-8

 

22 e17，e25，2
-10

 e19，e27，2
-10

 2
-9

 

23 None 0 

24 None 0 

25 

e21，e29，2
-10

 e21,22，e29,30，2
-10

 

2
-7.2 e21,23，e29,31，2

-12
 e21,23,24，e29,31,32，2

-12
 

e21,22,23，e29,30,31，2
-12

 e21,22,23,24，e29,30,31,32，2
-12

 

e29，e21，2
-9

 e29,30，e21,22，2
-9

 

 

Appendix Table 3. The probability distribution of △V2,△V3  

(when the input differences of F
-1

32/96 is 1, and j=17) 

△V2 e9 e11 e13 e13 e15 e1 e3 

△V3 0 0 0 e5,6 0 0 0 

ek e1 e3 e5 e6 e7 e9 e11 

qk 2
-9

 2
-9

 2
-9

 2
-9

 2
-9

 2
-9

 2
-9

 

△V2 e5 e7 e7,8 e5 e7 e5 e5,6 e7 

△V3 0 e13,15 e13,14,15 e13,14 0 e13,15 e13,14,15 e15,16 

ek e13 e14 e15 e16 

qk 2
-9

+2
-11

+2
-11

=2
-9.6

 2
-10

 2
-9

+2
-11

+2
-11

=2
-9.6

 2
-10

 

△V2 e25 e27 e29 e31 e17 e19 e21 e23 

△V3 0 0 0 0 0 0 0 0 

ek e17 e19 e21 e23 e25 e27 e29 e31 

qk 2
-9

 2
-9

 2
-9

 2
-9

 2
-9

 2
-9

 2
-9

 2
-9

 

 

Appendix Table 4-1. The recovered key bits by Key Recovery Algorithm 1 

 △V2，△V3 
Recovered Bits of 

K1⊕K4 

Recovered Bits of 

K1⊕<<<16(K3) 
p 

Total 

Probability 

10 

e9，e1， 30,3,8,14,19 15 2
-10

 

2
-8.4

 

e10，e2 30,3,8,14,19 15 2
-10

 

e9,11，e1,3 30,3,8,14,19,20 15,16 2
-12

 

e9,12，e1,4 30,3,8,14,19,20 15,16 2
-12

 

e10,11，e2,3 30,3,8,14,19,20 15,16 2
-12

 

e10,12，e2,4 30,3,8,14,19,20 15,16 2
-12

 

11 
e9，e1 30,3,8,14,19 15 2

-10
 

2
-9.7

 
e9,11，e1,3 30,3,8,14,19,20 15,16 2

-12
 

13 
e21，e29 32,6,27,20,25 None 2

-9
 

2
-8

 
e22，e30 32,6,27,20,25 None 2

-9
 

14 

e1，e9 32,4,8,10,15 19 2
-10

 

2
-8.4

 

e2，e10 32,4,8,10,15 19 2
-10

 

e1,3，e9,11 32,4,8,10,15,16 19,20 2
-12

 

e1,4，e9,12 32,4,8,10,15,16 19,20 2
-12

 

e2,3，e10,11 32,4,8,10,15,16 19,20 2
-12

 

e2,4，e10,12 32,4,8,10,15,16 19,20 2
-12

 

15 

e1，e9 1,4,8,10,15 19 2
-10

 

2
-9.1

 e1,3，e9,11 1,4,8,10,15,16 19,20 2
-12

 

e1,9，e9,1 1,4,8,10,15,14,19 19 2
-12
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e1,10，e9,2 1,4,8,10,15,14,19 19 2
-12

 

e1,3,9，e9,11,1 1,4,8,10,15, 16,14,19 19,20 2
-14

 

e1,3,10，e9,11,2 1,4,8,10,15, 16,14,19 19,20 2
-14

 

 

Appendix Table 4-2. The recovered key bits by Key Recovery Algorithm 1 

 △V2，△V3 
Recovered Bits of 

K1⊕K4 

Recovered Bits of 

K1⊕<<<16(K3) 
p 

Total 

Probability 

17 

e5，e13 2,9,30,13,17 21 2
-10

 

2
-7

 

e5,6，e13,14 2,9,30,13,17 21 2
-10

 

e7，e15 2,9,30,13,18 22 2
-10

 

e7,8，e15,16 2,9,30,13,18 22 2
-10

 

e13，e5 2,9,30,17,21 None 2
-9

 

e13,14，e5,6 2,9,30,17,21 None 2
-9

 

18 
e25，e17 2,7,29,23,11 23 2

-10
 

2
-9

 
e27，e19 2,7,29,23,12 24 2

-10
 

19 
e1，e9 3,7,28,11,25 None 2

-9
 

2
-8

 
e1,2，e9,10 3,7,28,11,25 None 2

-9
 

20 
e3，e11 3,7,28,11,16 None 2

-9
 

2
-8

 
e3,4，e11,12 3,7,28,11,16 None 2

-9
 

21 
e5，e13 4,26,30,13,17 None 2

-9
 

2
-8

 
e5,6，e13,14 4,26,30,13,17 None 2

-9
 

22 
e17，e25 4,8,29,19,23 11 2

-10
 

2
-9

 
e19，e27 4,8,29,19,24 12 2

-10
 

25 

e21，e29 6,29,3,21,25 13 2
-10

 

2
-7.2

 

e21,22，e29,30 6,29,3,21,25 13 2
-10

 

e21,23，e29,31 6,29,3,21,25,10 13,14 2
-12

 

e21,23,24，e29,31,32 6,29,3,21,25,10 13,14 2
-12

 

e21,22,23，e29,30,31 6,29,3,21,25,10 13,14 2
-12

 

e21,22,23,24，e29,30,31,32 6,29,3,21,25,10 13,14 2
-12

 

e29，e21 6,29,3,25,13 None 2
-9

 

e29,30，e21,22 6,29,3,25,13 None 2
-9
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