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## Summary

The paper describes a pattern recognition system that has been simulated using a computer with an on-line camera input. The system is adaptive, using a training set of pictures together with the names or classes to which each picture belongs. The system uses an edge following technique for extracting features from the multilevel inputs. During the training mode, some of the descriptors derived from the extracted features are stored. Also, the system builds up statistics of the likelihood of a picture belonging to a given class given the presence of each incoming feature.

During the test mode, a previously unseen set of pictures is used and features are extracted and compared with the stored descriptors. A sequential decision mechanism uses these comparisons and the likelihood statistics to produce responses corresponding to the assessed class of the input. Some preliminary experimental results are given.

## 1* Introduction

The paper discusses the organisation of a Pattern Recognition System using feature descriptors stored from a training set of inputs. The system is adaptive when working with the training set and is subsequently tested with a different set of inputs for recognition.

Although most of the experimental tests have been performed on numerical characters (fixed font and handwritten) the system was designed as a fairly general device in order to cover a wider range of visual pattern problems. Initially, therefore, it will give a poorer performance than a special purpose character recogniser; however it should have greater potential as a fairly general pattern recogniser.

It was proposed that the system should determine the best feature sizes and shapes for the pattern recognition task being performed and would be capable of adapting its hierarchical structure. The aim of the present research is to gain an understanding of how to design such systems. If this can be achieved the knowledge could be applied to designing specific systems for specific tasks.

The system chooses its own features, that is to say useful extracts from the input image, since man does not always know which parts are likely to prove useful in recognition. Thus, features are not extracted from fixed positions on a picture but are determined by the system according to the requirements of the task.

The system
(1) evaluates its own features from the training set of pictures,
(ii) builds up its own hierarchy by listing sequences of these features into groups,
(iii) builds up associations between features and between groups of features to predict useful areas of search within an input picture,
(iv) adapts parameters used by the decision mechanism to improve the performance of the decision mechanism.

The system being studied uses edge following techniques as one means of processing the input picture for the purpose of extracting features. The term "edge following" is used deliberately rather than "contour following". Contour following traces points of equal light intensity as in the techniques of Ledley and Ruddle - and zahn3, whereas edge following traces a path of points of high intensity gradient. If a locus of high intensity differential passes from a bright part of a picture to a dark part, the edge follower will continue to track along the locus. Edge following is a useful and flexible technique for data gathering and is well suited to the more flexible decision system to be studied. Although edge following on its own has some severe limitations, the usual problems of gaps or multllation of the edges of the input shape are overcome in association with the proposed learning system by directing the edge follower to new areas of search. Storing features from the edges of an object does incur loss of information but it is expected that for many applications the most useful information lies at the edges.

An alternative method of processing the input picture by a clustering technique has also been considered. Briefly, this method used an iterative process with a metric that was a function of both Euclidean distance and intensity difference between picture points, to cluster the points into a number of subsets such that the subsets were maximally dense with respect to the metric. However, details of this alternative method will not be presented in this paper.

The basic philosophy behind the system being developed is described.together with a more detailed explanation of a simplified non-hierarchical model that has been simulated on a computer as part of the research. There are, in fact, variants of this simple model and the model itself is being continually modified during the course of the work.

## 2. Description of the Non-Hierarchical <br> or Single Level Model

As part of the development of the system, a simplified non-hierarchical version has been simulated on a digital computer, using Fortran as the programming language. This model extracts features from the input pattern and lists these features. The model then issues a name response from analysis of the combination of features in this list. This model can be regarded as the basis of the first level of the full hierarchical system.

The input patterns are $40 \times 40$ matrices of picture points, each point taking one of $6 k$ intensity levels (integral values of 0 to 63). The sources of the input patterns are objects or photographs viewed by a television camera and converted into coded form by a special device - The pictures can be input by the computer either directly to the simple model or to magnetic tape.

Fig. 1 shows a block schematic of the Simple Model with an Edge Following technique incorporated for the purpose of extracting features. The model is adaptive, using a training set and a different recognition test set of input pictures. Connections which are energised only during the learning phase are shown in Fig. 1 by the letter L in parenthesis. Other connections may be made during both learning and recognition.

The matrix of intensity levels is input and the Edge Detector scans the matrix to find an edge of high intensity gradient. The Edge Follower then traces the edge until a feature is detected by the Feature Extractor.

The coded feature information from the Feature Extractor is transferred to the Comparator where it is compared with previously stored information from the Feature Store. The Comparator issues a measure of the degree of fit, known as the Score, and the Feature Store produces the name of the stored feature having the largest Score. These Feature Names are purely arbitrary and are allocated in sequence down the Feature Store. In the current version of the Simple Model, the Feature Store ia filled during an initial period of the learning phase. During this period, when the largest Score ia below a certain threshold, then the extracted feature ia added to the Feature Store as a further feature type and the next sequential Feature Name la allocated to it.

During the learning phase the True Class Name is input from tape, in the case of tape converted pictures, or from manually operated buttona in the caae of direct camera input. In this phase, the True Claaa Name ia fed together with the issued Feature Name to a block which builda up atatiatlca of likelihoods of each claaa for each given feature.

During both learning and recognition phasea the Feature Name ia added to a Feature List (initially clear when a fresh picture is input) to form a current list of features extracted from the input picture.

The Decision Mechanism uses the likelihood statistics to produce a sequence of Claaa Name Responses from the growing number of features in the Feature List.

During the learning phase, the features in the Feature List are fed together with their positions in the input picture to a Positional Matrix within the Next Feature Predicator. The Positional Matrix computes the relative distances between the various combinations of features. Over a number of input pictures, the Positional Matrix produces a number of mean values of the relative distances.

During recognition, when a sequential Claea Name Response is produced, the Decision Mechanism uses information from the Likelihood Block to predict the most likely occurring feature, not yet found, for the expected class. The name of this predicted feature is fed to the Next Feature Predictor, which examines the current Feature List and the Positional Matrix, in order to direct the Feature Extractor to a new area of search. If the predicted feature is found, it is added to the current Feature List and further predictions may take place. However, if the predicted feature is not found, the system returns to the Edge Follower and the next adjacent feature is extracted.

In addition to producing a Class Name Response, the Decision Mechanism produces a measure of confidence of its Response and in general this confidence level increases as the number of featured in the Feature List increases. The system can stop its examination of the input picture either when the confidence level exceeds a certain threshold or when all edges in the picture have been traced. A final Class Name Response is then produced and the system is ready for the next picture.

During both learning and recognition phases, more than one edge can be followed. Furthermore, it ia not necessary to lineariae the input pattern; thus solid objects can be used aa data as well as line objects.

The following aectiona 3 to 7 explain the operation of the various mechanisms in further detail.

## 3. Edge Tracing and Feature Extraction

### 3.1 Edge Detection

The first operation ia to scan the $40 \times 40$ picture point matrix for an intensity gradient which might correspond to the edge of some shape in the picture. Initially 200 random picture
points out of the total population of 1600 are sampled to obtain an estimate of the standard deviation of the intensity of the points.

The picture is then examined by a window which consists of a horizontal slit, six elements long and one element wide, which scans the picture in horizontal sweeps similar to a T.V. Iinescan. Successive positions of the window overlap so that the central cell of the window moves through the entire set of picture points except those at the extreme edge. At each position of the slit the right-moot element is tested to determine whether it differs by a significant amount from the local mean of the six. This amount is set by the value of a quantity c.s, where $s$ is the standard deviation and $c$ is a constant; the latter value determined by trial and error in this instance, but ideally adjustable in the complete system as a function of the performance. When a significant element is found an additional test is made. One of the three elements immediately below this first point must also be found significant by the same test before the point may be accepted. Figure 2 illustrates this process with slit $A$ failing to find an edge and slit $B$ finding an edge at element with value

As soon as such a significant point is found, its co-ordinates are stored together with an indication as to whether the point is brighter or darker than the local mean of the elements.

### 3.2 Sdge Following

When the Edge Detector finds a significant point a $3 \times 3$ window and a $5 \times 5$ window are centred on the point (Fig.3). The mean of the 25 points of the large window is calculated and then an auxiliary $3 \times 3$ matrix is formed, each cell of which has the value 1 or 0 (Fig.4a). If the significant point found by the Edge Detector had been brighter than the local mean then $V s$ are placed in those cells of the auxiliary matrix corresponding to cells in the small window whose intensities are greater than the mean of the 25. The remaining cells are filled with 0 's. If the significant point had been dark the V s are placed in positions corresponding to intensities less than the mean.

The next stage is to move the small window by one cell in one of the eight possible horizontal, vertical or diagonal directions along the edge of the shape and to repeat this process of binary quantisation. The movement consists of centralising the window on the first '1' encountered by an imaginary anti-clockwise rotating vector, centred on the auxiliary matrix and looking at the outer cells of this matrix in turn. The vector starts from that cell, in the auxiliary matrix, corresponding to the picture element that just preceded (in the anticlockwise sense) the one selected previously by the vector as containing the first •! $\cdot$ •

A new $5 \times 5$ window and a new $3 \times 3$ auxiliary matrix are formed around the new centralised position and the process is repeated as shown in Fig. $k m$ A new localised mean is derived from the $5 \times 5$ window to quantise the picture points of the auxiliary matrix into 1 s and 0 s .

### 3.3 Feature Extraction

The Edge Follower outputs a string of coordinates representing successive points on the edge of the shape being traced. The Feature Extractor measures the mean curvature of all strings of $Y$ consecutive picture points ( $T$ is related to the resolution of the picture). The curvature is signed according to the direction of movement of the Edge Follower. Hence, a list of curvatures of overlapping strings is produced. Whenever a string is found whose curvature differs from that of the previous feature by an amount greater than another parameter $d$, a feature is said to have been completed. This feature is output in terms of the co-ordinates of the first point in the first string of the feature, the last point in the last string, and the average value of the centre points of all the strings in the feature.

Two methods of encoding the extracted feature are being investigated. The encoded descriptor in one case takes the form of a sub-array or "snapshot" of K x K elements (each element taking one of the Gk possible intensity values) centred on the average value of the centre points of the feature found while Edge Following. In the second case (line segment form), the encoded descriptor contains the start and finish picture point co-ordinates of the feature found by Edge Following together with the mean curvature of the Edge.

## 4. Comparison of Features

When features are extracted from the input image, each feature in encoded descriptor form is fed to the Comparator, where the extracted descriptor is compared with each of a number of previously stored feature descriptors. The Comparator produces a measure of the degree of fit, known as the Score, between an incoming descriptor and a stored descriptor.

During an initial part (Mode 0) of the learning phase, if all the scores $S$ are below a certain value (either a preset amount or an adaptable quantity), then the incoming descriptor is added to the Feature Store as a new descriptor and a sequential feature name is allocated to it.

During the subsequent part (Mode 1) of the learning phase and during the recognition phase (Mode 2), the Scoring Mechanism issues the associated feature name of the stored descriptor having the largest score value $S$. The issued feature name is fed to a list $L$ (initially empty at the start of examination of each input picture) during Modes 1 and 2.

Fech of the two wethods of encoding extrected features demands a different mothod of scoringe With the $K \times K$ "anapahot" deacriptor

$$
s=K^{2} \times 63^{n}-\sum_{a=1, K^{2}}|\operatorname{Iw}(a)-\operatorname{Is}(a)|^{n}
$$

where $I w(a)$ and $I \theta(a)$ are the respective intensities at coresponding array points (a) for the extracted and etored features. (The power law $n$ equal to 3 eppears to give the best roaults).

With the line negoent descriptor various functions of the Euclidean distance $\Delta B$ between the etart pointe of the extracted and stored fentures, the Euclidean distance $\Delta F$ between the finish points and the difference $\Delta \mathrm{C}$ in curvatures are being exawned. An example function ie
$S=\left(1+\Delta B^{2}+\Delta F^{2}+Q_{e}|\Delta C|\right)^{-1}$
where $Q$ is w wighting factor

## 5. The Deciaion Mechanism

### 2.1 Likelihoods of Clasats for a Given Feature

The ayotem containe an array of items $\mathrm{V} \mathbf{c x}$, the likelinood of clase c given the feature named $x$. During the learning phatee (Mode 1) of the Simple Modal, the Vex for all classes are updated auch that

$$
V c x=\frac{N c x+1}{\sum_{p}^{N p x}+M}
$$

where $M$ is the number of different clasoes and Nex is the number of times fonture name $x$ hale been isaved over all preaentations of clase c as the Input picture. Thas $\sum$ Npx, the sumantion orer all clacgen, is equal to the total number of timen that feature nare $x$ has been issuad.

Therefors, if feature nitue $x$ is issued when class $t$, for erample, in the input ploture during learning, then both Ntx and ENpw exe increased by 1 While all Ncx (where opt) remain conatant. Thus, bince Ntx +1 is leas than $\underset{p}{\sum N p x}+\mathrm{M}_{\mathrm{p}} \mathrm{Vtx}$ 1s increaced in value wile all other Vcx (c) $f$ ) are decreased.

It is arident that $\sum_{p} V p x=1$.
It chould be noted that initiolly Vcx $=1 / 4$ and that, $\sum_{p} N p x \rightarrow-\mathbb{N}, V\left(\frac{N c x}{\sum N p x}+1\right.$

Thus Bayea' type likelihoods are built up during the learaing phate.

Vex man chosen to equal $\mathrm{Nex}+1$ rether than $\sum_{\mathrm{H}}^{\mathrm{N} P \mathrm{x}}+\mathrm{M}$
$\frac{\text { Ncx }}{\sum_{p} N p x}$ so thet if a rare foature, not proviougly
detected for particular clags during the learning phace, is aubsequently extracted during the recognition phase, then the likelihood in taken as a near chance value rather than zero. Thua the formula offectively includen a weighting for frequency of occurrence of fenturee; it should be noted that the formula adaumes equal a priori probabilition of claside in that initially all vcx : 1/M.

### 5.2 The Sequential Decision Repponse

Ab each Feature Nams is isaued from the Scoring or Comparison Mochanian, it it odded to a liat for the current input picture under examinttion. Thus a current list $L$ of the input feature names $f(1), f(2), f(3) \ldots f(r)$ is built up, where $f(r)$ is the fagture nam $x$ of the $\mathrm{f}^{\text {th }}$ feature from the input picture.

The Decision Mechanism extracts the correeponding values $V p x$ from the array of likelihooda for ald clasees $p$ and each feature nawe $x$ in the list L. From these values the sequential producte Rp are formed for each claes $p$ where

$$
R p=\prod_{r=1, j} v p f(r)
$$

whore there are $\rfloor$ features currentiy in the list I.

A Soquential Clasa Name Response in iseusd in finvour of the clase currently having the highest value of Rp.

The kp valuen are, in fact, normalised; that is to bay each Rp is expreesed ass a percentage of the mum of the Rp values. Thus, as the number $j$ of features in the liat $L$ increanes, the non= normalised values of Rp decraace aince the terme Vp $\mathcal{I}(r)$ are all less then or equal to 1. However, In general, the normelised highest percentage vine of Rp increases at the Iist $L$ lengthong. Thus it 18 poseible to regard the percentige vilues of Hp as confidence levels and these values min be used an part of a stopping Rule (eet seotion 7).

It can be geen that if rare features had been allowed to produce a zero valuod Vex, a single poor or rare teature would bave destrojed the effect of all btrong fentures in the Iist $L_{\text {, }}$ eince the declation is produced by a product of the Vox terwis.

## 6. Prediction of the Next Feature

Edge following and feature extraction my tale place continuously around a complete edge of a shape. Kowever, it is posible for the

Next Feature Predictor to extract non-adjacent features. At present, prediction has been used only with the "snapshot?' type feature descriptor.

During the learning phase, features are extracted by Edge Following and no prediction takes place. Nevertheless, statistical information is gathered for use by prediction in the later recognition phase. This information consists of the names of the extracted features together with the positions of their feature centres. At the end of processing each input picture, the relative distances between all combinations of features extracted from the picture are computed, and in a number of positional arrays (one for each class) the mean distances and the standard deviations of the distances between combinations of features occurring in each class are built up.

During the recognition phase, initially three features are extracted by the Edge Following technique. The quantity three may be increased by changing a parameter on a data card associated with the Computer program. The initial three features are used to produce a Class Decision as previously explained.

Now the likelihood array does not store the values of Vex directly but stores the values Ncx , and the Vex are computed when required. Thus the Ncx can be used to indicate the frequency of occurrence of each feature for any given class. Therefore, when the Class Decision is produced from the first three features, the likelihood array is used to predict the most likely feature not already extracted for the decided class of the current input picture.

The Positional Array is then inspected for the mean relative distances (and stored deviations of these distances) between the predicted feature and the three extracted features for the decided class. The expected position of the predicted feature is computed by a standard geometrical triangulation method from the three relative distances. A search area is produced about the expected position in both horizontal and vertical directions of the input picture; the size of the search area being a function of the stored deviations. The search area is further restricted to be contained within the $40 \times 40$ frame. A series of over-lapping sub-arrays or "snapshots ${ }^{11}$ is then extracted centred on all possible positions within the search area.

The extracted "snapshots ${ }^{1 \text { ' }}$ are compared in turn with the descriptors in the Feature Store. If the predicted feature is not found, the system returns to the Edge Follower to find the next adjacent feature by the method of section 3 . If the predicted feature is found, it is added to the list $L$ and using the Decision Mechanism of section 5, the confidence level of the Class Decision increases.

As the list L increases using the Edge Followed or predicted features, further predictions are made using the last three features in the list
for locating the search area.
The predicted sequence is equivalent in some ways to the formal syntax (e.g. sharp clockwise curve followed by fairly straight segment followed by, etc.) as used by Ledley and Ruddle ${ }^{12}$ and others. However, allowing the system to generate its own sequences, of not necessarily adjacent features, preserves generality and requires no foreknowledge of the syntactic formation.

## 70. The Stopping Rules

During the learning phases, when no prediction is taking place, the process of feature extraction and decision making continues until all edges have been followed and then a new picture is read in. There is, however, a deliberate restriction that prevents more than 30 features being extracted from any one picture. In the experiments this limit has never yet been reached.

During recognition, when prediction of features may take place, the process of feature extraction and decision making continues until either all edges have been followed, or 30 features have been extracted, or the confidence level of the Decision Mechanism exceeds $90 \%$, whichever is the sooner.

In general, using printed or handwritten numerals as input, the $90 \%$ confidence level comes into play only when a correct decision is being made in recognition whereas, in general, incorrect decisions rarely exceed 60\% confidence and are often considerably lower. However, a significant number of correct decisions lie in the $50 \%$ to $90 \%$ confidence range.

Thus if the system were allowed only to make decisions if a $90 \%$ confidence had been reached then wrong decisions would be rarely made. However, decisions would be made on a minority of occasions only. Ideally, in generalised pattern recognition, a cost function should be introduced and the use of sequential decision theory (Wald5\&) could be used.

During the computer simulations, for each picture, the full list of sequential decisions was printed out together with the corresponding confidence levels. If non-decision is counted as being equally as wrong as incorrect decision, then roughly $60 \%$ confidence as a decision threshold appears to give the best overall results. Improved stopping rules are being examined.

## 8. Experimental Studies

Experiments have been performed mainly with numerals 0 to 9 as test patterns. These were extracted from two sources. The first source was from 35 mm negative photographs of telephone exchange meter dials. Although these were fixed font, the mutilation was often very high, as shown in Fig. 5 which shows a "Computer's eye view" of an input. The "view" was produced on a Graph Plotter peripheral of the Computer by varying the amount
of ink in each of the $40 \times 40$ picture point positions. Although the Computer receives intensities of one of 64 levels, for simplification the Graph Plotter output has been requantised more coarsely into one of 6 levels.

The other source of numerals was derived from handwritten samples from 15 people. Numerals were written in ink, biro, pencil or red crayon.

In all tests the recognition set was made up from examples that had never been seen during the learning period.

With the sub-array or "snapshot" type feature descriptor it was found that enlarging the array dimensions improved the results. However, computer storage limitations restricted the array to $7 \times 7$ in size and thus the largest feature size used in the present tests was $7 \times$ ?

The best preliminary results achieved with the single level model using the numerals from the telephone meter photographs were $821 / 2 \%$ correct. The simple model then had a stored total of 77 sub-array features which it had extracted from one example of each of the ten classes of numerals. Four examples of each class were used for updating the likelihood statistics and four examples of each class were used for updating the likelihood statistics and four examples of each class were used in the recognition set.

The recognition set included the example of Fig. 5 which the system did not identify correctly. (But since the "correct" answer had been ruled to be a 1, it is debatable whether this can be counted as a true failure). No attempt, however, was made to select or remove any of the scanned examples from the input tape and thus the results may appear to be unfairly low.

With handwritten numerals, again one example of each numeral was used for feature storage giving a total of 85 stored features. Ten examples of each numeral were used for updating statistics. Using a recognition set of numerals from people who had not had examples of their handwriting used during the learning phase gave only a $30 \%$ success rate. However, when examples not previously used by the model, but nevertheless from people who had supplied examples for the learning sett were then used as the recognition set of the success rate rose to $70 \%$. These results are not unexpected and indicate the requirement for much further teaching of the complete system to provide the increased generalising ability needed for more difficult tasks.

With the Line Segment type feature, instead of the sub-array or "snapshot" type descriptor, and using the telephone meter photographs, the best results achieved were $70 \%$ correct recognitions.

## 9* The Hierarchical System

A block schematic is shown in Fig. 6 which indicates how the simplified model may be extended
into an hierarchical system.
At the first level, features are extracted from the input picture. The coded representation of the input feature is compared with all representations from the Feature Store which have been previously stored during a training phase* A Feature Name is issued as in the simplified model. During the training mode the Next Feature Predictor builds up the probabilities of any particular feature being present in an input picture when another feature is known to be present. The Overall Decision Mechanism can use the information from the Next Feature Predictor in order to direct the Edge Detector, with the Feature Extractor, to new useful areas of search.

Also during the training mode, the Feature Decision Mechanism counts the number of times each feature occurs for each Class Name of the input pictures and from this builds up probabilities of each class given a particular input feature. Thus, when a Feature Name is issued, the Feature Decision Mechanism predicts the most likely Class Name of the input picture* This prediction is fed in turn to the Overall Decision Mechanism. Alternatively, a number of Class Names is issued, with the Feature Decision Mechanism predicting all names with probabilities above some preset (or adaptable) value. In this latter case, the Overall Decision Mechanism receives the values of the probabilities as well as the predicted names.

As the system examines various edges of the input shape, a sequence of features is produced. This causes a sequence of Feature Names to be issued to the Group detector where a current list of features from the Input Picture is built up together with the absolute or relative positions of these features. The Hierarchical System uses the coded Group in a manner similar to that used with the coded input feature. The coded Group is compared with codes from a Group Decision Mechanism in order to locate new areas of search in the input picture, in order to find further Group Shapes. This examination of Group information is the second level of the hierarchy.

Similarly, there can be a third level of the hierarchy listing the Group Names for an Association Store. A Decision Mechanism, as before, predicts a Class Name when the Association is identified.

Thus as the input picture is examined, a sequence of Class Name predictions is made at various levels in the hierarchy together with a list of Feature Names, Group Names and Association Names. When the Decision Mechanism has received sufficient information to produce a decision above a certain level of confidence a Name Response is produced. During learning, the Name Response can be compared with the true Class Name of the input picture and the threshold of confidence may be adapted. The Overall Decision Mechanism can either build and use a sequential decision tree or use the information from the three hierarchical
levels as a weighted voting process.
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